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Abstract

Recent research in the area of automatic machine recog-
nition of human faces has shown that there may be an ad-
vantage in utilizing face symmetry to improve recognition
accuracy. While promising, this work has led to several
open questions. What is a good feature description or score
of the symmetry of the face? Is there a statistical signif-
icance between face symmetry and face recognition? We
present new symmetry scores of the face and use the scores
to compare the symmetry in several subgroups of a face
database. A 3D face database is used to remove the ef-
fects of illumination which should improve the reliability
of the symmetry score. We find a significant difference in
face symmetry between the men and women subjects in the
database. The database is then partitioned into most sym-
metric and least symmetric subjects based on the symmetry
scores. The average-half-face is utilized in our face recog-
nition experiments to take into account the symmetry of the
face. Face recognition with eigenfaces using the average-
half-face is significantly higher than using the full face in
all subgroups regardless of symmetry score. However, face
recognition using the full face does depend on the symmetry
score and generally favors the least symmetric subjects.

1. Introduction
Face recognition is an important area of computer vi-

sion research and has gained significant interest in recent
years. Efforts in improving security, such as automatic
surveillance and the use of biometrics in identification, are
partly responsible for this increased interest. However, sev-
eral challenges remain in improving the accuracy of face
recognition under illumination changes, variations in pose,
occlusions (including self-occlusion), and image resolution.
Many face recognition algorithms have been developed and
each has its strengths and weaknesses.

It is well-known that the face exhibits reflectional sym-
metry about a bilateral symmetry axis. Several authors have
noted the role of symmetry in nature [6, 7] and particularly

in human face attractiveness [14, 21, 23]. Additionally, re-
search into using the symmetry of the face to assist with face
detection and face recognition has been previously stud-
ied. Chen et al. [3] developed a method to automatically
compute the bilateral symmetry axis (or plane for 3D data),
which is particularly useful in this research. The symmetry
of the face is used by Zhao and Chellappa [27] to detect and
remove illumination effects in faces to improve recognition
with what they term Symmetric Shape-from-Shaping. The
use of symmetry has also proven useful to extract the fa-
cial profile for face recognition, such as in [19, 26]. In [20],
Ramanathan et al. perform similarity measures between im-
ages of the same individual to study the affects of age, dis-
guise, illumination and pose on the face. Our work is dif-
ferent in that we seek to study the symmetry of the face be-
tween subjects and the overall impact of symmetry on face
recognition. The inspiration of this paper is mostly from
the average-half-face, which is based on our previous work
[11, 12, 13].

The average-half-face exploits facial symmetry by di-
viding the frontal full face into two halves about the bilat-
eral symmetry axis, mirroring one of the halves across the
symmetry axis, and then averaging the two resulting im-
ages. The use of the average-half-face in face recognition
research has shown a potential increase in accuracy and de-
crease in storage and computation time as compared to us-
ing the original full face. However, it is not clear why the
average-half-face would provide an advantage. Therefore,
a statistical analysis of the symmetry of the face is needed.

In this paper we will introduce new measures, or scores,
for symmetry of the face to assist in this analysis. The
scores are computed using only the pixel values (and the
weighted average of pixel values) of the images in the
database. A 3D face database is used in our purposes to
remove unwanted errors in the symmetry calculation from
issues present in 2D images, such as illumination. Using
these scores, we perform statistical tests to compare the
symmetry of the face in several subgroups of the database
and then compare the face recognition results on the same
subgroups. A face symmetry analysis of this type has never
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been attempted as far as we know. We show a significant
difference in face symmetry scores between the men and
women subgroups and compare the face recognition results.
We then divide the database into the most symmetric sub-
jects and least symmetric subjects according to the symme-
try scores and compare their face recognition results. We
find that using symmetry in face recognition, by utilizing
the average-half-face, is universally beneficial in our exper-
iments.

This paper is organized as follows. First, we will briefly
introduce the face recognition problem and results that have
motivated this work. This includes the average-half-face,
the face recognition algorithms used in our work and the
database used. The measures of symmetry will then be in-
troduced for use in our statistical analysis of the symmetry
of the face between subgroups. Then we compare the face
recognition results of the subgroups and how they relate to
the symmetry scores. We end with a discussion of the re-
sults and conclude with future work on this topic.

2. Face Recognition

In this section, we will motivate the problem of measur-
ing and analyzing the symmetry of the face by examining
recent results from a face recognition algorithm that utilizes
face symmetry. First we will describe one use of the sym-
metry of the face in face recognition. Then we will briefly
describe the face recognition algorithm used for comparison
and the face database used in our experiments.

2.1. Average-Half-Face

The average-half-face is an average of the two halves of
the face along a bilateral symmetry axis of the face, which
has proven to produce better results than the original full
face for 3D face data, as shown in Figure 2. We will briefly
describe the pre-processing algorithm that is used to form
the average-half-face. More examples and details can be
found in [11, 12].

Algorithm Outline:

1. Center and orient the face in the image. This is done in
our work by using the location of the tip of the nose.

2. Partition the image into two equal left and right halves,
Il and Ir.

3. Reverse of the ordering of (or mirror) the columns of
one of the images (in this case the right image), pro-
ducing Ir ′.

4. Average the resulting mirror right half image (Ir ′) with
the left half image (Il) to produce the average-half-
face.

(a) (b)

Figure 1. (a) 3D example full face image; (b) its average-half-face

Figure 2. Accuracy of Full Face and Average-Half-Face on 3D
Face database

The average-half-face is then used in place of the full
face image for face recognition. Figure 1 displays an exam-
ple original full face image from the 3D database and the
resulting average-half-face using the steps outlined above.

2.2. Face Recognition Algorithms

In our experiments eigenfaces [24] is used as the face
recognition algorithm. We chose to use eigenfaces because
of its simplicity and because it highlights the difference in
face recognition accuracy between using the full face and
the average-half-face, as shown in Figure 2. Eigenfaces
is based on principal components analysis (PCA) and is
a common face recognition algorithm for benchmarking.
PCA captures as much of the variance in the data as possible
in as few principal components as possible. All images are
projected into the same subspace defined by a chosen num-
ber of principal components and test images are classified
in the subspace using nearest neighbors.

The face recognition algorithm used in these experi-
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ments uses eigenfaces to form two subspaces from the full
face and average-half-face. Then, the classification of test
faces is done separately in these subspaces. Each of the
remaining five face recognition methods that were used to
generate the face recognition results in Figure 2 will be
briefly described below for completeness.

Multilinear PCA (MPCA) [16] and MPCA-LDA extend
PCA to use the entire face image as a tensor object (or mul-
tilinear arrays) in order to try to preserve the relationship
between neighbor pixels. Fisherfaces [2], another popular
method in the literature used for benchmarking, is based
on linear discriminant analysis (LDA) and thus attempts to
utilize class information in the data to maximize between
class scatter while minimizing within class scatter. Inde-
pendent Components Analysis (ICA) [1] models each face
image as a linear combination of non-Gaussian random vec-
tors where the weights of the linear combinations of the
training and testing images are used for identification. In
each of the above subspace face recognition methods, near-
est neighbors was used as the classifier.

2.3. Database

In our experiments we have utilized a 3D face range im-
age database known as the “Texas 3D Face Recognition
Database” [8, 9, 10]. A 3D range image is an image in
which each pixel represents the depth from the camera. The
database consists of a total of 1126 images of 104 subjects.
There are anywhere from 1 to 55 images per subject. For
the face recognition task, we trained the algorithms using a
combination of 360 images from 12 randomly chosen sub-
jects. The gallery is formed from a single neutral expression
from each of the subjects and the probes consist of the re-
maining images.

The images from the 3D database were preprocessed to
be centered in the image using the tip of the nose location
and an oval mask was applied to remove background noise.
Additionally, preprocessing was performed on the images
to remove any asymmetric noise that was generated during
the scanning process, such as that shown in Figure 3 (a).
An example image resulting in the above preprocessing is
shown in Figure 3 (b).

In Figure 2, we can clearly see that the average-half-face
outperforms the full face in every method used with the 3D
face database. More information concerning these results
and how they were obtained can be found in [11]. Hope-
fully learning the statistical differences between subjects
within this database will help to uncover the difference in
face recognition accuracy when using the average-half-face
for recognition.

3. Measuring Symmetry
Defining a measure for the symmetry of an object has

been previously investigated. However, it is difficult to find

(a) (b)

Figure 3. (a) Example asymmetric face; (b) Preprocessed face

a measure that encapsulates the symmetry of the face in a
single number that is used to easily compare the symmetry
between different faces. Authors have defined symmetry
measures [18] that are useful for finding the symmetry of a
single object in an image, but are not useful in comparing
symmetry across images and objects, or they are not easily
adapted for use with faces [5]. Some symmetry measures
are based on feature points on the face and the relationships
between these points, such as in [22]. However, these fea-
ture points are not readily available on every face database
and require manual supervision for reliable accuracy. We
have adapted one previous method for measuring symme-
try, known as the density difference (D), from the authors
in [17]. The measure is formulated by

D(i, j) = I(i, j)− I ′(i, j), (1)

where I(i, j) is a pixel from one half of the image and
I ′(i, j) is a pixel from the mirror of the other half of the
image. The resulting density difference D is itself an image
which displays the asymmetry present in the face. However,
we desire a single value, or score, for the symmetry of each
individual face for comparing the symmetry of many faces.
Therefore, we define the following scores:

• Sum of absolute differences (s-score)

• Symmetry proportion (p-score)

• s-score applied to Gaussian smoothed image (sg-score)

• p-score applied to Gaussian smoothed image (pg-
score)

The s-score is a simple extension of the density differ-
ence and is defined as:

s =
∑
i,j

|D(i, j)|. (2)
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In addition to the s-score, we introduce a symmetry pro-
portion score (p-score) that is bounded between 0 and 1 and
may give a better intuition for the symmetry of the face. The
p-score is defined as

p = 1−
∑

i,j T (i, j)

N
, (3)

where T (i, j) is 0 if the absolute difference of the pixels is
less than a certain threshold and 1 otherwise and N is the
total number of pixels used in the symmetry score. In the
experiments used in this paper, the threshold chosen was 10.
From this definition, it is apparent that faces that are highly
symmetric will give a p-score that is close to 1.

Because these two measures are pixel based and there-
fore can be sensitive to noise in the image, we also apply
them to a Gaussian smoothed image with a window size of
7 pixels and a sigma of 7 pixels. In the remaining sections
of the paper, the results of the scores on these smoothed im-
ages are reported as the sg-score and pg-score, respectively.
These two scores may be less sensitive to errors from im-
age alignment and the scanning process and can be thought
of as comparing 7x7 patches of each side of the face. Note
that the original s-score and p-score are essentially the same
as the sg-score and pg-score, respectively, if the Gaussian
smoothing filter has a window size of 1 pixel.

4. Statistical Analysis
As previously discussed, we wish to perform statistical

analysis on the symmetry scores that we obtain from face
images. For this work, we test several subgroups as follows.
First we would like to test if there is a significant difference
in the symmetry between men and women in the database.
Second, we will use the symmetry scores of each of the sub-
jects to partition the database (including all subjects) into
the most symmetric subjects and the least symmetric sub-
jects. This is done by using the average s-score, p-score,
sg-score and pg-score of each subject and then sorting the
subjects based on these average scores. The most and least
symmetric subjects based on using all four symmetry scores
are displayed in Figure 4. We will first perform tests for
normality on each of the groups and then perform the ap-
propriate hypothesis tests.

4.1. Tests for Normality

We suspect that the samples of the symmetry scores will
not be normally distributed because of the upper and lower
bounds on the scores. However, it is necessary to establish
whether the samples are normally distributed so that the cor-
rect hypothesis test is chosen.

The first test for normality is to plot the histograms of the
samples for visual inspection. Figures 5, 6, 7 and 8 display
the histograms of the s-, p-, sg- and pg-scores, respectively,

(a) (b)

Figure 4. (a) Most symmetric and (b) least symmetric subject from
the database according to symmetry scores

Figure 5. Histogram of s-score from Men and Women Images

for the samples of men and women from the database. From
the figures, it is clear that the distributions are not likely to
be normal. However, this is difficult to tell from inspec-
tion alone, so we employ two statistical methods to test for
normality.

The common Kolmogorov-Smirnov test [15] is first used
to test normality. In all subgroups the null hypothesis that
each subgroup (individually tested) was sampled from a
normal distribution was rejected with an α = 0.05. Several
authors, however, have noted issues with the Kolmogorov-
Smirnov test, so we have also used the recommended
D’Agostino-Pearson normality test [4]. The results of this
test were the same as that of the Kolmogorov-Smirnov test,
so we conclude that our data is not sampled from a normal
distribution. Therefore, we must take care in choosing the
appropriate statistical test to discover if there is a significant
difference between the subgroups.
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Figure 6. Histogram of p-score from Men and Women Images

Figure 7. Histogram of sg-score from Men and Women Images

4.2. Paired Two Sample Hypothesis Test

As indicated in the previous section, each of the sub-
groups that we wish to compare have been determined to
not have been sampled from a normal distribution. There-
fore, we cannot use statistical tests such as Student’s t-test to
discover if there is a significant difference between two sub-
groups. We have chosen to use the nonparametric Wilcoxon
test [25] to test the null hypothesis that two populations have
the same continuous distribution. We have utilized a Matlab
R© implementation of this test to produce our results.

The results have been summarized in Table 1. The null
hypothesis in each of the tests is that the samples from each
of the subgroups is drawn from the same distribution with
α = 0.05. A value of h = 0 means that we cannot reject the
null hypothesis. A value of h = 1 tells us to reject the null

Figure 8. Histogram of pg-score from Men and Women Images

Figure 9. Histogram of s-score from Most and Least Symmetric
Subjects

hypothesis and conclude that the two subgroups are drawn
from two significantly different distributions. The p-value
all of the hypothesis tests are also included for the reader’s
reference.

In order to better understand this result and why a test of
this type is needed, we have included the means and medi-
ans of each of the distributions in Tables 2 and 3. In a com-
parison such as that of men and women in the 3D database
using the p-score, the means and medians seem quite close.
However, as observed from Table 1, the subgroups are sig-
nificantly different.
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Figure 10. Histogram of p-score from Most and Least Symmetric
Subjects

Figure 11. Histogram of sg-score from Most and Least Symmetric
Subjects

Table 1. Wilcoxon Test Results
Men v. Women MostSym v. LeastSym

score h p-val h p-val
s 1 0.0097 1 <0.0001
p 1 0.0257 1 <0.0001
sg 1 0.0116 1 <0.0001
pg 1 0.0206 1 <0.0001

4.3. Face Recognition Results

We have shown that the subgroups “men” and “women”
within the 3D database are sampled from two statistically
different distributions. Additionally we have partitioned the
database into most symmetric and least symmetric subjects

Figure 12. Histogram of pg-score from Most and Least Symmetric
Subjects

Table 2. Distribution Means
Men v. Women MostSym v. LeastSym

score Men Women MS LS
s 4.4E4 5.3E4 1.7E4 7.0E4
p 0.873 0.859 0.963 0.792
sg 4.2E4 5.1E4 1.5E4 6.7E4
pg 0.874 0.856 0.968 0.788

Table 3. Distribution Medians
Men v. Women MostSym v. LeastSym

score Men Women MS LS
s 2.3E4 3.8E4 1.7E4 6.4E4
p 0.959 0.920 0.959 0.797
sg 2.0E4 3.4E4 1.6E4 6.1E4
pg 0.966 0.929 0.971 0.794

according to the average s-, p-, sg- and pg-score values of
each of the subjects. Now we will investigate the face recog-
nition results of each of these subgroups independently and
compare their results using both the original full face and
the average-half-face.

The face recognition results are obtained in the follow-
ing way using eigenfaces and nearest neighbors as the clas-
sifier. Each of the steps below is repeated separately for the
full face and the average-half-face images. First, a common
“face space” is formed from a random selection of 12 sub-
jects with 30 images each and all images, including gallery
and probe images, are projected into this space for recogni-
tion. The gallery is composed of 1 neutral image per sub-
ject in the subgroup and the remaining images are used as
probes. Therefore, low recognition rates are expected since
each subject only has a single gallery image. Nearest neigh-
bors is used as the classification method.
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Table 4. Face Recognition Accuracy on Subgroups
Subgroup FF AHF p-value
Men 41.7 60.5 <0.0001
Women 38.2 42.5 0.4336
MostSym-s 35.0 56.3 <0.0001
LeastSym-s 46.0 54.2 0.0264
MostSym-p 42.3 60.0 <0.0001
LeastSym-p 46.4 60.9 0.0023
MostSym-sg 34.3 56.3 <0.0001
LeastSym-sg 45.5 54.0 0.0218
MostSym-pg 33.0 58.2 <0.0001
LeastSym-pg 49.9 58.0 0.0393

Table 5. P-values for Face Recognition Significance Between Most
& Least Symmetric Subgroups

score FF AHF
s 0.0053 0.6614
p 0.3591 0.8650
sg <0.0001 0.9976
pg <0.0001 0.9817

The results from the face recognition on the subgroups
using both the original full face (FF) and average-half-face
(AHF) are shown in Table 4, where the most symmetric and
least symmetric subgroups are labeled as “MostSym- ” and
“LeastSym- ” followed by the type of score used for the
partitioning of the subjects, i.e., “s”, “p”, “sg” and “pg”.
The fourth column of Table 4 displays the p-values from
the two proportion hypothesis tests which tests whether the
differences in accuracy between using the full face and the
average-half-face are statistically significant. The second
column of Table 5 displays the p-values from the hypothesis
test between the most and least symmetric face subgroups
using the full face, while the third column displays the re-
sults when the average-half-face is used. From the results, it
is clear that the average-half-face outperforms the full face
for every subgroup involved.

5. Discussion

From the paired two sample hypothesis tests performed
on the men and women subgroups, as well as the most sym-
metric and least symmetric subgroups, using the s-score, p-
score, sg-score and pg-score, it is clear that each of the sub-
groups are sampled from statistically different distributions,
as shown in Table 1. Therefore, one conclusion that can be
drawn is that the measures of symmetry are consistent. An-
other is that, for this particular database, the images of men
are more symmetric than that of the women. When compar-
ing the face recognition results in Table 4 between men and
women, a similar difference is noted. When using the full
face for recognition, the men have a slightly larger recogni-
tion rate than the women, though not statistically significant

(p-value of 0.4419). The surprising result is that when us-
ing the symmetry of the face with the average-half-face for
recognition, the men have a significantly higher recognition
rate of 60.5% compared with the women’s recognition rate
of 42.5% (with a p-vaue < 0.0001). When comparing the
accuracy of using the full face with the average half face
for men and women subgroups, only the result for men is
statistically significant (p-value < 0.0001).

Partitioning the database into most symmetric and least
symmetric subgroups with the symmetry scores produces
clearly different distributions as shown in Table 1 and in
Figures 9, 10, 11 and 12. When using these subgroups
for face recognition, another surprising result is discovered.
The face recognition results are higher for the least sym-
metric faces than that of the most symmetric faces when
using the full face. This is potentially explained by thinking
of a simple example. In the full face images, features that
are present on only one half of the face, such as a mole or
scar, are more discriminant than features that are shared on
both halves of the face, so we might expect face recognition
algorithms to perform better on faces which are more asym-
metrical. However, the results when using the average-half-
face are basically the same between the most symmetric and
least symmetric halves. Of course, in the case of both sym-
metry scores, using the average-half-face is far more benefi-
cial than using the full face. So, it appears that the average-
half-face is not biased towards the symmetry score of the
subject when performing face recognition and additionally
provides a boost in accuracy to both the most symmetric
and least symmetric subgroups. As shown in Table 4, the
difference between the full face and average-half-face accu-
racies are statistically significant with α = 0.05, except for
the women subgroup. From Table 5, the difference between
face recognition accuracies of the most and least symmetric
subgroups are significant only for the full face results.

Therefore, when performing a face recognition task such
as that described in this paper, performing a face symmetry
analysis on the faces in the database may help predict the
face recognition performance when using a frontal full face
image. However, the average-half-face appears to result in
higher face recognition accuracy regardless of the symme-
try inherent in the database.

6. Conclusions and Future Work
We have presented in this paper a statistical analysis of

the relationship between the symmetry of the face and face
recognition. We have introduced new symmetry scores and
used them to compare men and women subgroups as well
as most symmetric and least symmetric subgroups. We
have found a statistical significance between the face sym-
metry of men and women subjects in the 3D database as
well as differences in face recognition accuracy. The least
symmetric subjects produce higher face recognition accu-
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racy than the most symmetric subjects when using the full
face. However, face recognition accuracy is universally im-
proved when utilizing the average-half-face in our experi-
ments over the full face. Future work will include introduc-
ing additional symmetry measures as well as extending this
analysis to more databases of 2D and 3D faces. Also, even
though these 3D images were taken in a very controlled en-
vironment, additional normalization of pose may be neces-
sary before computing the symmetry score to account for
rotational errors or mislabeled fiducial points on the face,
as shown in Figure 4 (b). The ultimate goal of this work
would be to create a correlation between the symmetry of
the face and face recognition that could be used to improve
the overall face recognition accuracy.
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