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ISOPERIMETRIC SETS IN SPACES WITH LOWER BOUNDS ON THE

RICCI CURVATURE

GIOACCHINO ANTONELLI, ENRICO PASQUALETTO, AND MARCO POZZETTA

Abstract. In this paper we study regularity and topological properties of volume constrained
minimizers of quasi-perimeters in RCD spaces where the reference measure is the Hausdorff mea-
sure. A quasi-perimeter is a functional given by the sum of the usual perimeter and of a suitable
continuous term. In particular, isoperimetric sets are a particular case of our study.

We prove that on an RCD(K,N) space (X, d,HN ), with K ∈ R, N ≥ 2, and a uniform bound
from below on the volume of unit balls, volume constrained minimizers of quasi-perimeters are
open bounded sets with (N−1)-Ahlfors regular topological boundary coinciding with the essential
boundary.

The proof is based on a new Deformation Lemma for sets of finite perimeter in RCD(K,N)
spaces (X, d,m) and on the study of interior and exterior points of volume constrained minimizers
of quasi-perimeters.

The theory applies to volume constrained minimizers in smooth Riemannian manifolds, possibly
with boundary, providing a general regularity result for such minimizers in the smooth setting.
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1. Introduction

On a space having notions of volume and perimeter on a subfamily of its subsets it makes sense
to formulate the isoperimetric problem. The most classical formulation of the problem aims at
minimizing the perimeter among sets having a fixed volume. The development of the theory of
sets of finite perimeter on metric measure spaces (X, d,m), see [3, 5, 47, 7], makes such ambient
spaces a general framework where to set up the isoperimetric problem, naturally including the
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setting of smooth Riemannian manifolds. As for the problem formulated on the Euclidean spaces
or in smooth Riemannian manifolds, it is useful to develop tools and a basic regularity theory able
to treat isoperimetric sets, i.e., minimizers of the isoperimetric problem, which therefore solve a
minimization problem under a volume constraint. In this paper, we want to develop part of this
fundamental theory in the nonsmooth setting of RCD(K,N) metric measure spaces, considering
the regularity theory for volume constrained minimizers of functionals called quasi-perimeters,
which include the usual perimeter as a particular case. Already in the classical smooth setting,
the basic regularity theory for sets minimizing a functional under a volume constraint is much more
involved than the theory for minimizers without constraints [34, 66]. Indeed, roughly speaking,
comparison and deformation arguments on a minimizer must preserve its volume.

The first achievement of the paper is a Deformation Lemma for sets of finite perimeter in the
realm of RCD(K,N) spaces with K ∈ R and N < +∞. We denote by P (E) the perimeter of a
set E, see Definition 2.1.

Theorem 1.1 (Deformation Lemma). Let (X, d,m) be an RCD(K,N) space with N < ∞ and
let R > 0. Then there exists a constant CK,N,R > 0 such that the following holds. If x̄ ∈ X and
E ⊂ X is a set of finite perimeter, then

(1.1) P
(
E \Br(x̄)

)
≤ CK,N,R

r
m

(
E ∩Br(x̄)

)
+ P (E), for every r ∈ (0, R),

(1.2) P
(
E ∪ Br(x̄)

)
≤ CK,N,R

r
m

(
Br(x̄) \ E

)
+ P (E), for every r ∈ (0, R).

We stress the key role of the lower curvature and finite upper dimension bound in the previous
statement. The proof of the previous statement will follow by a careful use of the Gauss–Green
formula, and, in order to perform the estimate, the Laplacian comparison for the distance function
will be of key importance. The last tool is classically known to be deeply linked to lower curvature
bounds. Moreover, in order to perform the proof of the last result we will crucially need a second
order differential calculus, which is currently available on RCD spaces and not on CD or MCP

spaces, for example.
The previous result is quietly well-known in the Euclidean spaces, see e.g., [34, Equation (8)]

and references therein. It roughly says that, by adding (or subtracting) a ball to a set of finite
perimeter, the perimeter increases in a controlled way with respect to the volume. In particular,
for r ≥ r0 > 0 in Theorem 1.1, the perimeter of the deformed set given by adding (or subtracting)
a ball is bounded linearly with respect to the variation of the measure; this fact is the foundation
of several classical arguments in different settings [34, 66, 52, 23, 57]. Such a deformation with
bound is also easily obtained in the smooth setting since one has a representation of the weak
gradient of the characteristic function of a set as a vector valued measure, see [46, Lemma 17.21].

On the contrary, the proof of Theorem 1.1 is nontrivial in the nonsmooth context of RCD

spaces. The main idea to obtain such a result is to apply the recently obtained Gauss–Green
formula for sets of finite perimeter in RCD spaces, see [18, Theorem 2.2], to the vector field ∇d

2
x̄,

where dx̄(·) := d(x̄, ·) is the distance function from x̄. This is done in Theorem 2.32. On the
other hand, div(∇d

2
x̄) = ∆d

2
x̄ is a signed Radon measure [30], and thus ∇d

2
x̄ does not enjoy the

regularity properties to directly apply the Gauss–Green formula in [18, Theorem 2.2]. Hence one
has to perform a careful smoothing argument, based on the mollified heat flow for vector fields
(cf. Section 2.3.2). For a comparison of this approach with another possible one using the results
in [19], see Remark 2.33. In order to conclude the proof of Theorem 2.32, and in turn to obtain
the result in Theorem 1.1, one also needs to couple the previous Gauss–Green formula with a
proper integral version of the equality ∇d

2
x̄(·) = 2dx̄(·)νBdx̄(·)(x̄), where ν denotes the outer unit

normal to balls centered at x̄. The latter result is contained in Proposition 2.30. Let us mention
that the analogue of Theorem 2.32, that is the key step to obtain Theorem 1.1, in the setting of
Riemannian manifolds with bound below on the Ricci tensor is contained in [53, Lemma 4.8].
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The result in Theorem 1.1, when applied at an interior (or an exterior) point x̄ of E, if any,
yields the possibility of taking r bounded below away from zero, realizing the aforementioned
deformation of E controlling the perimeter linearly as a function of the variation of the volume.
Such an observation, itself sometimes called Deformation Lemma in the literature, is of crucial
importance to obtain regularity results for the set E. A Deformation Lemma is already contained
in Almgren’s paper [1, VI.2(3)], and its importance is clear also in Morgan’s book [48, Lemma
13.5]. Moreover, the statement of a Deformation Lemma for Euclidean spaces is in [46, Lemma
17.21]; for contact sub-Riemannian manifolds in [27, Lemma 4.5]; and for sub-Finsler nilpotent Lie
groups in [56, Lemma 3.6]. The analogous version of such Deformation Lemmas in RCD spaces,
which is a direct consequence of Theorem 1.1, is contained in Theorem 2.35.

From the previous discussion it seems clear that in order to apply the Deformation Lemma to
obtain regularity results of volume constrained minimizers, one should first show that they have
interior and exterior points. This is exactly what the authors prove in [34, Theorem 1] in the
setting of volume constrained minimizers in open sets of Rn, and in [66, Theorem 4.3] in the same
setting but for minimizers of functionals of the form P + G, called quasi-perimeters, where P is
the perimeter and G is a suitable continuous term. For the next result we adapt the strategy
of [66] to show that, in the setting of RCD(K,N) spaces (X, d,HN), with 2 ≤ N < +∞ and
K ∈ R, volume constrained minimizers for suitable quasi-perimeters in open sets have interior
and exterior points.

For the exposition of the next results of the paper, we need to introduce some terminology. Let
(X, d,HN) be an RCD(K,N) space with N ≥ 2 natural number, and K ∈ R. Let Ω ⊂ X be an
open set. Let us consider a functional

G :
{
HN -measurable sets in Ω

}
/ ∼ → (−∞,+∞],

where E ∼ F if and only if HN (E∆F ) = 0, where E∆F denotes the symmetric difference between
E and F , such that

(1.3)

G(∅) < +∞,

∀Ω̃ ⋐ Ω bounded open ∃CG > 0, σ > 1 − 1
N

:
G(E) ≤ G(F ) + CGHN(E∆F )σ,

for any Borel sets E, F ⊂ Ω such that E∆F ⊂ Ω̃. Observe that both CG and σ may depend on

Ω̃.
For such a function G, we define the quasi-perimeter P restricted to Ω by

P(E,Ω) := P (E,Ω) +G(E ∩ Ω),

for any HN -measurable set E in Ω. If Ω = X, we simply write P(E) := P(E,X). The class of
quasi-perimeters clearly comprises many examples of energy functionals; a classical case consists
in functionals appearing in the problem of the prescription of the mean curvature of a set, while
a further application of the regularity theory developed in this work is contained in [14].

Definition 1.2. Let (X, d,HN), Ω ⊂ X, G, P be as above.
We say that a set of locally finite perimeter E ⊂ X is a volume constrained minimizer of P in Ω

if for any HN -measurable set F such that there is a compact set K ⊂ Ω with HN ((E∆F )\K) = 0,
and such that HN(F ∩K) = HN(E ∩K), it occurs that

P(E,Ω) ≤ P(F,Ω).

If Ω = X, HN(E) < +∞, and E satisfies P(E) ≤ P(F ) for any F with HN (F ) = HN (E), we
say that E is a volume constrained minimizer of P.

We are then ready to state the second main achievement of this paper. We prove, as a first
fundamental step, that on every (X, d,HN) that is an RCD(K,N) space with 2 ≤ N < +∞ and
K ∈ R, every volume constrained minimizer of a quasi-perimeter P in an open set Ω has interior
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(and exterior) points, i.e., points x (resp. y) such that Br(x) \E is negligible (resp. Bs(y) \E has
full measure in Bs(y)) for some r > 0 (resp. some s > 0). Then we use the latter information,
coupled with the Deformation Lemma discussed above, to obtain stronger regularity results.

We recall that E(t) is the set of points with density t in E with respect to HN , ∂eE :=
X \ (E(0) ∪E(1)) is the essential boundary of E, and ∂F is the topological boundary of any set F .
For the notion of Ahlfors regular set we refer the reader to Definition 3.25.

Theorem 1.3. Let (X, d,HN) be an RCD(K,N) space with 2 ≤ N < +∞ natural number, and
K ∈ R . Let Ω ⊂ X be open, and let P = P+G be the quasi-perimeter restricted to Ω associated to
G as in (1.3). Let E ⊂ X be a volume constrained minimizer of P in Ω, and assume P (E,Ω) > 0.

Hence E ∩ Ω has both interior and exterior points, E(1) ∩ Ω is open, ∂eE ∩Ω = ∂E(1) ∩Ω, and
∂E(1) is locally (N − 1)-Ahlfors regular in Ω.

If we further assume that the constants CG, σ in (1.3) are uniform on the choice of Ω̃, and
that there exists v0 > 0 such that HN (B1(x)) ≥ v0 for every x ∈ X, then ∂E(1) is (globally)
(N − 1)-Ahlfors regular in Ω.

From the last part of the previous Theorem it follows that, under the hypotheses described
in there, a volume constrained minimizer of P in Ω has an open representative with (N − 1)-
Ahlfors regular topological boundary coinciding with its essential boundary in Ω, which is precisely
E(1) ∩ Ω.

Let us give a hint of the proof of Theorem 1.3. We adapt the strategy of [66], which is, in turn,
based on [34], not without some difficulty, as the technical part has to be necessarily different.
A major obstacle is the fact that on RCD spaces one does not have at disposal an isoperimetric
inequality with the Euclidean constant. Nevertheless, by exploiting the results in [21], we notice
that locally around points of density one with respect to HN in (X, d,HN) there holds an almost
Euclidean isoperimetric inequality, see Proposition 3.1. The latter, together with an adaption
of a Lemma by Morgan–Johnson in the nonsmooth case, see Proposition 3.3, and a volume
decay estimate Lemma 3.8, which is ultimately linked to the relative isoperimetric inequality
Proposition 3.5, allows us to import in our setting the machinery of [66], see Proposition 3.12,
Lemma 3.14, and finally Theorem 3.17.

A key tool for proving the second part of Theorem 1.3 is the fact that, whenever one has
a uniform bound from below on the volumes of unit balls, an isoperimetric inequality for small
volumes holds, see Proposition 3.19, and Remark 3.20. This is known in the setting of Riemannian
manifolds with bound below on the Ricci curvature, see [37, Lemma 3.2]. We adapt here the
proof of [37, Lemma 3.2] in a large class of PI spaces. Such a class contains CD(K,N), and thus
RCD(K,N), spaces with N < +∞, K ∈ R, and with a uniform lower bound on the volumes of
unit balls. We stress that the class of metric measure spaces for which Proposition 3.19 holds
contains also all the examples discussed in [5], among which also Carnot–Carathéodory spaces.

By using the existence of interior and exterior points, the latter isoperimetric inequality for
small volumes, and general facts about the theory of Λ-minimizers, see Section 3.5, we get that
any volume constrained minimizer is actually a (k, r)-quasi minimal set, see Definition 3.21. Then
the proof is concluded by a classical argument according to which being quasi minimal implies
having density estimates at points of the topological boundary, see Proposition 3.26. We stress
that the very final part of this argument, i.e., the proof of Proposition 3.26, could be obtained
as a consequence of the more general result in [40, Theorem 4.2]. Nevertheless, for the readers’
convenience, we give in this paper a more direct and short proof inspired by [46, Theorem 21.11].

In case we are dealing with G defined on the whole X and with volume constrained minimizers,
we can add a piece of information to Theorem 1.3, which is the boundedness of the representative.
More precisely, for the next statement we consider

G :
{
HN -measurable sets in X

}
/ ∼ → (−∞,+∞],
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where E ∼ F if and only if HN (E∆F ) = 0, where E∆F denotes the symmetric difference between
E and F , such that

G(∅) < +∞,

G(E) ≤ G(F ) + CGHN (E∆F )σ,
(1.4)

for any Borel sets E, F ⊂ X. Notice that now the hypothesis on G is required on every couple
of sets E, F no matter whether their symmetric difference E∆F is compactly contained in X or
unbounded.

Theorem 1.4. Let (X, d,HN) be an RCD(K,N) space with 2 ≤ N < +∞ natural number, K ∈ R,
and assume there exists v0 > 0 such that HN (B1(x)) ≥ v0 for every x ∈ X. Let P = P + G be
the quasi-perimeter associated to a function G defined on the whole X, and let us assume that G
satisfies (1.4). Let E ⊂ X be a volume constrained minimizer of P, and assume P (E) > 0.

Then E(1) is open and bounded, ∂eE = ∂E(1), and ∂E(1) is (N − 1)-Ahlfors regular in X.

We stress that for the boundedness in the previous statement the lower volume bound on
the volume of unit balls is necessary. Indeed, classical examples of collapsed smooth manifolds
without boundary having unbounded isoperimetric regions consist in manifolds having “cuspidal
ends” with finite volume; in this way, for suitable volumes, isoperimetric regions are given by part
of such unbounded ends.

Notice that if in the previous statement we take G ≡ 0, we obtain as a corollary that isoperi-
metric sets in RCD(K,N) spaces with reference measure HN and a uniform bound from below
on the volumes of unit balls have a bounded open representative with (N − 1)-Ahlfors regular
topological boundary coinciding with its essential boundary.

The proof of the latter Theorem is based on a rather classical argument involving the previously
discussed Deformation Lemma together with an argument that is in turn reduced to an ODE
comparison. Such an argument already appeared in [60, Proposition 3.7] and in [48, Lemma 13.6]
in the Euclidean setting, and in [52, Theorem 3] on Riemannian manifolds. See also [15, Appendix
B].

Similar statements as the one in Theorem 1.4, but only for isoperimetric sets, already appeared
in the literature in other settings as well: in the setting of Carnot groups see [43, Section 5]; in
the setting of contact sub-Riemannian manifolds, cf. [27, Lemma 4.6]; in the setting of sub-Finsler
nilpotent Lie groups, see [56, Section 3]. We stress that the latter cases do not fall into the class
of RCD spaces and require different techniques to be treated.

We stress that the result in Theorem 1.4 will be of key importance in order to fully extend the
generalized existence result of [52] in the setting of RCD(K,N) spaces (X, d,HN) with 2 ≤ N <
+∞, K ∈ R, and a uniform bound from below on the volumes of unit balls. A first step in order
to get such a generalization has been made in [15] by the first and the last named author together
with Fogagnolo. We will complete such a generalization in a forthcoming paper.

Let us also remark that the investigation in [15] shows how the nonsmooth theory naturally
arises also from the study of the isoperimetric problem stated in a perfectly smooth ambient
space. We refer also to the forthcoming [14] in which the authors show new existence results for
the isoperimetric problem on nonnegatively Ricci curved manifolds with Euclidean volume growth
by exploiting the nonsmooth theory.

A comprehension of the basic properties of isoperimetric sets in RCD spaces seems, in fact, nec-
essary for improving the study of the isoperimetric problem in the smooth realm. Among further
significant achievements in the study of the existence and regularity theory for the isoperimetric
problem in the smooth setting, let us also mention [44, 51].

Remark 1.5. Contrary to Theorem 1.1, the main regularity results in Theorem 1.3 and The-
orem 1.4 hold on RCD(K,N) spaces with reference measure HN , i.e., noncollapsed RCD spaces
in the sense of [25]. It is unknown whether such regularity results hold on spaces (X, d,m) with
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generic reference measure m. The arguments developed in the present paper seem not to be easily
generalized to such a general setting since they ultimately rely on the coincidence between the
analytic dimension of the reference Hausdorff measure HN and the geometric dimension of the
RCD(K,N) condition. Moreover, also the fact that the N -dimensional density of HN is bounded
above by 1 plays a key role, understanding that a comprehension of the regularity properties of
the density of the measure of a generic space (X, d,m) might be necessary for generalizing the
theory developed here to such spaces. This will be clear, for instance, in the several applications
of the Bishop–Gromov monotonicity (see Remark 2.11) in the proofs of the results in Section 3.1.

We mention that it is today an open problem to understand whether an RCD(K,M) space
(X, d,HN) with M > N is, in fact, an RCD(K,N) space, cf. [38, Conjecture 4.2]. �

We are finally committed to discuss how our analysis applies to Riemannian manifolds, possibly
with boundary. Indeed, it is known that the class of RCD spaces is rich enough to contain also
some examples of Riemannian manifolds with boundary, see [36]. We refer also the reader to
the recent works [25, 39, 17] in which remarkable fine properties of the boundary of RCD(K,N)
spaces with Hausdorff reference measures HN are studied.

We recall that in case M has nonempty boundary the perimeter measure P (E, ·) of a set E does
not charge the boundary ∂M , i.e. P (E, ∂M) = 0. In other words, P (E, ·) is automatically the
relative perimeter in the interior of M . We say that the boundary ∂M of a Riemannian manifold
is convex if the second fundamental form of ∂M with respect to the inner normal direction in M
is nonnegatively definite.

Corollary 1.6 (Interior regularity of volume constrained minimizers on smooth Riemannian
manifolds). Let 2 ≤ N < +∞ be a natural number and let (MN , g) be a complete Riemannian
manifold, possibly with boundary ∂M . Let Ω ⊂ M be open, and let P = P + G be the quasi-
perimeter restricted to Ω associated to G as in (1.3). Let E ⊂ M be a volume constrained
minimizer of P in Ω, and assume P (E,Ω) > 0.

Hence E(1)∩Ω\∂M is open, ∂eE∩Ω\∂M = ∂E(1)∩Ω\∂M , and ∂E(1) is locally (N−1)-Ahlfors
regular in Ω \ ∂M , see Definition 3.25. Moreover for every point x ∈ Ω \ ∂M there exists r > 0
such that the reduced boundary ∂∗E ∩ Br(x) is a C1,α open hypersurface, where α = α(x) > 0,
and dimH((∂E \ ∂∗E) ∩ Ω \ ∂M) ≤ N − 8.

Assume also one of the following:

i) ∂M = ∅ and Ric ≥ K on M ;
ii) ∂M is orientable and convex, and Ric ≥ K on M \ ∂M .

Then, in case ii) holds, we can further say that E(1) ∩Ω is open, ∂eE ∩Ω = ∂E(1) ∩Ω, and ∂E(1)

is locally (N − 1)-Ahlfors regular in Ω.

Moreover, if we further assume that the constants CG, σ are uniform on the choice of Ω̃ and there
exists v0 > 0 such that vol(B1(x)) ≥ v0 for every x ∈M , then ∂E(1) is (globally) (N − 1)-Ahlfors
regular in Ω, and the parameter α above is uniform on Ω.

Finally, if we further assume Ω = M , (1.4), and E is a volume constrained minimizer of P in
M , then E(1) is bounded.

We mention that a regularity result for (relative) isoperimetric regions in open sets in Rie-
mannian manifolds is well-known in the literature, see [60, Proposition 2.4], [49], and references
therein.

Remark 1.7. In the notation and setting of Corollary 1.6, higher regularity on volume constrained
minimizers can be clearly achieved in case G is explicit and suitably smooth. Indeed, in such a
case, higher regularity on the C1,α part of ∂∗E can be classically deduced by the minimality
properties of the set E. �

Organization of the paper. In Section 2 we introduce some preliminary notions and facts that
we shall use throughout the paper, and we prove the Deformation Lemma stated in Theorem 1.1.
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In particular in Section 2.1 we introduce the notions of perimeter and BV function in metric
measure spaces, and we discuss some of their properties with a particular attention to the case
when the space is PI. In Section 2.2 we shall recall the basic notions of Differential Calculus
in metric measure spaces, the definition of RCD space, and we shall recall some geometric and
analytic properties of such spaces. In Section 2.3 we study the notions of (p)-divergence and
mollified heat flow for measures and vector fields. Finally we prove the main results in Theorem 1.1
and Theorem 2.35.

In Section 3 we prove the main theorems Theorem 1.3, Theorem 1.4, and Corollary 1.6. In
Section 3.1, building on [21], we prove an almost Euclidean isoperimetric inequality for RCD spaces;
in Section 3.2 we prove a volume decay estimate and several preparatory estimates that will be
used to reach the main results; in Section 3.3 we give the main definitions of volume constrained
minimizers and quasi-perimeters and we prove that volume constrained minimizers have interior
and exterior points, see Theorem 3.17; in Section 3.4 we prove that in PI spaces that are uniformly
lower Ahlfors regular an isoperimetric inequality for small volumes holds, see Proposition 3.19;
in Section 3.5 we study the properties of quasi-perimeter minimizers and quasi minimal sets in
the setting of RCD spaces, and then we use them to provide the proof of Theorem 1.3; finally
in Section 3.5 we prove that volume constrained minimizers for quasi-perimeters have bounded
representatives, and then we give the proofs of Theorem 1.4 and Corollary 1.6.

Acknowledgments. The authors are grateful to Mattia Fogagnolo, Stefano Nardulli, and Daniele
Semola, whose suggestions on a preliminary draft of this paper led to an improvement of the
presentation. They are grateful to Elia Bruè for inspiring discussions around the topic of the
paper. They also thank Francesco Nobili and Ivan Violo for having noticed an inaccuracy in a
preliminary version of the paper. The first author is partially supported by the European Research
Council (ERC Starting Grant 713998 GeoMeG ‘Geometry of Metric Groups ’). The second author
acknowledges the support by the Balzan project led by Luigi Ambrosio.

2. Deformation lemma

2.1. Preliminaries and auxiliary results. In this section we shall recall and prove some pre-
liminary facts concerning the perimeter functional in metric measure spaces, and in particular in
PI spaces.

2.1.1. BV functions and sets of finite perimeter in metric measure spaces. In this paper, by a
metric measure space (briefly, m.m.s.) we mean a triple (X, d,m), where (X, d) is a complete and
separable metric space, while m ≥ 0 is a boundedly-finite Borel measure on X. Given a locally
Lipschitz function u : X → R,

lip u(x) := lim sup
y→x

|u(y) − u(x)|
d(x, y)

is the slope of u at x, for any accumulation point x ∈ X, and lip u(x) := 0 if x ∈ X is isolated.

Definition 2.1 (BV functions and perimeter on m.m.s.). Let (X, d,m) be a metric measure space.
Given f ∈ L1

loc(X,m) we define

|Df |(A) := inf

{
lim inf

i

ˆ

A

lip fi dm : fi ∈ Liploc(A), fi → f in L1
loc(A,m)

}
,

for any open set A ⊂ X. We declare that a function f ∈ L1
loc(X,m) is of local bounded variation,

briefly f ∈ BVloc(X), if |Df |(A) < +∞ for every A ⊂ X open bounded. A function f ∈ L1(X,m) is
said to belong to the space of bounded variation functions BV(X) = BV(X, d,m) if |Df |(X) < +∞.

If E ⊂ X is a Borel set and A ⊂ X is open, we define the perimeter P (E,A) of E in A by

P (E,A) := inf

{
lim inf

i

ˆ

A

lip ui dm : ui ∈ Liploc(A), ui → χE in L1
loc(A,m)

}
,
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in other words P (E,A) := |DχE|(A). We say that E has locally finite perimeter if P (E,A) < +∞
for every open bounded set A. We say that E has finite perimeter if P (E,X) < +∞, and we
denote P (E) := P (E,X).

Let us remark that when f ∈ BVloc(X, d,m) or E is a set with locally finite perimeter, the set
functions |Df |, P (E, ·) above are restrictions to open sets of Borel measures that we still denote
by |Df |, P (E, ·), see [7], and [47].

Given any two functions f, g ∈ BVloc(X), the following important properties are verified:

i) Locality. If f = g on some open set A ⊂ X, then |Df |(B) = |Dg|(B) for every Borel
set B ⊂ A with d(B,Ac) > 0.

ii) Subadditivity. It holds |D(f + g)|(B) ≤ |Df |(B) + |Dg|(B) for every B ⊂ X Borel,
thus in particular f + g ∈ BVloc(X). Moreover, if f, g ∈ BV(X), then f + g ∈ BV(X).

In the sequel, we shall frequently make use of the following coarea formula, proved in [47]:

Theorem 2.2 (Coarea formula). Let (X, d,m) be a metric measure space. Let f ∈ L1
loc(X) be

given. Then for any open set Ω ⊂ X it holds that R ∋ t 7→ P ({f > t},Ω) ∈ [0,+∞] is Borel
measurable and satisfies

|Df |(Ω) =

ˆ

R

P ({f > t},Ω) dt.

In particular, if f ∈ BV(X), then {f > t} has finite perimeter for a.e. t ∈ R.

Remark 2.3 (Semicontinuity of the total variation under L1
loc-convergence). Let (X, d,m) be a

metric measure space. We recall (cf. [47, Proposition 3.6]) that whenever gi, g ∈ L1
loc(X,m) are

such that gi → g in L1
loc(X,m), for every open set Ω we have

|Dg|(Ω) ≤ lim inf
i→+∞

|Dgi|(Ω).

On PI spaces (in the sense of Definition 2.4 below), we can actually generalize the above lower
semicontinuity property. See Proposition 2.7. �

Definition 2.4 (PI space). Let (X, d,m) be a metric measure space. We say that m is uniformly
locally doubling if for every R > 0 there exists C > 0 such that the following holds

m(B2r(x)) ≤ Cm(Br(x)), ∀x ∈ X ∀r ≤ R.

We say that a weak local (1, 1)-Poincaré inequality holds on (X, d,m) if there exists λ such that
for every R > 0 there exists CP such that for every pair of functions (f, g) where f ∈ L1

loc(X,m),
and g is an upper gradient (cf. [35, Section 10.2]) of f , the following inequality holds

 

Br(x)

|f − f(x)| dm ≤ CP r

 

Bλr(x)

g dm,

for every x ∈ X and r ≤ R, where f(x) :=
ffl

Br(x)
f dm.

We say that (X, d,m) is a PI space when m is uniformly locally doubling and a weak local
(1, 1)-Poincaré inequality holds on (X, d,m).

Let (X, d,m) be a PI space. Given a Borel set E ⊂ X and x ∈ X, we define the upper density
and the lower density of E at x as

D(E, x) := lim
rց0

m(E ∩ Br(x))

m(Br(x))
, D(E, x) := lim

rց0

m(E ∩Br(x))

m(Br(x))
,

respectively. Whenever upper and lower densities coincide, their common value is denoted by
D(E, x) and called just the density of E at x. The essential boundary, the essential interior, and
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the essential exterior of E are defined as

∂eE :=
{
x ∈ X

∣∣ D(E, x) > 0, D(Ec, x) > 0
}
,

E(1) :=
{
x ∈ X

∣∣ D(E, x) = 1
}
,

E(0) :=
{
x ∈ X

∣∣ D(E, x) = 0
}
,

respectively. It readily follows from the definitions that ∂eE, E(1), E(0) are Borel sets and

(2.1) X = E(1) ⊔ ∂eE ⊔ E(0).

Now suppose E is a set of finite perimeter. Then its perimeter measure can be written as

(2.2) P (E, ·) = θEHcod-1|∂eE ,

where θE : X → (0,+∞) is a Borel function, while Hcod-1 stands for the codimension-one Hausdorff
measure on (X, d,m), namely the Borel regular outer measure on X obtained via Carathéodory
construction starting from the gauge function h(Br(x)) := m(Br(x))/(2r). Namely, we set

Hcod-1(E) := sup
δ>0

inf

{ ∞∑

i=1

m(Bri(xi))

2ri

∣∣∣∣ (xi)i ⊂ X, (ri)i ⊂ (0, δ), E ⊂
∞⋃

i=1

Bri(xi)

}

for every set E ⊂ X.
The representation formula (2.2) was proved in [4, Theorem 5.3].

A PI space (X, d,m) is said to be isotropic provided the density function θE is ‘universal’, in
the following sense: given two sets E, F ⊂ X of finite perimeter, it holds that

θE(x) = θF (x), for Hcod-1-a.e. x ∈ ∂eE ∩ ∂eF.
The notion of isotropicity was introduced in [12, Definition 6.1]. We remark that all RCD(K,N)
spaces with N <∞, see Section 2.2.3 for the definition, are isotropic PI spaces; cf. [16, Example
1.31(iii)].

Lemma 2.5. Let (X, d,m) be an isotropic PI space. Let E, F ⊂ X be sets of finite perimeter
satisfying Hcod-1(∂eE ∩ ∂eF ) = 0. Then it holds that

(2.3) P (E ∩ F, ·) = P (E, ·)|F (1) + P (F, ·)|E(1).

Proof. First of all, we claim that

(2.4) ∂e(E ∩ F ) = (∂eE ∩ F (1)) ⊔ (∂eF ∩ E(1)), up to Hcod-1-negligible sets.

To prove the inclusion ⊃, fix x ∈ ∂eE ∩ F (1). On the one hand, D
(
(E ∩ F )c, x

)
≥ D(Ec, x) > 0.

On the other hand, we may estimate

D(E ∩ F, x) ≥ D(E, x) −D(E \ F, x) ≥ D(E, x) −D(F c, x) = D(E, x) > 0.

This shows that x ∈ ∂e(E ∩ F ). Hence, we have proved that ∂eE ∩ F (1) ⊂ ∂e(E ∩ F ) and
similarly ∂eF ∩ E(1) ⊂ ∂e(E ∩ F ), thus the inclusion ⊃ in (2.4) is achieved. In order to get
the converse inclusion ⊂ up to Hcod-1-null sets, we can argue in the following way. Recall that
∂e(E ∩ F ) ⊂ ∂eE ∪ ∂eF , see e.g. [16, Proposition 1.16(ii)]. Therefore, we have that

∂e(E ∩ F ) =
(
∂e(E ∩ F ) ∩ (∂eE \ ∂eF )

)
⊔
(
∂e(E ∩ F ) ∩ (∂eF \ ∂eE)

)

(2.1)
=
(
∂e(E ∩ F ) ∩ ∂eE ∩ (F (1) ∪ F (0))

)
⊔
(
∂e(E ∩ F ) ∩ ∂eF ∩ (E(1) ∪ E(0))

)

= ∂e(E ∩ F ) ∩
(
(∂eE ∩ F (1)) ⊔ (∂eF ∩ E(1))

)
,

where the identities have to be intended up to Hcod-1-negligible sets. The first identity follows
from Hcod-1(∂eE ∩∂eF ) = 0, the last one from the fact that ∂e(E ∩F )∩ (E(0) ∪F (0)) = ∅; indeed,
if x ∈ ∂e(E ∩ F ), then D(E, x), D(F, x) ≥ D(E ∩ F, x) > 0. The claim (2.4) follows.
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To conclude, observe that by exploiting (2.4) and the isotropicity of (X, d,m) we obtain

P (E ∩ F, ·) = θE∩FHcod-1|∂e(E∩F ) = θEHcod-1|∂eE∩F (1) + θFHcod-1|∂eF∩E(1)

= P (E, ·)|F (1) + P (F, ·)|E(1),

which yields the sought conclusion. �

Observe that, as a byproduct of the proof of Lemma 2.5, we also have that

(2.5) P (E, F (1)) + P (F,E(1)) ≤ P (E ∩ F ), whenever E, F ⊂ X are of finite perimeter.

Corollary 2.6. Let (X, d,m) be an isotropic PI space. Let E ⊂ X be a set of finite perimeter.
Let x̄ ∈ X be given. Then it holds that

P (E ∩ Br(x̄), ·) = P (E, ·)|Br(x̄) + P (Br(x̄), ·)|E(1), for a.e. r > 0.

Proof. In view of Lemma 2.5, it is sufficient to show that Hcod-1(∂eE ∩ ∂eBr(x̄)) = 0 holds for
a.e. r > 0. Given that the topological boundaries {∂Br(x̄)}r>0 (thus a fortiori also the essential
boundaries {∂eBr(x̄)}r>0) are pairwise disjoint and P (E, ·) is finite, we have that

(θEHcod-1)
(
∂eE ∩ ∂eBr(x̄)

)
= P (E, ∂eBr(x̄)) = 0, for a.e. r > 0.

Since θE > 0, we can conclude that Hcod-1(∂eE ∩ ∂eBr(x̄)) = 0 for a.e. r > 0, as desired. �

Proposition 2.7 (Improved lower semicontinuity of the total variation). Let (X, d,m) be a PI
space. Let fi ∈ L1

loc(X,m) be a sequence of functions converging to some function f in L1
loc. If

f ∈ BVloc(X) and |Df |(F (1)) < +∞, then

lim inf
i

|Dfi|(F (1)) ≥ |Df |(F (1)).

In particular, if {Ei}i∈N is a sequence of m-measurable sets converging in L1
loc to some set E of

locally finite perimeter and P (E, F (1)) < +∞, then

lim inf
i

P (Ei, F
(1)) ≥ P (E, F (1)).

Proof. We can assume without loss of generality that F has a bounded representative. Indeed,
once the claim is proved for bounded sets, applying the thesis on intersections F ∩ Br(o) and
letting r → +∞ eventually implies the full statement.

So assume that F is bounded, and then we can assume that the space is doubling and that a
weak (1, 1)-Poincaré inequality holds; in particular, we are in the setting of [41, 42]. Let u := χF

be the characteristic function of F . We define u∧ pointwise at every x ∈ X as in [41, p. 802] by

u∧(x) := sup

{
t ∈ R : lim

r→0

m(Br(x) ∩ {u < t})

m(Br(x))
= 0

}
=

{
1 x ∈ F (1),

0 x ∈ X \ F (1)
= χ

F (1)(x).

Indeed

m(Br(x) ∩ {u < t})

m(Br(x))
=





1 t > 1,
m(Br(x)∩(X\F ))

m(Br(x))
t ∈ (0, 1],

0 t ≤ 0.

Hence clearly u∧(x) = 1 (resp. 0) if x ∈ F (1) (resp. x ∈ F (0)). And if x ∈ X \ (F (1) ∪ F (0)) = ∂eF ,
then D(X \ F, x) > 0, thus for every t ∈ (0, 1] it holds

lim sup
r→0

m(Br(x) ∩ {u < t})

m(Br(x))
> 0,

that implies u∧(x) = 0. Then by [41, Proposition 2.3] we have that u∧ is 1-quasi lower semi-
continuous in the sense of [41, Definition 2.1], i.e., for any ε > 0 there is an open set G such
that Cap1(G) < ε and u∧|X\G is lower semicontinuous. It follows by the very definition [41,

Definition 2.1] that F (1) = {u∧ > 0} is 1-quasi open, i.e., such that for any ε > 0 there is an
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open set G with Cap1(G) < ε such that F (1) ∪ G is open. Indeed, given ε > 0, by 1-quasi lower
semicontinuity of u∧ we find an open set G with Cap1(G) < ε and u∧|X\G lower semicontinu-

ous. Then F (1) \ G =
{
u∧|X\G > 0

}
is open in X \ G, that is, there is an open set U such that

F (1) \G = (X \G) ∩ U . Hence

F (1) ∪G = (F (1) \G) ∪G = ((X \G) ∩ U) ∪G = U ∪G
is open. Therefore, as |Df |(F (1)) < +∞ by assumption, we can apply [41, Theorem 3.1], that is
proved in [42, Theorem 4.5], and we obtain

lim inf
i

|Dfi|(F (1)) ≥ |Df |(F (1)).

�

2.2. Differential calculus on RCD spaces. In this section we shall introduce basic tools about
the first-order and second-order differential calculus on metric measure spaces. Then, we introduce
the notion of RCD space and discuss some basic geometric properties.

2.2.1. First-order calculus on metric measure spaces. Let (X, d,m) be a given metric measure
space. The space C([0, 1],X) of continuous curves in X is a complete and separable metric space
if endowed with the supremum distance dsup(γ, σ) := maxt∈[0,1] d(γt, σt). We recall the notion of
test plan, introduced in [9, 10]. A Borel probability measure π on C([0, 1],X) is called a test plan
on X provided:

i) π has bounded compression, i.e., there exists a constant C > 0 such that (et)∗π ≤ Cm for
every t ∈ [0, 1], where et : C([0, 1],X) → X denotes the evaluation map et(γ) := γt.

ii) π is concentrated on absolutely continuous curves and has finite kinetic energy, i.e.,
ˆˆ 1

0

|γ̇t|2 dt dπ(γ) < +∞.

Following [9, 10], we can use the concept of test plan to introduce the notion of Sobolev function.
We declare that a Borel function f : X → R (considered up to m-a.e. equality) belongs to the local
Sobolev class S2

loc(X) provided there exists G ∈ L2
loc(X,m) such that

ˆ ∣∣f(γ1) − f(γ0)
∣∣ dπ(γ) ≤

ˆˆ 1

0

G(γt)|γ̇t| dt dπ(γ), for every test plan π on X.

The minimal such function G (where minimality is intended in the m-a.e. sense) is denoted by
|Df | ∈ L2

loc(X,m) and called the minimal weak upper gradient of f . The Sobolev class and the
Sobolev space over X are then defined as

S2(X) :=
{
f ∈ S2

loc(X) : |Df | ∈ L2(m)
}
, W 1,2(X) := L2(m) ∩ S2(X),

respectively. The Sobolev space W 1,2(X) is a Banach space if endowed with the norm

‖f‖W 1,2(X) :=
(
‖f‖2L2(m) +

∥∥|Df |
∥∥2
L2(m)

)1/2
, for every f ∈ W 1,2(X).

We assume the reader is familiar with the notion of L2(m)-normed L∞(m)-module introduced
in [29] (see also [28] or [33] for an account of this topic). If M is an L2(m)-normed L∞(m)-module,
then we denote by M ∗ its dual module. Given two Hilbert L2(m)-normed L∞(m)-modules H

and K , we denote by H ⊗ K their tensor product. On a metric measure space (X, d,m), a
fundamental L2(m)-normed L∞(m)-module is the so-called cotangent module L2(T ∗X), introduced
in [29, Definition 2.2.1] (see also [28, Theorem/Definition 2.8]), which is characterised as follows.

The module L2(T ∗X), together with the differential operator d: S2(X) → L2(T ∗X), are uniquely
determined by these conditions: d is a linear map, |df | = |Df | holds m-a.e. on X for all f ∈ S2(X),
and L2(T ∗X) is generated by

{
df : f ∈ S2(X)

}
. The differential enjoys several calculus rules:
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i) Closure. Let (fn)n ⊂ S2(X) be such that fn → f in the m-a.e. sense, for some Borel
function f : X → R. Suppose dfn ⇀ ω weakly in L2(T ∗X), for some ω ∈ L2(T ∗X). Then
f ∈ S2(X) and df = ω.

ii) Locality. Let f, g ∈ S2(X) be given. Then χ{f=g} · df = χ{f=g} · dg.
iii) Chain rule. Let f ∈ S2(X) and ϕ ∈ C1(R) ∩ Lip(R) be given. Then ϕ ◦ f ∈ S2(X) and

d(ϕ ◦ f) = ϕ′ ◦ f · df .
iv) Leibniz rule. Let f, g ∈ S2(X) ∩ L∞(m). Then fg ∈ S2(X) and d(fg) = f · dg + g · df .

We refer to [28, Propositions 1.11 and 1.12] for a proof of these properties. Moreover, the tangent
module L2(TX) is defined as the dual of the cotangent module, namely, L2(TX) := L2(T ∗X)∗; see
[28, Definition 2.18]. The elements of L2(T ∗X) and L2(TX) are called 1-forms and vector fields on
X, respectively. For any p ∈ [1,∞], we denote by Lp(TX) the space of all p-integrable vector fields,
namely, the completion of

{
v ∈ L2(TX) : |v| ∈ Lp(m)

}
with respect to ‖v‖Lp(TX) :=

∥∥|v|
∥∥
Lp(m)

.

The divergence is defined as follows (cf. [28, Definition 2.21]): we define D(div) ⊂ L2(TX) as
the space of all vector fields v ∈ L2(TX) for which there exists (a uniquely determined) function
div(v) ∈ L2(m) such that

ˆ

df(v) dm = −
ˆ

f div(v) dm, for every f ∈ W 1,2(X).

As shown in [29, eq. (2.3.13)], the divergence operator satisfies the following Leibniz rule: if
v ∈ D(div) and f ∈ Lipbs(X), then f · v ∈ D(div) and

(2.6) div(f · v) = df(v) + f div(v).

Also, D(div) is a vector subspace of L2(TX) and D(div) ∋ v 7→ div(v) ∈ L2(m) is linear.

2.2.2. Infinitesimal Hilbertianity and Laplacian. According to [30], we say that a metric measure
space (X, d,m) is infinitesimally Hilbertian provided W 1,2(X) is a Hilbert space. Under this
assumption, it holds that Lipbs(X) is dense in W 1,2(X), cf. [10]. It holds (cf. [29, Proposition
2.3.17]) that a metric measure space (X, d,m) is infinitesimally Hilbertian if and only if L2(T ∗X)
and L2(TX) are Hilbert L2(m)-normed L∞(m)-modules. In this case, there is a canonical notion
of gradient operator ∇ : S2(X) → L2(TX), defined as ∇ := R ◦ d, where R : L2(T ∗X) → L2(TX)
stands for the Riesz isomorphism. Consequently, ∇ naturally inherits its calculus rules from d.

Moreover, one can define the Laplacian as follows: we define D(∆) ⊂ W 1,2(X) as the space of
all functions f ∈ W 1,2(X) for which there exists (a uniquely determined) ∆f ∈ L2(m) such that

ˆ

〈∇f,∇g〉 dm = −
ˆ

g∆f dm, for every g ∈ W 1,2(X),

where we set 〈∇f,∇g〉 := 1
2

(
|D(f + g)|2 − |Df |2 − |Dg|2

)
; cf. [28, Definition 2.42]. For any

given f ∈ W 1,2(X), it clearly holds that f ∈ D(∆) if and only if ∇f ∈ D(div), and in this case
∆f = div(∇f). We will also consider a more general notion of Laplacian:

Definition 2.8 (Measure-valued Laplacian [30, Definition 4.4]). Let (X, d,m) be infinitesimally
Hilbertian. Then we define D(∆) ⊂ S2

loc(X) as the space of all f ∈ S2
loc(X) for which there exists

(a uniquely determined) boundedly-finite, signed Radon measure ∆f on X such that
ˆ

〈∇f,∇g〉 dm = −
ˆ

g d∆f, for every g ∈ Lipbs(X).

The two notions of Laplacian are consistent, in the following sense: a given function f ∈ W 1,2(X)
belongs to D(∆) if and only if it belongs to D(∆) and it satisfies ∆f ≪ m with d∆f

dm
∈ L2(m).

In this case, it holds that ∆f = ∆f m.
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Proposition 2.9 (Chain rule for ∆ [30, Proposition 4.28]). Let (X, d,m) be infinitesimally Hilber-
tian. Fix any f ∈ D(∆) locally Lipschitz and ϕ ∈ C2(R). Then ϕ ◦ f ∈ D(∆) and

∆(ϕ ◦ f) = ϕ′ ◦ f∆f + ϕ′′ ◦ f |Df |2m.
For any t > 0 and p ∈ [1,∞], we denote by ht : L

p(m) → Lp(m) the heat flow at time t. The
operator ht : L

p(m) → Lp(m) is linear and continuous. Recall that ‖htf‖Lp(m) ≤ ‖f‖Lp(m) for every
f ∈ Lp(m) and that ht is mass-preserving, meaning that

(2.7)

ˆ

htf dm =

ˆ

f dm, for every f ∈ L1(m) and t > 0.

More generally, the heat flow is self-adjoint, namely if p, q ∈ [1,∞] satisfy 1
p

+ 1
q

= 1, then

(2.8)

ˆ

g htf dm =

ˆ

f htg dm, for every f ∈ Lp(m) and g ∈ Lq(m).

Another important property of the heat flow is the weak maximum principle, which states that
if f ∈ Lp(m) satisfies f ≤ C in the m-a.e. sense for some constant C ∈ R, then htf ≤ C holds
m-a.e. for every t > 0.

2.2.3. Second-order calculus on RCD spaces. With the terminology we discussed so far at our
disposal, we can introduce the definition of the so-called RCD condition for m.m.s., and discuss
some basic and useful properties of it. For more on the topic, we refer the interested reader to
the survey of Ambrosio [2] and the references therein.

After the introduction, in the independent works [62, 63] and [45], of the curvature dimension
condition CD(K,N) encoding in a synthetic way the notion of Ricci curvature bounded from
below by K and dimension bounded above by N , the definition of RCD(K,N) m.m.s. was first
proposed in [30] and then studied in [31, 26, 13], see also [20] for the equivalence between the
RCD

∗(K,N) and the RCD(K,N) condition in the case the reference measure is finite. The infinite
dimensional counterpart of this notion had been previously investigated in [11], see also [8] for the
case of σ-finite reference measures. We shall recall here for the sake of brevity only the definition
of the RCD condition.

For the definition of the weaker CD condition, which is given by means of convexity properties
of appropriate entropies along Wasserstein geodesics, we refer the reader to the original works [45,
62, 63], to the book [65], and to the survey [2] and the references therein.

Definition 2.10 (RCD space). Let (X, d,m) be a metric measure space. Then (X, d,m) is a
RCD(K,N) space, for some K ∈ R and N ∈ [1,∞], provided the following conditions hold:

i) There exist C > 0 and x̄ ∈ X such that m(Br(x̄)) ≤ eCr2 for every r > 0.
ii) Sobolev-to-Lipschitz. If f ∈ W 1,2(X) satisfies |Df | ∈ L∞(m), then f admits a Lips-

chitz representative f̄ : X → R such that Lip(f̄) =
∥∥|Df |

∥∥
L∞(m)

.

iii) (X, d,m) is infinitesimally Hilbertian.
iv) Bochner inequality. It holds that

1

2

ˆ

|Df |2∆g dm ≥
ˆ

g

(
(∆f)2

N
+ 〈∇f,∇∆f〉 +K|Df |2

)
dm,

for every f ∈ D(∆) with ∆f ∈ W 1,2(X) and g ∈ D(∆) ∩ L∞(m)+ with ∆g ∈ L∞(m),

where we adopt the convention that (∆f)2

N
≡ 0 when N = ∞.

On RCD(K,∞) spaces, the following Bakry–Émery estimate is verified: it m-a.e. holds that

(2.9) |Dhtf |2 ≤ e−2Kt
ht(|Df |2), for every f ∈ W 1,2(X) and t > 0.

We shall recall the Bishop–Gromov comparison theorem for spaces satisfying the Curvature-
Dimension condition.
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Remark 2.11 (Models of constant sectional curvature and Bishop–Gromov comparison Theo-
rem). We need to introduce some notation about the so-called radial simply connected models of
constant sectional curvature (cf. [55, Example 1.4.6]). Let us define

snK(r) :=





(−K)−
1
2 sinh((−K)

1
2 r) K < 0,

r K = 0,

K− 1
2 sin(K

1
2 r) K > 0.

If K > 0, then ((0, π/
√
K]×S

N−1, dr2 + sn2
K(r)g1), where g1 is the canonical metric on S

N−1, is
the radial model of dimension N and constant sectional curvature K. The metric can be smoothly
extended at r = 0, and thus we shall write that the metric is defined on the ball Bπ/

√
K ⊂ RN .

The Riemannian manifold (Bπ/
√
K , gK := dr2 + sn2

K(r)g1) is the unique (up to isometry) simply
connected Riemannian manifold of dimension N and constant sectional curvature K > 0.

If instead K ≤ 0, then ((0,+∞) × SN−1, dr2 + sn2
K(r)g1) is the radial model of dimension N

and constant sectional curvature K. Extending the metric at r = 0 analogously yields the unique
(up to isometry) simply connected Riemannian manifold of dimension N and constant sectional
curvature K ≤ 0, in this case denoted by (RN , gK).

We denote by v(N,K, r) the volume of the ball of radius r in the (unique) simply connected
Riemannian manifold of sectional curvature K and dimension N , and by s(N,K, r) the volume
of the boundary of such a ball. In particular s(N,K, r) = NωN snN−1

K (r) and v(N,K, r) =
´ r

0
NωNsnN−1

K (r) dr, where ωN is the Euclidean volume of the Euclidean unit ball in RN .
Let us now recall the celebrated Bishop–Gromov comparison theorem. For an arbitrary CD((N−

1)K,N) space (X, d,m) the classical Bishop–Gromov volume comparison holds. More precisely,
for a fixed x ∈ X, the function m(Br(x))/v(N,K, r) is nonincreasing in r and the function
P (Br(x))/s(N,K, r) is essentially nonincreasing in r, i.e., the inequality

P (BR(x))/s(N,K,R) ≤ P (Br(x))/s(N,K, r),

holds for almost every radii R ≥ r, see [65, Theorem 18.8, Equation (18.8), Proof of Theorem
30.11]. Moreover, it holds that

P (Br(x))/s(N,K, r) ≤ vol(Br(x))/v(N,K, r),

for any r > 0, indeed the last inequality follows from the monotonicity of the volume and perimeter
ratios together with the coarea formula on balls.

In addition, if (X, d,HN) is an RCD((N − 1)K,N) space, one can conclude that HN -almost
every point has a unique measured Gromov–Hausdorff tangent isometric to RN ([25, Theorem
1.12]), and thus, from the volume convergence in [25], we get

(2.10) lim
r→0

HN(Br(x))

v(N,K, r)
= lim

r→0

HN(Br(x))

ωNrN
= 1, for HN -almost every x,

where ωN is the volume of the unit ball in RN . Moreover, since the density function x 7→
limr→0HN(Br(x))/ωNr

N is lower semicontinuous ([25, Lemma 2.2]), it is bounded above by the
constant 1. Hence, from the monotonicity at the beginning of the remark we deduce that, if
(X, d,HN) is an RCD((N − 1)K,N) space, then for every x ∈ X we have HN(Br(x)) ≤ v(N,K, r)
for every r > 0.

Let us now recall the definition of density of a point in an RCD space. Let (X, d,m) be
an RCD((N − 1)K,N) space with K ∈ R and N < +∞. By the previous Bishop–Gromov
monotonicity result we have that m(Br(x))/v(N,K, r) is non increasing in r for every x ∈ X, and
hence the following limit exists

(2.11) ϑ[X, d,m](x) := lim
r→0

m(Br(x))

v(N,K, r)
= lim

r→0

m(Br(x))

ωNrN
∈ (0,+∞],

and will be called the density of the point x in (X, d,m). �
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Remark 2.12 (CD(K,N) spaces with N < +∞ are PI spaces). Given K ∈ R and N < +∞, a
CD(K,N) space, and thus also an RCD(K,N) space, is a PI space according to Definition 2.4.

Indeed on a CD(K,N) space a weak local (1, 1)-Poincaré inequality holds, see [58], and the
uniform locally doubling property holds as a direct consequence of the Bishop–Gromov comparison
theorem, cf. Remark 2.11. �

We shall now discuss some features of the second-order differential calculus on RCD spaces. Let
(X, d,m) be an RCD(K,∞) space. Following the axiomatization in [33, Definition 6.1.7], the class
of test functions on X is defined as

Test∞(X) :=
{
f ∈ Lip(X) ∩ L∞(m) ∩D(∆)

∣∣∣ ∆f ∈ W 1,2(X) ∩ L∞(m)
}
.

Thanks to the results in [61, 29], the family Test∞(X) is strongly dense in W 1,2(X). As in [33, eq.
(6.60)], the class of test vector fields on X is defined as

TestVF(X) :=

{ n∑

i=1

gi∇fi
∣∣∣∣ n ∈ N, (fi)

n
i=1, (gi)

n
i=1 ⊂ Test∞(X)

}
⊂ L2(TX).

Remark 2.13. Observe that TestVF(X) ⊂ D(div) and

div(v) ∈ L∞(m), for every v ∈ TestVF(X).

Indeed, if v =
∑n

i=1 gi∇fi, then we can readily deduce from (2.6) that v ∈ D(div) and

div(v) =

n∑

i=1

(
dgi(∇fi) + gi div(∇fi)

)
=

n∑

i=1

(
dgi(∇fi) + gi ∆fi

)
,

whence it also follows that div(v) ∈ L∞(m), yielding the sought conclusion. �

Let (X, d,m) be an RCD(K,∞) space. Given any f ∈ Test∞(X), we denote by Hess(f) its
Hessian, namely, the unique element of the tensor product L2(T ∗X) ⊗ L2(T ∗X) satisfying

−2

ˆ

hHess(f)(∇g1 ⊗∇g2) dm

=

ˆ

〈∇f,∇g1〉div(h∇g2) + 〈∇f,∇g2〉div(h∇g1) + h
〈
∇f,∇〈∇g1,∇g2〉

〉
dm,

for every choice of g1, g2, h ∈ Test∞(X); see [28, Definition 3.5]. Following [28, Definition 3.15],
we define the space W 1,2

C (TX) of Sobolev vector fields on X as follows: given any v ∈ L2(TX), we

declare that v ∈ W 1,2
C (TX) if there exists a tensor ∇v ∈ L2(TX) ⊗ L2(TX) such that

ˆ

h∇v : (∇f ⊗∇g) dm = −
ˆ

〈v,∇g〉div(h∇f) + hHess(g)(v ⊗∇f) dm,

for every choice of f, g ∈ Test∞(X) and h ∈ Lipb(X). The element ∇v is called the covariant
derivative of v. It holds that TestVF(X) ⊂W 1,2

C (TX) and

∇
( n∑

i=1

gi∇fi
)

=

n∑

i=1

∇gi ⊗∇fi + gi Hess(fi)
♯, for every

n∑

i=1

gi∇fi ∈ TestVF(X),

where L2(T ∗X) ⊗ L2(T ∗X) ∋ A 7→ A♯ ∈ L2(TX) ⊗ L2(TX) stands for the Riesz (musical) isomor-
phism. The space H1,2

C (TX) is then defined as the closure of TestVF(X) in W 1,2
C (TX).

We denote by {hH,t}t≥0 the gradient flow in L2(TX) of the augmented Hodge energy functional,
defined as in [29, eq. (3.5.16)] (see also the discussion at the beginning of [18, Section 1.4]). Given
that H1,2

H (TX) ⊂ H1,2
C (TX) by [29, Corollary 3.6.4], we have that hH,t(v) ∈ H1,2

C (TX) for every
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v ∈ L2(TX) and t > 0. The consistency of hH,t with the heat flow for functions is evident from
the fact that

(2.12) hH,t(∇f) = ∇htf, for every f ∈ W 1,2(X) and t > 0.

As proved in [18, Lemma 1.37], it holds that hH,t is self-adjoint, meaning that

(2.13)

ˆ

〈hH,t(v), w〉 dm =

ˆ

〈v, hH,t(w)〉 dm, for every v, w ∈ L2(TX) and t > 0.

Moreover, it was shown in [29, Proposition 3.6.10] that the Bakry–Émery estimate holds:

(2.14) |hH,t(v)|2 ≤ e−2Kt
ht(|v|2) m-a.e., for every v ∈ L2(TX) and t > 0.

Following [30], for K ∈ R and N ∈ (1,∞) we define the function τ̃K,N : [0,+∞) → R as

τ̃K,N(θ) :=





1
N

(
1 + θ

√
K(N − 1) cotan

(
θ
√

K
N−1

))
,

1,
1
N

(
1 + θ

√
−K(N − 1) cotanh

(
θ
√

−K
N−1

))
,

if K > 0,
if K = 0,
if K < 0.

Observe that if K ≤ 0, then τ̃K,N is bounded on all bounded subsets of [0,+∞).

Theorem 2.14 (Laplacian comparison [30, Corollary 5.15]). Let (X, d,m) be an RCD(K,N) space
with N <∞. Let x̄ ∈ X be given. Then it holds that d2x̄ ∈ D(∆) and

∆d
2
x̄ ≤ 2N τ̃K,N ◦ dx̄ m.

On RCD(K,∞) spaces, the dual heat flow {Ht}t≥0 can be defined as follows: let µ ≥ 0 be a
finite Borel measure on X with finite second-moment, meaning that

´

d
2
x̄ dµ < +∞ for some (thus

any) point x̄ ∈ X. Then for any t ≥ 0 one can define Htµ as the unique Borel measure on X such
that

(2.15)

ˆ

f dHtµ =

ˆ

htf dµ, for every f ∈ Lipb(X) ∩W 1,2(X).

The above definition is well-posed, as the RCD condition ensures that htf ∈ Lipb(X) ∩W 1,2(X)
whenever f ∈ Lipb(X) ∩W 1,2(X). Indeed, this can be proved by combining the weak maximum

principle with the Bakry–Émery estimate (2.9) and the Sobolev-to-Lipschitz property.
It also holds that Htµ has finite second-moment, Htµ ≪ m, and Htµ(X) = µ(X) for every

t > 0, thus in particular each measure Htµ is finite. Given any finite signed Borel measure µ on
X such that µ+ and µ− have finite second-moment, we define

h
∗
tµ :=

dHtµ
+

dm
− dHtµ

−

dm
∈ L1(m), for every t > 0.

Observe that {h∗tµ}t>0 is bounded in L1(m), more precisely ‖h∗tµ‖L1(m) ≤ |µ|(X) for all t > 0.

Remark 2.15 (Semigroup property of Ht). Given that the heat flow satisfies the semigroup
property ht+s = ht ◦ hs for every t, s ≥ 0, we deduce that Ht+s = Ht ◦ Hs and

h
∗
t+sµ = h

∗
t (Hsµ

+ − Hsµ
−), for every t, s > 0.

The proof of this fact is a direct consequence of the definitions of Ht and h
∗
t . �

Lemma 2.16. Let (X, d,m) be a RCD(K,∞) space. Let µ be a finite signed Borel measure on X
with µ+, µ− having finite second-moment. Then the curve (0,+∞) ∋ t 7→ h

∗
tµ ∈ L1(m) is strongly

measurable.
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Proof. As a preliminary step, we prove the claim under the additional assumption that µ ≪ m.
Being L1(m) separable, it suffices to check the weak measurability of t 7→ h

∗
tµ ∈ L1(m). To this

aim, fix any f ∈ L∞(m). Choose sequences (fn)n ⊂ Lipbs(X) and (ηk)k ⊂ L1(m) ∩ L2(m) such
that supn ‖fn‖L∞(m) < +∞, |ηk| ≤

∣∣ dµ
dm

∣∣, and fn → f , ηk → dµ
dm

in the m-a.e. sense. By applying
the dominated convergence theorem, we thus obtain that

ˆ

f h∗tµ dm = lim
n→∞

ˆ

fn h
∗
tµ dm = lim

n→∞

(
ˆ

fn dHtµ
+ −

ˆ

fn dHtµ
−
)

= lim
n→∞

ˆ

htfn dµ

= lim
n→∞

ˆ

dµ

dm
htfn dm = lim

n→∞
lim
k→∞

ˆ

ηk htfn dm, for every t > 0.

Given any n, k ∈ N, we know that the curve [0,+∞) ∋ t 7→ htfn ∈ L2(m) is continuous, thus
accordingly [0,+∞) ∋ t 7→

´

ηk htfn dm is continuous as well. By combining this fact with the
above representation of the function (0,+∞) ∋ t 7→

´

f h∗tµ dm, we conclude that it is Borel
measurable. By the arbitrariness of f ∈ L∞(m), we have shown the claim when µ≪ m.

Let us now drop the absolute continuity assumption on µ. Fix any ε > 0. Then it holds that
Hεµ

+ − Hεµ
− ≪ m, thus the first part of the proof and Remark 2.15 ensure that

(ε,+∞) ∋ t 7→ h
∗
tµ = h

∗
t−ε(Hεµ

+ − Hεµ
−) ∈ L1(m), is strongly measurable.

Being ε > 0 arbitrarily chosen, the statement is achieved. �

In the sequel, we will need the following calculus rule, which we did not find in the literature.

Lemma 2.17 (Leibniz rule for Sobolev vector fields). Let (X, d,m) be an RCD(K,∞) space. Fix
any v ∈ H1,2

C (TX) ∩ L∞(TX) and f ∈ Lipbs(X). Then f · v ∈ H1,2
C (TX) ∩ L∞(TX) and

(2.16) ∇(f · v) = ∇f ⊗ v + f ∇v.

Proof. We know from [33, Proposition 6.3.3] that f · v ∈ W 1,2
C (TX) ∩ L∞(TX) and (2.16) holds.

Pick a sequence (vn)n ⊂ TestVF(X) such that vn → v strongly in W 1,2
C (TX). Moreover, we can

find (fn)n ⊂ Test∞(X) such that fn → f and |D(fn−f)| → 0 in the m-a.e. sense, supn ‖fn‖L∞(m) ≤
‖f‖L∞(m), and supn Lip(fn) ≤ Lip(f); see the proof of [33, Proposition 6.1.8]. From the fact that
Test∞(X) is an algebra (cf. [33, Theorem 6.1.11]), we infer that (fn · vn)n ⊂ TestVF(X). Since
|fn · vn − f · v| ≤ ‖f‖L∞(m)|vn − v| + |fn − f ||v| and

∣∣∇(fn · vn) −∇(f · v)
∣∣

(2.16)

≤ |∇fn||vn − v| +
∣∣∇(fn − f)

∣∣|v| + |fn|
∣∣∇(vn − v)

∣∣
HS

+ |fn − f ||∇v|HS

≤ Lip(f)|vn − v| +
∣∣∇(fn − f)

∣∣|v| + ‖f‖L∞(m)

∣∣∇(vn − v)
∣∣
HS

+ |fn − f ||∇v|HS

hold m-a.e., by using the dominated convergence theorem we can conclude that fn · vn → f · v
strongly in W 1,2

C (TX) and thus f · v ∈ H1,2
C (TX). All in all, the statement is achieved. �

2.3. Deformation Lemma in RCD spaces. In this section we shall prove the Deformation
Lemma in RCD spaces. We first need to introduce and study the (p)-divergence of vector fields,
and the mollified heat flow for measures and vector fields.

2.3.1. On the (p)-divergence. For technical reasons (cf. the proof of Theorem 2.32), we need to
introduce, for any exponent p ∈ [1,∞], a notion of (p)-divergence operator and investigate its
basic properties. We underline that, as we are going to see in the ensuing definition, the exponent
p is referring to the p-integrability of the divergence, but the weak differential structure we are
considering is always the one associated with the 2-Sobolev space W 1,2(X).
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Definition 2.18 ((p)-divergence). Let (X, d,m) be a metric measure space and p ∈ [1,∞]. Then
we define the space D(div(p)) ⊂ L2(TX) as the family of all vector fields v ∈ L2(TX) for which
there exists (a uniquely determined) function div(p)(v) ∈ Lp(m) such that

ˆ

df(v) dm = −
ˆ

f div(p)(v) dm, for every f ∈ W 1,2(X) ∩ Lq(m),

where q ∈ [1,∞] is the conjugate exponent of p, namely 1
p

+ 1
q

= 1.

Observe that D(div(2)) = D(div) and div(2)(v) = div(v) for every v ∈ D(div(2)).

Lemma 2.19. Let (X, d,m) be a metric measure space. Fix p, p′ ∈ [1,∞]. Suppose that a vector
field v ∈ D(div(p)) satisfies div(p)(v) ∈ Lp′(m). Then v ∈ D(div(p′)) and div(p′)(v) = div(p)(v).

Proof. Let q and q′ be the conjugate exponents of p and p′, respectively. To prove the claim
amounts to showing that

´

df(v) dm = −
´

f div(p)(v) dm for every f ∈ W 1,2(X) ∩ Lq′(m). Fix
any such function f . Pick a point x̄ ∈ X and a sequence (ηn)n ⊂ Lipbs(X) of 1-Lipschitz functions
ηn : X → [0, 1] such that ηn = 1 on Bn(x̄) for every n ∈ N. The Leibniz rule for the differential
ensures that ηnf ∈ W 1,2(X) and d(ηnf) = ηn df + f dηn. In particular, we have that fn :=(
(ηnf) ∧ n

)
∨ (−n) ∈ W 1,2(X) ∩ Lq′(m) and dfn = χ{|ηnf |≤n}(ηn df + f dηn). By using the

dominated convergence theorem, we deduce that fn → f in W 1,2(X) and in Lq′(m). Given that
each fn is bounded and has bounded support, it holds that fn ∈ Lq(m) and so accordingly
´

dfn(v) dm = −
´

fn div(p)(v) dm. By letting n → ∞, we get
´

df(v) dm = −
´

f div(p)(v) dm,
which yields the sought conclusion. �

Remark 2.20. It holds that

(2.17)

ˆ

div(1)(v) dm = 0, for every v ∈ D(div(1)) ∩ L1(TX).

In order to prove it, fix any point x̄ ∈ X and a sequence (ηn)n ⊂ Lipbs(X) of 1-Lipschitz functions
ηn : X → [0, 1] such that ηn = 1 on Bn(x̄). By dominated convergence theorem, it is easy to show
that ηn ⇀ 1 weakly∗ in L∞(m) and dηn(v) ⇀ 0 weakly in L1(m). Then

ˆ

div(1)(v) dm = lim
n→∞

ˆ

ηn div(1)(v) dm = − lim
n→∞

ˆ

dηn(v) dm = 0

is satisfied for every v ∈ D(div(1)) ∩ L1(TX), whence (2.17) follows. �

Lemma 2.21 (Leibniz rule for div(p)). Let (X, d,m) be a metric measure space. Let p ∈ [1,∞],
v ∈ D(div(p)), and f ∈ Lipbs(X) be given. Then it holds that f · v ∈ D(div(p)) and

div(p)(f · v) = df(v) + f div(p)(v).

Proof. Fix any g ∈ W 1,2(X) ∩ Lq(m), where q stands for the conjugate exponent of p. It holds
that fg ∈ W 1,2(X) ∩ Lq(m) and d(fg) = g df + f dg. Therefore, we may compute

ˆ

dg(f · v) dm =

ˆ

f dg(v) dm =

ˆ

d(fg)(v) dm−
ˆ

g df(v) dm

= −
ˆ

g
(
f div(p)(v) + df(v)

)
dm,

which shows that f · v ∈ D(div(p)) and div(p)(f · v) = df(v) + f div(p)(v), as desired. �

Lemma 2.22. Let (X, d,m) be an RCD(K,∞) space. Let f ∈ D(∆)∩S2(X) be such that ∆f has
bounded support. Then it holds that hH,t(∇f) ∈ D(div(1)) for every t > 0 and

(2.18) div(1)(hH,t(∇f)) = h
∗
t∆f.
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Proof. Given any function g ∈ Lipbs(X), it holds that
ˆ

〈∇g, hH,t(∇f)〉 dm
(2.13)
=

ˆ

〈hH,t(∇g),∇f〉 dm
(2.12)
=

ˆ

〈∇htg,∇f〉 dm = −
ˆ

htg d∆f

= −
ˆ

g dHt(∆f)+ +

ˆ

g dHt(∆f)− = −
ˆ

g h∗t∆f dm.

Since any g ∈ W 1,2(X) ∩L∞(m) can be approximated strongly in W 1,2(X) by a sequence (gn)n ⊂
Lipbs(X) such that gn weakly∗ converges to g in L∞(m), we eventually conclude that

ˆ

〈∇g, hH,t(∇f)〉 dm = −
ˆ

g h∗t∆f dm, for every g ∈ W 1,2(X) ∩ L∞(m),

whence the statement follows. �

2.3.2. Mollified heat flows. Let us briefly recall the notion of mollified heat flow and its main
properties, see e.g. [33, Proposition 5.2.18].

Let (X, d,m) be infinitesimally Hilbertian. Let ϕ ∈ C∞
c (0,+∞) and p ∈ [1,∞] be given. Then

for any function f ∈ L2(m) ∩ Lp(m) we define the ϕ-mollified heat flow of f as

hϕf :=

ˆ +∞

0

ϕ(t) htf dt ∈ L2(m) ∩ Lp(m),

where the integral is intended in the sense of Bochner. Then it holds that hϕf ∈ D(∆) and

(2.19) ‖∆hϕf‖Lp(m) ≤ C(ϕ) ‖f‖Lp(m), where we set C(ϕ) :=

ˆ +∞

0

|ϕ′(t)| dt.

It is immediate to see that if ϕ ≥ 0 and
´ +∞
0

ϕ(t) dt = 1, then hϕ fulfills the weak maximum
principle: if f ∈ L2(m) ∩ Lp(m) satisfies f ≤ C m-a.e. for some C ∈ R, then hϕf ≤ C m-a.e..

Taking inspiration from the above notion, we propose the following two definitions, whose
well-posedness will be discussed in Remark 2.25:

Definition 2.23. Let (X, d,m) be an RCD(K,∞) space. Let ϕ ∈ C∞
c (0,+∞) be given. Then for

any finite signed Borel measure µ on X with µ+, µ− of finite second-moment we define

(2.20) h
∗
ϕµ :=

ˆ +∞

0

ϕ(t) h∗tµ dt ∈ L1(m),

where the integral is in the sense of Bochner.

Definition 2.24. Let (X, d,m) be an RCD(K,∞) space. Let ϕ ∈ C∞
c (0,+∞) be given. Then for

any v ∈ L2(TX) we define

(2.21) hH,ϕ(v) :=

ˆ +∞

0

ϕ(t) hH,t(v) dt ∈ L2(TX),

where the integral is in the sense of Bochner.

Remark 2.25. Let us comment on the well-posedness of (2.20): we know from Lemma 2.16 that
(0,+∞) ∋ t 7→ h

∗
tµ ∈ L1(m) is strongly measurable. Since {h∗tµ}t>0 ⊂ L1(m) is also bounded, we

deduce that (0,+∞) ∋ t 7→ ϕ(t) h∗tµ ∈ L1(m) is Bochner integrable on (R,L1).
About (2.21): we have that [0,+∞) ∋ t 7→ hH,t(v) ∈ L2(TX) is continuous, thus accordingly

[0,+∞) ∋ t 7→ ϕ(t) hH,t(v) ∈ L2(TX) is Bochner integrable on (R,L1). �

Lemma 2.26. Let (X, d,m) be an RCD(K,∞) space. Let (ϕn)n ⊂ C∞
c (0,+∞) satisfy ϕn ≥ 0 and

´ +∞
0

ϕn(t) dt = 1 for every n ∈ N. Suppose µn := ϕnL1 ⇀ δ0 with respect to the narrow topology.
Then for any v ∈ L2(TX) it holds that hH,ϕn

(v) → v strongly in L2(TX) as n→ ∞.
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Proof. Let v ∈ L2(TX) be fixed. We know that the curve [0,+∞) ∋ t 7→ hH,t(v) ∈ L2(TX) is
continuous, so the function f(t) :=

∥∥hH,t(v) − v
∥∥
L2(TX)

∈ R belongs to Cb(0,+∞). Then

∥∥hH,ϕn
(v) − v

∥∥
L2(TX)

=

∥∥∥∥
ˆ +∞

0

ϕn(t) hH,t(v) dt− v

∥∥∥∥
L2(TX)

=

∥∥∥∥
ˆ +∞

0

ϕn(t)
(
hH,t(v) − v

)
dt

∥∥∥∥
L2(TX)

≤
ˆ +∞

0

ϕn(t)f(t) dt→
ˆ

f dδ0 = f(0) = 0, as n→ ∞.

Therefore, the statement is achieved. �

Many of the results concerning ht, h
∗
t , hH,t have a natural counterpart for hϕ, h

∗
ϕ, hH,ϕ. We

collect some of them in the following result.

Proposition 2.27. Let (X, d,m) be an RCD(K,∞) space. Fix any function ϕ ∈ C∞
c (0,+∞) such

that ϕ ≥ 0 and
´ +∞
0

ϕ(t) dt = 1. Then the following properties are satisfied:

i) Bakry–Émery estimate. Given any v ∈ L2(TX) ∩ L∞(TX), it holds that

(2.22) |hH,ϕ(v)|2 ≤ e2t̄max{0,−K}
hϕ(|v|2), in the m-a.e. sense,

whenever t̄ > 0 is chosen so that spt(ϕ) ⊂ [0, t̄ ].
ii) Fix f ∈ D(∆) ∩ S2(X) with ∆f of bounded support. Then hH,ϕ(∇f) ∈ D(div(1)) and

(2.23) div(1)(hH,ϕ(∇f)) = h
∗
ϕ∆f.

iii) It holds that

(2.24) hH,ϕ : L2(TX) → L2(TX), is linear and continuous.

iv) Given any function f ∈ W 1,2(X), it holds that

(2.25) hH,ϕ(∇f) = ∇hϕf.

v) Let f ∈ S2(X) ∩ L∞(m) be given. Then it holds that hH,ϕ(∇f) ∈ D(div(∞)) and
∥∥div(∞)(hH,ϕ(∇f))

∥∥
L∞(m)

≤ C(ϕ) ‖f‖L∞(m).

Proof.
i) Let v ∈ L2(TX) ∩ L∞(TX) be given. Then we may estimate

|hH,ϕ(v)|2 =

∣∣∣∣
ˆ +∞

0

ϕ(t) hH,t(v) dt

∣∣∣∣
2

≤
(
ˆ +∞

0

ϕ(t) |hH,t(v)| dt
)2

≤
ˆ +∞

0

ϕ(t) |hH,t(v)|2 dt

(2.14)

≤ e2t̄max{0,−K}
ˆ +∞

0

ϕ(t) ht(|v|2) dt = e2t̄max{0,−K}
hϕ(|v|2), m-a.e.,

where in the second inequality we applied Chebyshev’s inequality to t 7→ |hH,t(v)| with respect to
the Borel probability measure ϕL1. Therefore, the claimed inequality (2.22) is proved.
ii) First, observe that div(1) : D(div(1)) → L1(m) is a closed operator, namely if (vn)n ⊂ D(div(1))
satisfies vn → v in L2(TX) and div(1)(vn) → H in L1(m) for some v ∈ L2(TX) and H ∈ L1(m),
then v ∈ D(div(1)) and div(1)(v) = H . Now fix f ∈ D(∆) ∩ S2(X) with ∆f of bounded support.
Lemma 2.22 says that hH,t(∇f) ∈ D(div(1)) and div(1)(hH,t(∇f)) = h

∗
t∆f hold for every t > 0. As

observed in Remark 2.25, the curves t 7→ hH,t(∇f) ∈ L2(TX) and t 7→ h
∗
t∆f ∈ L1(m) are Bochner
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integrable on (R, ϕL1). Therefore, an application of Hille’s Theorem (see e.g. [33, Theorem 1.3.15])

ensures that hH,ϕ(∇f) =
´ +∞
0

ϕ(t) hH,t(∇f) dt ∈ D(div(1)) and

div(1)(hH,ϕ(∇f)) = div(1)

(
ˆ +∞

0

ϕ(t) hH,t(∇f) dt

)
=

ˆ +∞

0

ϕ(t) div(1)(hH,t(∇f)) dt

(2.18)
=

ˆ +∞

0

ϕ(t) h∗t∆f dt = h
∗
ϕ∆f.

This proves (2.23), as desired.
iii) Linearity follows from the linearity of each operator hH,t. To prove continuity, notice that

‖hH,ϕ(v)‖L2(TX) =

∥∥∥∥
ˆ +∞

0

ϕ(t) hH,t(v) dt

∥∥∥∥
L2(TX)

≤
ˆ +∞

0

ϕ(t) ‖hH,t(v)‖L2(TX) dt

≤
ˆ +∞

0

ϕ(t) ‖v‖L2(TX) dt = ‖v‖L2(TX), for every v ∈ L2(TX).

iv) The argument is similar to the one in the proof of item ii): the operator ∇ is closed, and the
curves t 7→ htf ∈ L2(m) and t 7→ hH,t(∇f) ∈ L2(TX) are Bochner integrable on (R, ϕL1), thus by
applying Hille’s Theorem we obtain that

hH,ϕ(∇f) =

ˆ +∞

0

ϕ(t) hH,t(∇f) dt
(2.12)
=

ˆ +∞

0

ϕ(t)∇htf dt = ∇
(
ˆ +∞

0

ϕ(t) htf dt

)
= ∇hϕf.

v) By a standard cut-off argument, we can find a sequence (fn)n ⊂ W 1,2(X) ∩ L1(m) such that
|fn| ≤ |f | holds m-a.e. for every n ∈ N and ∇fn → ∇f in L2(TX). Thanks to (2.19), we
have that (hϕfn)n ⊂ D(∆) and ‖∆hϕfn‖L∞(m) ≤ C(ϕ) ‖f‖L∞(m) for every n ∈ N. Hence, up
to a not relabelled subsequence, it holds ∆hϕfn ⇀ H weakly∗ in L∞(m) for some H ∈ L∞(m).
Consequently, for any given function g ∈ W 1,2(X) ∩ L1(m) we may compute

ˆ

gH dm = lim
n→∞

ˆ

g∆hϕfn dm = − lim
n→∞

ˆ

〈∇g,∇hϕfn〉 dm

(2.25)
= − lim

n→∞

ˆ

〈∇g, hH,ϕ(∇fn)〉 dm
(2.24)
= −

ˆ

〈∇g, hH,ϕ(∇f)〉 dm.

Then hH,ϕ(∇f) ∈ D(div(∞)) and ‖div(∞)(hH,ϕ(∇f))‖L∞(m) = ‖H‖L∞(m) ≤ C(ϕ) ‖f‖L∞(m). �

2.3.3. Gauss–Green formula. Let (X, d,m) be an RCD(K,N) space with N < ∞ and E ⊂ X a
set of finite perimeter. By the tangent module L2

∂E(TX) over the boundary of E we mean the
L2
(
P (E, ·)

)
-normed L∞(P (E, ·)

)
-module whose existence was proved in [18, Theorem 2.1]. The

trace operator tr∂E : H1,2
C (TX) ∩ L∞(TX) → L2

∂E(TX) is defined as in [18, Section 2].

Given any v ∈ H1,2
C (TX) ∩ L∞(TX) and C ≥ 0, it holds that

(2.26) |v| ≤ C, in the m-a.e. sense =⇒ |tr∂E(v)| ≤ C, in the P (E, ·)-a.e. sense.

It is also easy to prove that if v ∈ H1,2
C (TX) ∩ L∞(TX) and f ∈ Lipc(X), then

(2.27) tr∂E(f · v) = f · tr∂E(v).

Here, we are using the fact that f · v ∈ H1,2
C (TX) ∩ L∞(TX), as granted by Lemma 2.17.

Theorem 2.28 (Gauss–Green formula [18, Theorem 2.2]). Let (X, d,m) be an RCD(K,N) space
with N < ∞. Let E ⊂ X be a set of finite perimeter with m(E) < +∞. Then there exists a
unique vector field νE ∈ L2

∂E(TX) such that |νE| = 1 holds P (E, ·)-a.e. and

(2.28)

ˆ

E

div(v) dm =

ˆ

〈tr∂E(v), νE〉 dP (E, ·), for every v ∈ H1,2
C (TX) ∩D(div) ∩ L∞(TX).

The vector field νE is said to be the outer unit normal to E.
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2.3.4. Main estimate. Let (X, d,m) be an RCD(K,∞) space. Given any point x̄ ∈ X, we define
the 1-Lipschitz function dx̄ : X → [0,+∞) as

dx̄(x) := d(x, x̄), for every x ∈ X.

Given that (X, d) is a length space, it holds that lip(dx̄) ≡ 1. Hence, the results in [32] (cf. also
[22], [6, Theorem 48]) yield

(2.29) |Ddx̄| = 1, in the m-a.e. sense.

Moreover, the chain rule for minimal weak upper gradients gives |Dd
2
x̄| = 2dx̄|Ddx̄| and thus

(2.30) |Dd
2
x̄| = 2dx̄, in the m-a.e. sense.

Lemma 2.29. Let (X, d,m) be an RCD(K,∞) space. Let x̄ ∈ X be given. Then it holds that

m =

ˆ +∞

0

P (Br(x̄), ·) dr.

Proof. Given any f ∈ BVloc(X), we know from Theorem 2.2 that R ∋ t 7→ P ({f ≥ t},Ω) is Borel
measurable for every open set Ω ⊂ X. A standard application of the Dynkin π − λ Theorem
ensures that R ∋ t 7→ P ({f ≥ t}, B) is Borel measurable for every Borel set B ⊂ X, thus in
particular the set-function µf , defined as µf(B) :=

´

R
P ({f ≥ t}, B) dt for every B ⊂ X Borel,

defines a boundedly-finite Borel measure on X. Hence, by applying the coarea formula we deduce
that |Df |(Ω) = µf(Ω) for all open sets Ω ⊂ X, so that accordingly |Df | = µf as measures.

Let us now consider the function f := dx̄, which is locally Lipschitz and so belongs to BVloc(X).
Thanks to (2.29) and the results in [32], we know that the total variation measure of dx̄ coincides
with m. Moreover, we have that P (Br(x̄), ·) = P (Br(x̄)c, ·) = P ({dx̄ ≥ r}, ·) holds for a.e. r > 0.
Therefore, the identity |Ddx̄| = µdx̄ proved above yields the statement. �

Before passing to the proof of the main result we achieve in this section (i.e., Theorem 1.1), we
state and prove two preliminary results. The first one says that on finite-dimensional RCD spaces,
for any given point x̄ ∈ X the outer unit normal νBr(x̄) to the ball Br(x̄) coincides with 1

2r
∇d

2
x̄ for

a.e. radius r > 0, in some suitable (weak) sense.

Proposition 2.30. Let (X, d,m) be an RCD(K,N) space with N <∞. Let x̄ ∈ X be given. Then
for any Borel set E ⊂ X and any v ∈ H1,2

C (TX) ∩D(div) ∩D(div(1)) ∩ L∞(TX) it holds

(2.31) 2r

ˆ

E

〈tr∂Br(x̄)(v), νBr(x̄)〉 dP (Br(x̄), ·) =

ˆ

E

〈v,∇d
2
x̄〉 dP (Br(x̄), ·), for a.e. r > 0.

Proof. Fix any w ∈ H1,2
C (TX) ∩D(div) ∩D(div(1)) ∩ L∞(TX) such that |w| is concentrated on a

compact set. Pick η : X → [0, 1] Lipschitz with compact support and η = 1 on spt(|w|). Notice
that one has η d2x̄ ∈ Lipc(X). The Leibniz rule for the gradient gives ∇(η d2x̄) = η∇d

2
x̄ + d

2
x̄∇η, so

that accordingly ∇(η d2x̄) = ∇d
2
x̄ on spt(|w|). Since spt(div(w)) ⊂ spt(|w|), we deduce that

(2.32) η d2x̄ = d
2
x̄, ∇(η d2x̄) = ∇d

2
x̄, on spt(div(w)).

The Gauss–Green formula (2.28) and Lemma 2.19 ensure that for a.e. r > 0 it holds that

−
ˆ

Br(x̄)c
div(w) dm

(2.17)
=

ˆ

Br(x̄)

div(w) dm =

ˆ

〈tr∂Br(x̄)(w), νBr(x̄)〉 dP (Br(x̄), ·).
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Multiplying the above identity by 2r and then integrating it over r ∈ (0,+∞), we obtain

2

ˆ +∞

0

r

ˆ

〈tr∂Br(x̄)(w), νBr(x̄)〉 dP (Br(x̄), ·) dr = −2

ˆ +∞

0

r

ˆ

Br(x̄)c
div(w) dm dr

= −2

ˆ

div(w)(x)

ˆ

d(x,x̄)

0

r dr dm(x)

= −
ˆ

div(w) d2x̄ dm
(2.32)
=

ˆ

〈w,∇d
2
x̄〉 dm.

Now fix v ∈ H1,2
C (TX) ∩D(div) ∩D(div(1)) ∩ L∞(TX) and ϕ ∈ Cc(R). Pick any (fn)n ⊂ Lipc(X)

that converges to ϕ ◦ dx̄ χE in L2(m). Note that fn · v ∈ H1,2
C (TX)∩D(div)∩D(div(1))∩L∞(TX)

by Lemma 2.17 and Lemma 2.21. By plugging w = fn · v into the previous identities, we get

2

ˆ +∞

0

r

ˆ

fn〈tr∂Br(x̄)(v), νBr(x̄)〉 dP (Br(x̄), ·) dr =

ˆ

fn〈v,∇d
2
x̄〉 dm, for every n ∈ N.

Given that m =
´ +∞
0

P (Br(x̄), ·) dr by Lemma 2.29, by letting n → ∞ in the above identity we
deduce that

2

ˆ +∞

0

ϕ(r) r

ˆ

E

〈tr∂Br(x̄)(v), νBr(x̄)〉 dP (Br(x̄), ·) dr =

ˆ +∞

0

ϕ(r)

ˆ

E

〈v,∇d
2
x̄〉 dP (Br(x̄), ·) dr.

By exploiting the arbitrariness of ϕ ∈ Cc(R), we eventually conclude that (2.31) is verified. �

The next result provides a formula for the outer unit normal νE∩F to the intersection between
two sets of finite perimeter E and F in a finite-dimensional RCD space, under the additional
assumption that ∂eE and ∂eF are essentially disjoint (which is sufficient for our purposes).

Proposition 2.31. Let (X, d,m) be an RCD(K,N) space with N < ∞. Let E, F ⊂ X be sets of
finite perimeter satisfying m(E),m(F ) < +∞ and Hcod-1(∂eE ∩ ∂eF ) = 0. Then it holds
(2.33)

ˆ

〈tr∂(E∩F )(v), νE∩F 〉 dP (E ∩ F, ·) =

ˆ

F (1)

〈tr∂E(v), νE〉 dP (E, ·) +

ˆ

E(1)

〈tr∂F (v), νF 〉 dP (F, ·),

for every v ∈ H1,2
C (TX) ∩D(div) ∩ L∞(TX).

Proof. Fix any w ∈ H1,2
C (TX) ∩D(div) ∩ L∞(TX). Theorem 2.28, Lemma 2.5, and (2.1) yield

ˆ

E

div(w) dm =

ˆ

F (1)

〈tr∂E(w), νE〉 dP (E, ·) +

ˆ

F (0)

〈tr∂E(w), νE〉 dP (E, ·),
ˆ

E\F
div(w) dm =

ˆ

F (0)

〈tr∂(E\F )(w), νE\F 〉 dP (E, ·) +

ˆ

E(1)

〈tr∂(E\F )(w), νE\F 〉 dP (F, ·),
ˆ

E∩F
div(w) dm =

ˆ

F (1)

〈tr∂(E∩F )(w), νE∩F 〉 dP (E, ·) +

ˆ

E(1)

〈tr∂(E∩F )(w), νE∩F 〉 dP (F, ·).

By suitably adding and subtracting the above identities, we thus obtain that

0 =

ˆ

F (1)

(
〈tr∂E(w), νE〉 − 〈tr∂(E∩F )(w), νE∩F 〉

)
dP (E, ·)

+

ˆ

F (0)

(
〈tr∂E(w), νE〉 − 〈tr∂(E\F )(w), νE\F 〉

)
dP (E, ·)

−
ˆ

E(1)

(
〈tr∂(E\F )(w), νE\F 〉 + 〈tr∂(E∩F )(w), νE∩F 〉

)
dP (F, ·).

Now pick a sequence (fn)n ⊂ Lipc(X) such that fn → χ
F (1)∩∂eE in L1

(
P (E, ·) + P (F, ·)

)
. Given

any vector field v ∈ H1,2
C (TX) ∩D(div) ∩ L∞(TX), we know from Lemma 2.21 and Lemma 2.17
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that (fn · v)n ⊂ H1,2
C (TX) ∩D(div) ∩ L∞(TX), thus in particular we can plug w = fn · v into the

previous identity, obtaining that

0 =

ˆ

F (1)

fn
(
〈tr∂E(v), νE〉 − 〈tr∂(E∩F )(v), νE∩F 〉

)
dP (E, ·)

+

ˆ

F (0)

fn
(
〈tr∂E(v), νE〉 − 〈tr∂(E\F )(v), νE\F 〉

)
dP (E, ·)

−
ˆ

E(1)

fn
(
〈tr∂(E\F )(v), νE\F 〉 + 〈tr∂(E∩F )(v), νE∩F 〉

)
dP (F, ·).

By letting n→ ∞, we deduce that

(2.34)

ˆ

F (1)

〈tr∂E(v), νE〉 dP (E, ·) =

ˆ

F (1)

〈tr∂(E∩F )(v), νE∩F 〉 dP (E, ·).

By means of a similar argument, one can also show that

(2.35)

ˆ

E(1)

〈tr∂F (v), νF 〉 dP (F, ·) =

ˆ

E(1)

〈tr∂(E∩F )(v), νE∩F 〉 dP (F, ·).

Therefore, by combining (2.34) with (2.35), we can finally conclude that (2.33) is verified. �

Theorem 2.32. Let (X, d,m) be an RCD(K,N) space with N < ∞ and let R > 0. Then there
exists a constant CK,N,R > 0 such that the following holds. If x̄ ∈ X and E ⊂ X is a set of locally
finite perimeter, then

(2.36) r P
(
Br(x̄), E(1)

)
≤ CK,N,Rm

(
E ∩Br(x̄)

)
+ r P

(
E,Br(x̄)

)
, for every r ∈ (0, R).

Proof. First, notice that since the perimeter is local and P (Br(x̄), ·) is concentrated on ∂Br(x̄),
it suffices to prove the theorem with E ∩ BR+1(x̄) instead of E. Hence we may suppose without
loss of generality, from now on, that E has finite perimeter and m(E) < +∞.

First of all, we claim that for any r̃ ∈ (0, R) and ε ∈ (0, R− r̃) with ε < r̃/2 it holds that

(2.37) r P
(
Br(x̄), E(1)

)
≤ CK,N,Rm

(
E ∩Br(x̄)

)
+ (r̃ + ε)P

(
E,Br(x̄)

)
, for a.e. r ∈ (0, r̃).

In order to prove it, fix any C2-function ψ : R → R satisfying the following properties:

a) ψ(t) = t, for every t ∈ [0, r̃2],
b) 0 ≤ ψ′(t) ≤ (r̃ + ε)/

√
t, for every t ∈ [r̃2, r̃2 + ε],

c) ψ is constant on [r̃2 + ε,+∞),
d) ψ is concave on [0,+∞).

Now define the auxiliary function η : X → [0,+∞) as η := ψ ◦ d
2
x̄. Thanks to the chain rule for

minimal weak upper gradients, one can easily see that η ∈ S2(X) and |Dη| = |ψ′| ◦ d2x̄ |Dd
2
x̄|. In

particular, by exploiting a), b), c), and (2.30) we obtain that

(2.38) |Dη| ≤ 2(r̃ + ε)χB(x̄,
√
r̃2+ε), in the m-a.e. sense.

Furthermore, by combining Theorem 2.14 with Proposition 2.9 we deduce that η ∈ D(∆) and

(2.39) ∆η = ψ′ ◦ d2x̄∆d
2
x̄ + ψ′′ ◦ d2x̄ |Dd

2
x̄|2m

d)

≤ ψ′ ◦ d2x̄ ∆d
2
x̄

c)

≤ 3

2
∆d

2
x̄|B(x̄,

√
r̃2+ε) ≤ 2CK,N,Rm,

where we used that ψ′ ◦ d
2
x̄ ≤ 3

2
as ε < r̃/2 and the constant CK,N,R > 0 is chosen so that

3
2
N τ̃K,N(t) ≤ CK,N,R for every t ∈ [0,

√
r̃2 + ε ]. Since ψ′(t) = ψ′′(t) = 0 for all t > r̃2 + ε by c),

we also have that ∆η is compactly-supported and in particular it is finite. Choose any sequence
(ϕn)n ⊂ C∞

c (0,+∞) such that ϕn ≥ 0,
´ +∞
0

ϕn(t) dt = 1 for all n ∈ N and ϕnL1 ⇀ δ0 with
respect to the narrow topology. Define

vn := hH,ϕn
(∇η) ∈ H1,2

C (TX), for every n ∈ N.
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The Bakry–Émery estimate (2.22), the inequality in (2.38), and the weak maximum principle for
hϕn

guarantee that vn ∈ L∞(TX) for all n ∈ N. Moreover, since η ∈ S2(X) ∩ L∞(m), we know
from item v) of Proposition 2.27 that vn ∈ D(div(∞)) for every n ∈ N. Finally, an application
of item ii) of Proposition 2.27 yields vn ∈ D(div(1)) and div(1)(vn) = h

∗
ϕn
∆η for every n ∈ N. In

particular, thanks to Lemma 2.19 we know that vn ∈ D(div) and

(2.40) div(vn) = h
∗
ϕn
∆η, for every n ∈ N.

All in all, we showed that (vn)n ⊂ H1,2
C (TX) ∩D(div) ∩ L∞(TX), thus (2.33) and (2.28) give

(2.41)
ˆ

E∩Br(x̄)

div(vn) dm =

ˆ

Br(x̄)

〈tr∂E(vn), νE〉 dP (E, ·) +

ˆ

E(1)

〈tr∂Br(x̄)(vn), νBr(x̄)〉 dP (Br(x̄), ·),

for a.e. r ∈ (0, r̃). Here, we used the fact that Hcod-1
(
∂eE∩∂eBr(x̄)

)
= 0 for a.e. r ∈ (0, r̃) and that

Ω(1) = Ω whenever Ω ⊂ X is open. Let us now fix such r and estimate the three terms appearing
in (2.41). Pick any (fi)i ⊂ Lipc(X) satisfying 0 ≤ fi ≤ 2 for every i ∈ N, and fi → χE∩Br(x̄) both
in L1(m) and in L2(m). Hence, for any i, n ∈ N it holds that

ˆ

fi div(vn) dm
(2.40)
=

ˆ

fi h
∗
ϕn
∆η dm

(2.20)
=

ˆ +∞

0

ϕn(t)

ˆ

fi h
∗
t∆η dm dt

=

ˆ +∞

0

ϕn(t)

ˆ

htfi d∆η dt
(2.39)

≤ 2CK,N,R

ˆ +∞

0

ϕn(t)

ˆ

htfi dm dt

(2.7)
= 2CK,N,R

ˆ +∞

0

ϕn(t)

ˆ

fi dm dt = 2CK,N,R

ˆ

fi dm.

By letting i→ ∞, we thus obtain that

(2.42)

ˆ

E∩Br(x̄)

div(vn) dm ≤ 2CK,N,Rm

(
E ∩ Br(x̄)

)
, for every n ∈ N.

Moreover, it follows from (2.38), (2.22), (2.26), and the weak maximum principle for hϕn
that the

P (E, ·)-a.e. inequality |tr∂E(vn)| ≤ 2 et̄n max{0,−K}(r̃+ ε) is satisfied, where t̄n > 0 is chosen so that
spt(ϕn) ⊂ [0, t̄n] for every n ∈ N. Observe that we can require that limn t̄n = 0. We may estimate

(2.43)

∣∣∣∣
ˆ

Br(x̄)

〈tr∂E(vn), νE〉 dP (E, ·)
∣∣∣∣ ≤ 2 et̄n max{0,−K}(r̃ + ε)P

(
E,Br(x̄)

)
, for every n ∈ N.

Finally, by using (2.30), Proposition 2.30, the fact that vn → ∇η strongly in L2(TX) as n → ∞
(by Lemma 2.26) and that m =

´ +∞
0

P (Br(x̄), ·) dr, and Fubini’s theorem, we deduce that for a.e.
r ∈ (0, r̃) it holds that |Dd

2
x̄|2 = 4r2 in the P (Br(x̄), ·)-a.e. sense and

ˆ

E(1)

〈tr∂Br(x̄)(vn), νBr(x̄)〉 dP (Br(x̄), ·) =
1

2r

ˆ

E(1)

〈vn,∇d
2
x̄〉 dP (Br(x̄), ·)

→ 1

2r

ˆ

E(1)

〈∇η,∇d
2
x̄〉 dP (Br(x̄), ·).

Given that η = d
2
x̄ on a neighbourhood of Br(x̄), we have that the identity 〈∇η,∇d

2
x̄〉 = 4r2 holds

P (Br(x̄), ·)-a.e. and thus accordingly

(2.44) 2rP
(
Br(x̄), E(1)

)
= lim

n→∞

ˆ

E(1)

〈tr∂Br(x̄)(vn), νBr(x̄)〉 dP (Br(x̄), ·).

By plugging (2.42), (2.43), and (2.44) into (2.41), and letting n → ∞, we can finally conclude
that the claimed property (2.37) is satisfied.
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Let us pass to the verification of the main statement. Let r ∈ (0, R) be fixed. Thanks to the
first part of the proof and Corollary 2.6, we can find a sequence (rn)n ⊂ (0, r) with rn ր r such
that P

(
E ∩Brn(x̄)

)
= P

(
E,Brn(x̄)

)
+ P

(
Brn(x̄), E(1)

)
for every n ∈ N and

rn P
(
Brn(x̄), E(1)

)
≤ CK,N,Rm

(
E ∩ Brn(x̄)

)
+ (r + 1/k)P

(
E,Brn(x̄)

)
, for all n, k ∈ N.

By letting k → ∞ in the above estimate, we get that

(2.45) rn P
(
Brn(x̄), E(1)

)
≤ CK,N,Rm

(
E ∩ Brn(x̄)

)
+ r P

(
E,Brn(x̄)

)
, for all n ∈ N.

Since (rn)n is increasing and
⋃

nBrn(x̄) = Br(x̄), one has m

(
E ∩ Br(x̄)

)
= limn m

(
E ∩ Brn(x̄)

)

and P
(
E,Br(x̄)

)
= limn P (E,Brn(x̄)

)
. Also, given that χE∩Brn(x̄) → χE∩Br(x̄) in L1(m) and

the perimeter is lower semicontinuous with respect to the L1-convergence of sets, we have that
P
(
E ∩ Br(x̄)

)
≤ limn P

(
E ∩ Brn(x̄)

)
. Therefore, we can eventually conclude that

r P
(
Br(x̄), E(1)

)
+ r P

(
E,Br(x̄)

)

(2.5)

≤ r P
(
E ∩ Br(x̄)

)
≤ lim

n→∞
rn P

(
E ∩ Brn(x̄)

)
= lim

n→∞
rn

(
P
(
E,Brn(x̄)

)
+ P

(
Brn(x̄), E(1)

))

(2.45)

≤ CK,N,R lim
n→∞

m

(
E ∩ Brn(x̄)

)
+ lim

n→∞
(rn + r)P

(
E,Brn(x̄)

)

= CK,N,Rm

(
E ∩Br(x̄)

)
+ 2r P

(
E,Br(x̄)

)
.

By subtracting r P
(
E,Br(x̄)

)
, we obtain (2.36), thus yielding the sought conclusion. �

Remark 2.33 (Comparison with the Gauss–Green formulae in [19]). We stress that recently in
[19] the authors proved Gauss–Green formulae for low regularity vector fields in locally compact
RCD(K,∞) spaces, see [19, Section 6] and in particular [19, Theorem 6.9]. Such a level of
generality has a drawback when compared with the Gauss–Green formula in Theorem 2.28, which
is precisely due to the fact that the boundary term is a bit more difficult to handle.

We notice anyway that even if [19, Theorem 6.9] is proved for vector fields whose divergence is
a signed Radon measure, we cannot directly apply it to the vector field ∇d

2
x̄, because it is not in

L∞(TX) as required in the hypotheses of [19, Theorem 6.9].
All in all, if one wishes to apply [19, Theorem 6.9] to the vector field ∇d

2
x̄ a truncation argument

as the one we performed in the proof of Theorem 2.32 seems to be necessary.
A way to overcome this could be to perform a different proof and apply [19, Theorem 6.9] to

the vector field ∇dx̄, which is in L∞(TX) and has as divergence a measure on X \ {x̄}; and to the
set of finite perimeter E ∪ Br(x̄). To conclude by using such an approach we should get a sharp
estimate on the boundary term in the right-hand side of [19, Equation (6.29)], by using proper
analogues of Proposition 2.30, and Proposition 2.31.

Since the latter described approach does not seem to produce a considerably shorter proof of
our result in Theorem 2.32, and since the study of the (p)-divergence and the mollified heat flow
for measures and vector fields might have its own interest, we decided to reduce ourselves to use
the Gauss–Green formula in Theorem 2.28. �

We can now prove the first of our main results anticipated in the Introduction.

Proof of Theorem 1.1. Let us first prove that

(2.46) rP (E \Br(x̄)) ≤ CK,N,Rm(E ∩Br(x̄)) + rP (E), for a.e. r ∈ (0, R).

First, we know that for a.e. r ∈ (0, R) we have that

(2.47) P (E, ∂Br(x̄)) = 0,

and

(2.48) P (E,X \Br(x̄)) + P (Br(x̄), E(1)) = P (E \Br(x̄)),
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where the last equality follows from the analogous version of Corollary 2.6 for the complement of
balls, cf. Lemma 2.5. Hence, by using the same notation as in Theorem 2.32, we have that (2.36)
holds. Adding rP (E,X \ Br(x̄)) to both sides of (2.36), and by using (2.47), and (2.48), we get
that (2.46) holds.

Now we need to prove that the conclusion in (2.46) above holds for every r ∈ (0, R). Let us
fix r ∈ (0, R) and take rj → r, where rj is a radius for which the inequality (2.46) holds. Since
χE∩(X\Brj

(x̄)) → χE∩(X\Br(x̄)) in L1(X,m), we can use the lower semicontinuity of the perimeter, cf.

Remark 2.3, to deduce that

rP (E \Br(x̄)) ≤ lim inf
j→+∞

rjP (E \Brj (x̄)) ≤ CK,N,Rm(E ∩ Br(x̄)) + rP (E),

which finally gives (1.1).
In order to prove (1.2) it suffices to apply (1.1) to X \E and to use that P (F ) = P (X \ F ) for

every finite perimeter set F ⊂ X. �

In case a set of finite perimeter E has interior or exterior points, it is possible to apply Theo-
rem 1.1 in order to get useful localized deformations of E prescribing the variation of the measure
of the set and such that the variation of the perimeter is linear in the variation of the measure.
Before stating such result, let us recall a basic fact at the level of geodesic metric spaces.

Remark 2.34. If (X, d) is a proper geodesic metric space and U ⊂ X is open, bounded, and
connected, then it can be proved that for any x, y ∈ U there exists a Lipschitz curve γ : [0, L] → U
with finite length L such that γ(0) = x and γ(1) = y. �

Theorem 2.35 (Measure prescribing localized deformations). Let (X, d,m) be an RCD(K,N)
space with N < ∞. Let E ⊂ X be a set of locally finite perimeter and let A ⊂ X be a connected
open set. Assume that P (E,A) > 0.

i) If E ∩ A has interior points, then there exist a ball B ⋐ A, η1 = η1(E,A) > 0 and
C1(E,A) > 0 such that for every η ∈ [0, η1) there is a set F ⊃ E such that

E∆F ⊂ B, m(F ∩B) = m(E ∩B) + η, P (F,A) ≤ C1(E,A)η + P (E,A).

ii) If E ∩ A has exterior points, then there exist a ball B ⋐ A, η2 = η2(E,A) > 0, and
C2(E,A) > 0 such that for every η ∈ [0, η2) there is a set F ⊂ E such that

E∆F ⊂ B, m(F ∩B) = m(E ∩ B) − η, P (F,A) ≤ C2(E,A)η + P (E,A).

Proof. It is readily seen that i) implies ii) passing to the complement, hence it suffices to prove
i). As balls are path-connected, A is path-connected as well. Since P (E,A) > 0 and E ∩ A has
interior points, there are ρ > 0 and x, y ∈ A such that Bρ(x) ⋐ A, m(Bρ(x)\E) = 0, y ∈ E(0)∩A,
and d(x, y) > ρ. By Remark 2.34 there is a Lipschitz curve γ : [0, L] → A with finite length L
such that γ(0) = x and γ(L) = y, and we parametrize γ so that its metric derivative |γ′| = 1
almost everywhere. Let

r :=
1

2
min {ρ, inf{d(γ(t), ∂A) : t ∈ [0, L]}} > 0.

Consider the family of balls
{
Br(γ(tk)) : tk = min

{
k
r

2
, L
}
, k ∈ N

}
.

By construction d(γ(tk+1), γ(tk)) ≤
´ tk+1

tk
|γ′| ≤ r/2, that implies γ(tk+1) ∈ Br(γ(tk)). Hence, if k

satisfies m(Br(γ(tk)) \E) = 0, then γ(tk+1) is an interior point. Since y ∈ E(0) there exists a first
index k0 such that

m(Br(γ(tk0)) \ E) > 0.
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The point γ(tk0) is an interior point, indeed, since k0 is the first index satisfying m(Br(γ(tk0))\E) >
0, then m(Br(γ(tk0−1)) \ E) = 0, and thus γ(tk0) is an interior point. Hence 0 < tk0 < L.
Relabelling z := γ(tk0), we found a point z ∈ A and a radius r > 0 such that

m(B r
2
(z) \E) = 0, m(Br(z) \ E) > 0, Br(z) ⋐ A.

We thus define B := Br(z), η1 := m(Br(z) \E) and C1(E,A) := 2CK,N,r/r, where CN,K,r is given
by Theorem 1.1. By continuity, for any η ∈ [0, η1) there is t ∈ [r/2, r) such that m(Bt(z)\E) = η.
For such η, t we take F = E ∪ Bt(z). Hence E∆F ⊂ Bt(z) ⋐ A, and by Theorem 1.1 applied
locally in A we estimate

P (F,A) ≤ CK,N,r

t
η + P (E,A) ≤ C1(E,A)η + P (E,A).

�

3. Volume constrained minimizers of quasi-perimeters

This section is devoted to the proof of the results stated in Theorem 1.3, Theorem 1.4, and
Corollary 1.6. The proof is quite long and involved, and the main effort is needed in proving that
a volume constrained minimizer E as in Theorem 1.3 or Theorem 1.4 has interior and exterior
points, i.e., there exist two nonempty balls B1, B2 such that B1\E is negligible and B2\E has full
measure. This is achieved in Theorem 3.17 and its proof follows the ideas in [66], which is, in turn,
based on the strategy of [34]. Once Theorem 3.17 is proved, the rest of the claims in Theorem 1.3
and Theorem 1.4 follows by adapting classical ideas from the regularity theory of isoperimetric
sets. In particular, it is proved that a volume constrained minimizer, having interior and exterior
points, enjoys minimality properties without a volume constraint, namely the properties of being
(Λ, r0, σ)-perimeter minimizer or (K, r0)-quasi minimal (cf. Definition 3.21 and Theorem 3.23).
Then density estimates at points in the topological boundary of a volume constrained minimizer E
hold, see Proposition 3.26, implying that E(1) is open and that topological boundary and essential
boundary coincide. Finally, since the presence of interior and exterior points allows the use of
Theorem 2.35, we deduce the boundedness of volume constrained minimizers (cf. Theorem 3.28).
Finally Corollary 1.6 is proved.

3.1. Isoperimetric and comparison inequalities. In this section we prove some inequalities
playing a crucial role in the proof of Theorem 1.3. We start by proving an isoperimetric inequality
having a constant which differs from the Euclidean one by a small error. Such an inequality, which
is a consequence of the results in [21], holds at sufficiently small scales in a neighborhood of points
of density 1 in RCD(K,N) spaces (X, d,HN). We recall that the density function ϑ[X, d,HN ] is
defined in Remark 2.11. For a more general version of the local isoperimetric inequality in the
setting of CD spaces, we refer the reader to [54, Theorem 3.9], where it is exploited to show
Sobolev inequalities with optimal constants.

Proposition 3.1 (Almost Euclidean isoperimetric inequality). For any N ∈ N with N ≥ 2 there
exists ε̄ ∈ (0, 1) such that the following holds. If (X, d,HN) is an RCD(K,N) space for K ∈ R,
then for every o ∈ X such that ϑ[X, d,HN ](o) = 1 and for any ε ∈ (0, ε̄) there is ρ(o, ε) > 0,
R = R(o, ε) > 0, and C̄ := C̄(o, ε) > 0, such that

P (E) ≥ CN

(
1 − ε− C̄ρ

)
(HN(E))

N−1
N ,

for any E contained in a ball Bρ(x) with x ∈ BR(o) and ρ < ρ(o, ε), where CN = Nω
1/N
N is the

N-dimensional Euclidean isoperimetric constant.

Proof. For k ≤ 0 and N ∈ N with N ≥ 2, by [21, Corollary 1.6] we know that there exist
C̄k,N , η̄k,N , δ̄k,N , r̄k,N > 0 such that if (Y, dY ,HN

Y ) is an RCD(k,N) space, if HN
Y (Br̄k,N (x)) ≥
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(1 − η)v(N, k/(N − 1), r̄k,N) for some η ∈ (0, η̄k,N) then

PY (E) ≥ CN(1 − C̄k,N(δ + η))[HN
Y (E)]1−1/N ,

for any E ⊂ Bδ(x) with δ ∈ (0, δ̄k,N). Indeed the assumption on the density at x contained in
[21, Corollary 1.6] is automatically satisfied since the reference measure is HN

Y and the density
is lower semicontinuous as a function on Y . Moreover, in the above notation, r̄k,N is defined by
the identity v(N, k/(N − 1), r̄k,N) = 1 and then limk→0 r̄k,N = r̄0,N > 0. Also C̄k,N ≥ 1 without
loss of generality. By inspection of the proof of the main result [21, Theorem 1.4], assuming the
reference measure is HN

Y , it can be easily checked that the parameter η in the volume assumption

HN
Y (Br̄k,N (x)) ≥ (1 − η)v(N, k/(N − 1), r̄k,N) = 1 − η

can be chosen independently of k,N , i.e., one can take η̄k,N = η̄ > 0. Moreover C̄k,N and δ̄k,N ,
which are defined in the chain of inequalities [21, (4.6)-(4.12)], only depend on the C1 norm of
the function r 7→ v(N, k/(N − 1), r) in a neighborhood of r̄k,N and, in the notation of [21], on the
C1 norm of (k,D) 7→ Ik,N,D(v) for small volumes v ≤ vk,N locally independent of k. The latter
function depends smoothly on its variables by its very definition, see [21, Section 2.2] and the
discussion therein. Observing that the functions r 7→ v(N, k/(N −1), r) also depend smoothly on
k, we can state the following consequence.

Letting r̄k,N such that v(N, k/(N−1), r̄k,N) = 1, for N ∈ N with N ≥ 2, there is k0 < 0, C̄ ′ ≥ 1,
δ̄ > 0 such that if (Y, dY ,HN

Y ) is an RCD(k,N) space with k ∈ [k0, 0], if HN
Y (Br̄k,N (x)) ≥ 1− η for

some η ∈ (0, 1/3) then

PY (E) ≥ CN(1 − C̄ ′(δ + η))[HN
Y (E)]1−1/N ,

for any E ⊂ Bδ(x) with δ ∈ (0, δ̄).
We can now prove that the statement holds for any o ∈ X such that limr→0HN (Br(o))/ωNr

N =
1. Without loss of generality we can assume that K ≤ 0. Fix such o and let ε ∈ (0, η̄). There
exists R(ε, C̄ ′) > 0 such that

(3.1) HN(Br(o)) ≥
(

1 − ε

4C̄ ′

)
v(N, k/(N − 1), r),

for any r ∈ (0, R(ε, C̄ ′)] and k ∈ [k0, 0].
Since K ≤ 0, the space (X, d′ := R̄−1

d,HN
d′

) is RCD(R̄2K,N) for any R̄ > 0. Using (3.1) we
deduce that if R̄ is small enough, so that k := R̄2K ∈ (k0, 0] and R̄r̄k,N < R(ε, C̄ ′), we have

HN
d′ (B

d′

r̄k,N
(o)) =

1

R̄N
HN

(
BR̄r̄k,N (o)

)
≥ 1

R̄N

(
1 − ε

4C̄ ′

)
v(N, k/(N − 1), R̄r̄k,N)

≥
(

1 − ε

2C̄ ′

)
v(N, k/(N − 1), r̄k,N) = 1 − ε

2C̄ ′ ,

where the last inequality follows by taking R̄ small enough, since

lim
R̄→0+

v(N, k/(N − 1), R̄r̄k,N)

R̄Nv(N, k/(N − 1), r̄k,N)
= 1.

By continuity of the map x 7→ HN
d′

(Bd′

r̄k,N
(x)), we conclude that there exists R′ > 0 such that

(3.2) HN
d′

(Bd′

r̄k,N
(x)) ≥ 1 − ε

C̄ ′ ,

for any x with d
′(x, o) < R′. It follows that there exist C̄ ′ ≥ 1, δ̄ > 0 such that

Pd′(E) ≥ CN

(
1 − C̄ ′

(
δ +

ε

C̄ ′

))
[HN

d′ (E)]1−1/N = CN

(
1 − ε− C̄ ′δ

)
[HN

d′ (E)]1−1/N ,

for any E ⊂ Bd′

δ (x) with δ ∈ (0, δ̄), for any x with d
′(x, o) < R′.

Since d
′ = R̄−1

d, by scaling back, this means that

P (E) ≥ CN(1 − ε− C̄ ′R̄−1δ)[HN(E)]1−1/N ,



30 GIOACCHINO ANTONELLI, ENRICO PASQUALETTO, AND MARCO POZZETTA

for any E ⊂ Bδ(x) with δ ∈ (0, R̄δ̄), for any x with d(x, o) < R̄R′. Defining C̄ := C̄ ′R̄−1 the
statement follows. �

The moral behind the previous Proposition is that when the space is locally sufficiently close to
the Euclidean model, then an isoperimetric inequality with a constant close to the Euclidean one
holds at small scales. The latter is precisely the content of the result in [21, Theorem 1.3], which
is only stated for smooth Riemannian manifolds. With the help of the study later developed in
[25] we are able to give an analogue of [21, Theorem 1.3] in the setting of RCD(K,N) spaces
equipped with the Hausdorff measure HN . We will not use the forthcoming result in the paper,
but we register here for future references. We do not claim any originality in the proof of the
forthcoming result, since it was essentially already contained in [21, Theorem 1.3]. We denote by
dGH the Gromov–Hausdorff distance between compact metric spaces.

Corollary 3.2. Let us fix N ∈ N with N ≥ 2. Then there exist εN , αN > 0 such that the following
holds. For every ε < εN there exists δ := δ(ε,N) > 0 such that if (X, d,HN) is an RCD(−δ, N)
space and

dGH

(
B

X

1 (o), B
RN

1 (0)
)
≤ δ,

for some o ∈ X, then

P (E) ≥ CN (1 − ε) (HN (E))
N−1
N ,

for any E ⊂ BεαN
(o), where CN = Nω

1/N
N is the N-dimensional Euclidean isoperimetric constant.

Proof. Let r̄k,N be the unique radius satisfying the identity v(N, k/(N − 1), r̄k,N) = 1, for any
k ∈ R and N ≥ 2. In the proof of Proposition 3.1 we obtained the following. For N ∈ N with
N ≥ 2, there is k0 < 0, C̄ ′ ≥ 1, δ̄ > 0 such that if (Y, dY ,HN

Y ) is an RCD(k,N) space with
k ∈ [k0, 0], if HN

Y (Br̄k,N (x)) ≥ 1 − η for some η ∈ (0, 1/3) then

(3.3) PY (E) ≥ CN(1 − C̄ ′(δ′ + η))[HN
Y (E)]1−1/N ,

for any E ⊂ Bδ′(x) with δ′ ∈ (0, δ̄).
Let us fix (X, d,HN) as in the hypotheses, where δ has to be chosen. For any k ∈ [k0, 0] we

have

dGH

(
B

X′

r̄k,N
(o), B

RN

r̄k,N
(0)
)
≤ δr̄k,N ,

where X′ denotes the RCD(−δ/r̄2k,N , N) space (X, d′,HN
d′

) and d
′ := r̄k,Nd. Up to taking k suffi-

ciently close to 0 from the left, since r̄k,N → r̄0,N as k → 0, there exists δ small enough such that

HN
d′

(B
X′

r̄k,N
(o)) ≥ 1− ε

2C̄′
by [25, Theorem 1.3] and −δ/r̄2k,N ≥ k0. For εN small, i.e., εN/(2C̄

′) < δ̄,

we can apply (3.3) on any set E ⊂ BX′

ε/(2C̄′)
(o) = BX

ε/(2C̄′ r̄k,N )
(o), and the claim follows. �

The next proposition states a comparison between the perimeter of balls of equal volume in an
RCD space and in the corresponding reference model. The result was firstly proved in [50] in the
smooth setting, but the proof can be easily generalized to the nonsmooth realm of RCD spaces.

Proposition 3.3. Let (X, d,HN) be a RCD(K,N) space for K ∈ R and N ∈ N with N ≥ 2.
Then for any ball B ⊂ X it holds that

P (B) ≤ PK(BK(HN (B))),

where PK is the perimeter functional on the model MN
K/(N−1) and BK(v) is a ball in MN

K/(N−1) of
volume v for any v ≥ 0.

Proof. The proof follows by the very same arguments of [50, Theorem 3.5]. Indeed, the proof
therein only uses Bishop–Gromov monotonicity of the ratios

HN(Br(x))

v(N,K/(N − 1), r)
,

P (Br(x))

s(N,K/(N − 1), r)
,
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the inequality
P (Br(x))

s(N,K/(N − 1), r)
≤ HN(Br(x))

v(N,K/(N − 1), r)
,

which holds by Bishop–Gromov monotonicity and the coarea formula, and finally the fact that

HN (Br(x))

v(N,K/(N − 1), r)
≤ 1,

which holds since

HN(Br(x))

v(N,K/(N − 1), r)
≤ lim

ρ→0+

HN(Bρ(x))

v(N,K/(N − 1), ρ)
= ϑ[X, d,HN ](x) ≤ 1,

where the last inequality follows from the fact that the reference measure is HN and the density
function x 7→ ϑ[X, d,HN ](x) is lower semicontinuous. �

Corollary 3.4. Let (X, d,HN) be an RCD(K,N) space for K ∈ R and N ∈ N with N ≥ 2. Then
for every ε1 > 0 there is Vε1 > 0 such that if B ⊂ X is a ball with HN(B) ≤ Vε1, then

P (B) ≤ (CN + ε1)(HN (B))
N−1
N ,

where CN = Nω
1/N
N .

Proof. Given ε1 > 0 there is Vε1 > 0 such that if BK ⊂ MN
K/(N−1) is a ball in the model MN

K/(N−1)

with volume v ≤ Vε1, then

(3.4) PK(BK) ≤ (1 + ε1/CN)P0(B
0(v)) = (1 + ε1/CN)CNv

1−1/N ,

where PK , P0 are the perimeter functionals on MN
K/(N−1),R

n respectively, and B0(v) is a ball in
Rn having volume v.

Given B ⊂ X with volume v = HN (B) ≤ Vε1 , the claim immediately follows from Proposi-
tion 3.3 and (3.4). �

We recall here the statement of the relative isoperimetric inequality in the context of RCD

spaces. The next result is a well-known consequence of [35, Theorem 9.7], taking into account
that a RCD(K,N) space is a geodesic space in which a weak local (1, 1)-Poincaré inequality holds,
see [58], and the uniform locally doubling property holds, cf. Remark 2.11. See also [47, Theorem
4.5] and [5, Remark 3.4]. We omit the proof of the next result since it is rather classical.

Proposition 3.5 (Relative isoperimetric inequality). Let (X, d,m) be an RCD(K,N) space. Let
Ω ⊂ X be a bounded set and let R > 0. Then there is a constant CRI = CRI(N,K,Ω, R) such that

min
{
m(Br(x) ∩ E)1−

1
N ,m(Br(x) \ E)1−

1
N

}
≤ CRIP (E,Br(x)),

for any r ≤ R and x ∈ Ω, for any set of locally finite perimeter E in X.
Moreover, if there exists v0 such that m(B1(x)) ≥ v0 for every x ∈ X, then the constant CRI

only depends on N,K,R, v0.

3.2. Preparatory estimates. We start by proving some technical results holding for arbitrary
sets of finite perimeter in RCD(K,N) spaces (X, d,m). We begin with a well-known classical
covering lemma, including a short proof for the convenience of the reader. We stress that the
hypotheses of Lemma 3.7 are satisfied, e.g., whenever (X, d,m) is a CD(K,N) space with N < +∞
by virtue of Remark 2.11.

Remark 3.6. If (X, d,m) is a metric measure space where m is uniformly locally doubling, then
for every R > 0 there exist constants C1, C2 such that

m(Br2(x))

m(Br1(x))
≤ C1

(
r2
r1

)C2

,
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for every x ∈ X and every r1 ≤ r2 ≤ R. We can take C2 := log2C, where C is the doubling
constant associated to R. This is a pretty standard observation coming from the iteration of the
uniformly local doubling property, cf. [35, Lemma 14.6]. �

Lemma 3.7 (Covering Lemma). Let (X, d,m) be a metric measure space where m is uniformly
locally doubling, let R > 0, and let ρ ≤ R.

(i) Let C1, C2 the constants associated to the radius R as in Remark 3.6. Hence, for any
α > 0, z ∈ X, αρ ≤ R ≤ R, it holds

♯F ≤ C1

(
2R

αρ

)C2

,

for any family F of disjoint balls of radius αρ contained in BR(z).
(ii) If Ω ⊂ X is open and D ⊂ Ω is dense in Ω, there exist countably many points {xi}i∈N ⊂ D

such that

B ρ

2
(xi) ∩B ρ

2
(xj) = ∅ ∀ i 6= j,

⋃

i

Bρ(xi) ⊃ D,

⋃

i

Bλρ(xi) ⊃ Ω ∀λ > 1.

(3.5)

Moreover, for any β ≤ R and z ∈ ⋃iBβρ(xi), it holds

(3.6) ♯ {balls Bβρ(xi) : z ∈ Bβρ(xi)} ≤ max
{

1, C1(8β)C2
}
,

where C1, C2 are the constants as in Remark 3.6 associated to 2R
2
.

Proof. If Bαρ(y1), . . . , Bαρ(yℓ) are disjoint balls in BR(z) as in item (i) and, say, m(Bαρ(y1)) =
mini=1,...,ℓm(Bαρ(yi)), then

ℓ ≤ m(BR(z))

m(Bαρ(y1))
≤ m(B2R(y1))

m(Bαρ(y1))
≤ C1

(
2R

αρ

)C2

,

and item (i) follows.
Now let D and Ω be as in item (ii). The existence of the family {xi}i∈N satisfying (3.5) easily

follows by applying Zorn Lemma on D as in [15, Lemma 4.4]. Observe that the third line in (3.5)
follows from the second one and the density of D in Ω.

In order to prove (3.6) for given β and z, observe that if β ≤ 1/2 then the left-hand side in (3.6) is
at most 1, so we can assume β > 1/2. So, if z ∈ Bβρ(xi) then Bρ/2(xi) ⊂ Bβρ(xi) ⊂ B2βρ(z). Hence
applying item (i) on the family F = {balls Bρ/2(xi) : z ∈ Bβρ(xi)} with respect to R = 2βρ and
α = 1/2, (3.6) follows. �

The next lemma states that in a neighborhood of almost every density 0 point of a set of finite
perimeter E, the measure of E inside small balls decay as a power strictly greater than N of the
radius of such balls.

Lemma 3.8 (Volume decay estimate). Let (X, d,HN) be an RCD(K,N) space for K ∈ R and N ∈
N with N ≥ 2. Let E be a set of locally finite perimeter. Then for any o ∈ E(0)∩{ϑ[X, d,HN ] = 1}
there is Ro ∈ (0, 1), CE > 0 such that

f(r) := inf
{
HN (Br(x) ∩ E) : x ∈ BRo

(o)
}
≤ CEr

N2

N−1 ∀ r ∈ [0, Ro).

Proof. Since o ∈ E(0) ∩ {ϑ[X, d,HN ] = 1}, there exists Ro ∈ (0, 1) such that

(3.7) HN(BR(o) ∩ E) ≤ ΛRN ∀R ∈ (0, 2Ro],
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where Λ := CoCo,3/(2C) is a constant depending on N,K,HN(B1(o)) defined in terms of constants
appearing below.

For any r < Ro we can apply item (ii) of Lemma 3.7 with ρ = r and Ω = D = BRo
(o), thus

getting points {xi} ⊂ BRo
(o). By Bishop–Gromov monotonicity, as HN is the reference measure,

we have that

Co,1(Ro)
N ≤ HN(BRo

(o)) ≤
∑

i

HN (Br(xi)) ≤ ♯{xi}v(N,K/(N − 1), r) ≤ ♯{xi}Co,2r
N ,

so that

(3.8) ♯{xi} ≥ Co

(
Ro

r

)N

,

and Co > 0 only depends on N,K,HN(B1(o)). Let us define

A :=

{
xi : HN(E ∩Br(xi)) >

1

2
HN(Br(xi))

}
,

B :=

{
xi : HN(E ∩Br(xi)) ≤

1

2
HN (Br(xi))

}
.

Hence

Co,3r
N♯A <

∑

xi∈A

HN(E ∩ Br(xi)) ≤ max
{

1, C18
C2
}
HN(E ∩ BRo+r(o))

≤ CΛ(Ro)
N ,

where we used (3.6) in the second inequality, (3.7) in the third inequality, Co,3 depends on
N,K,HN(B1(o)), and C only depends on N,K. Therefore

(3.9) ♯A <
CΛ

Co,3

(
Ro

r

)N

.

Using (3.8) and (3.9), by the choice of Λ we obtain

(3.10) ♯B = ♯{xi} − ♯A >
Co

2

(
Ro

r

)N

.

If f is as in the statement, using the relative isoperimetric inequality of Proposition 3.5 we estimate

♯Bf(r)1−1/N ≤
∑

xi∈B

HN(E ∩ Br(xi))
1−1/N ≤ CRI

∑

xi∈B

P (E,Br(xi))

≤ CRI max
{

1, C18
C2
}
P (E,BRo+r(o))

≤ Co,4P (E,B2(o)),

where we used (3.6) with β = 1 in the third inequality and Co,4 only depends on N,K, o. Rewriting
the last estimate taking into account (3.10) yields

f(r) ≤
(
Co,4P (E,B2(o))

♯B

) N
N−1

≤
(

2Co,4P (E,B2(o))

Co(Ro)N

) N
N−1

r
N2

N−1 ,

which defines the desired constant CE and completes the proof. �

We shall need the next observation on sets of finite perimeter.

Remark 3.9. Let (X, d,m) be a metric measure space and let E ⊂ X be a set of locally finite
perimeter. Then

• For any x ∈ X there exist at most countably many radii r > 0 such that P (E, ∂Br(x)) > 0.
• For almost every r > 0 and m-a.e. x ∈ X it holds that P (E, ∂Br(x)) = 0.
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The second item follows from the first one and the following observation. The map (x, r) 7→
P (E, ∂Br(x)) = P (E,Br(x))−P (E,Br(x)) is (m×L1)-measurable, indeed (x, r) 7→ P (E,Br(x))
is lower semicontinuous and (x, r) 7→ P (E,Br(x)) is upper semicontinuous. Let o ∈ X and
R, ρ > 0 be fixed. By the first item and Fubini’s Theorem we deduce

0 =

ˆ

BR(o)

ˆ ρ

0

P (E, ∂Br(x)) dr dm(x) =

ˆ ρ

0

ˆ

BR(o)

P (E, ∂Br(x)) dm(x) dr,

and then for almost every r ∈ (0, ρ) and m-a.e. x ∈ BR(o) it holds that P (E, ∂Br(x)) = 0. Sending
R, ρ→ +∞ the second item follows. �

In the next lemma, we prove that whenever the measure of a set of finite perimeter E inside a
ball satisfies the decay in Lemma 3.8, then we can decrease the radius of such ball maintaining
the original decay and also additionally controlling the perimeter of the new ball inside E(1).

Lemma 3.10. Let (X, d,m) be an RCD(K,N) space and let E ⊂ X be a set of locally finite
perimeter. Let τ ∈ (0, 1) and suppose that there exists a ball Br(x) such that

r < min

{
1

(2CE)1−
1
N

( τ

2N+2

)N−1

,
1

(2CE)1−
1
N

(
N − 1

2N2
τ

)N−1
}
,

and

m(Br(x) ∩ E) ≤ 2CEr
N2

N−1 , P (E, ∂Br(x)) = 0,

for some constant CE > 0.
Then there exists ρ ∈ [r/2, r] such that

m(Bρ(x) ∩ E) ≤ 2CEρ
N2

N−1 ,

P (Bρ(x), E(1)) ≤ τ m(Bρ(x) ∩ E)1−
1
N ,

P (E, ∂Bρ(x)) = 0.

Proof. Let g(s) := m(E∩Bs(x)) for s ∈ [0, r]. Then, by the coarea formula, g′(s) = P (Bs(x), E(1))
for almost every s. We estimate

ˆ r

0

(g1/N)′ = g1/N(r) ≤ (2CE)1/Nr
N

N−1 <
τ

N
r.

Hence there is a set of positive measure in (0, r) such that (g(s)1/N)′ ≤ τ/N at such s’s. Observe
that for almost every such s this is equivalent to

P (Bs(x), E(1)) = g′(s) ≤ τg(s)1−
1
N = τ m(Bs(x) ∩ E)1−

1
N .

It is well defined the supremum

s0 := sup
{
s ∈ [0, r] : P (Bs(x), E(1)) ≤ τg(s)1−

1
N , P (E, ∂Bs(x)) = 0

}
.

If s0 = r then the supremum is a maximum. Indeed, since lim infs→r− P (Bs(x), E(1)) ≥ P (Br(x), E(1))
by Proposition 2.7, if there is a sequence of competitors si ր s0 = r then P (Br(x), E(1)) ≤
τg(r)1−

1
N . Hence, as P (E, ∂Br(x)) = 0 by assumption, the statement follows by taking ρ = r.

So we can assume that s0 ∈ (0, r). For any s ∈ (s0, r] we have that either P (Bs(x), E(1)) >

τg(s)1−
1
N , or P (E, ∂Bs(x)) > 0. Hence for almost every s ∈ (s0, r] we have that g′(s) > τg(s)1−

1
N ,

that is (g(s)1/N)′ > τ/N for almost every s ∈ (s0, r]. Integrating from s0 to r gives

(3.11) g(r)1/N − g(s0)
1/N ≥ τ

N
(r − s0),

that implies

r − s0 ≤
N

τ
(2CE)1/Nr

N
N−1 ≤ N

2N+2
r ≤ 1

4
r,
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so that s0 ≥ 3
4
r. If s0 is a maximum, then the statement follows by taking ρ = s0, indeed

g(s0)
1/N ≤ g(r)1/N − τ

N
(r − s0) ≤ (2CE)1/Nr

N
N−1 − τ

N
(r − s0) ≤ (2CE)1/Ns

N
N−1

0 ,

where the last inequality follows from the smallness assumption on r as in [66, Proposition 3.2].
So we can assume that the supremum s0 is not attained. Then there exists α ∈

(
2
3
, 1
)

such that

s0(1 − α) ≤ r − s0,

s̄ := αs0 satisfies P (Bs̄(x), E(1)) ≤ τg(s̄)1−
1
N , P (E, ∂Bs̄(x)) = 0, s̄ ≥ r

2
.

(3.12)

We claim that ρ = s̄ satisfies the statement. We need to prove that g(s̄) ≤ 2CE s̄
N2

N−1 . By (3.11)
we have g(r)1/N − g(s̄)1/N ≥ τ

N
(r − s0) and then

g(s̄)1/N ≤ (2CE)1/Nr
N

N−1 − τ

N
(r − s0).

Hence it is enough to check that

(3.13) (2CE)1/Nr
N

N−1 − τ

N
(r − s0) ≤ (2CE)1/N s̄

N
N−1 .

Indeed

r
N

N−1 − s̄
N

N−1 =
N

N − 1

(
ˆ r

s0

t
1

N−1 dt+

ˆ s0

s̄

t
1

N−1 dt

)

≤ N

N − 1

(
r

1
N−1 (r − s0) + s

1
N−1

0 s0(1 − α)

)

≤ Nr
1

N−1

N − 1
((r − s0) + s0(1 − α))

≤ 2Nr
1

N−1

N − 1
(r − s0)

≤ 1

(2CE)1/N
τ

N
(r − s0),

that is equivalent to (3.13). In the above chain, we used s0 ≤ r in the second inequality, (3.12) in
the third inequality, and the smallness assumption on r in the last inequality. �

We are now ready for the definitions playing a key role towards the proof of Theorem 3.17.
From now on and for the rest of the section, we fix

0 < τ =
(

2 − 21− 1
N

)
γN

CN

8
,

γN ≤ 8−N ,
(3.14)

where we recall that CN := N(ωN )1/N , and

(3.15) ε = min

{
τ

4CN
,
ε̄

2

}
,

for ε̄ as given by Proposition 3.1.
For a given RCD(K,N) space (X, d,HN), with N ≥ 2 natural number, and a given set of locally

finite perimeter E with HN(E(0)) > 0, let o ∈ E(0) ∩ {ϑ[X, d,HN ] = 1} be fixed. Then let Ro, CE

be given by Lemma 3.8.
By Bishop–Gromov monotonicity, and the fact that the density at any point is ≤ 1, there exist

b > a > 0 depending on N,K, o such that

(3.16) arN ≤ HN(Br(x)) ≤ brN ,
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for any x ∈ BRo
(o) and any r ≤ 2.

We define Aτ (E) as the family of balls Br(x) ⊂ X with x ∈ BRo
(o) such that

r <
( a

2b

)N−1

min

{
1

(2CE)1−
1
N

( τ

2N+2

)N−1

,
1

(2CE)1−
1
N

(
N − 1

2N2
τ

)N−1
}
,

HN (Br(x) ∩ E) ≤ 2CEr
N2

N−1 ,

P (Br(x), E(1)) ≤ τ HN (Br(x) ∩ E)1−
1
N ,

P (E, ∂Br(x)) = 0.

(3.17)

Remark 3.11. The family Aτ (E) is nonempty and contains balls of arbitrarily small radii. Indeed
for almost every r ∈ (0, Ro) with r bounded above as in (3.17) we know that P (E, ∂Br(x)) = 0
for HN -a.e. x by Remark 3.9. For any such r, there is y ∈ BRo

(o) such that HN(Br(y) ∩ E) ≤
3
2
CEr

N2

N−1 by Lemma 3.8. As x 7→ HN(Br(x) ∩ E) is continuous, we find x ∈ BRo
(o) such that

HN(Br(x) ∩ E) ≤ 2CEr
N2

N−1 and P (E, ∂Br(x)) = 0. Hence applying Lemma 3.10, we get that
Bρ(x) ∈ Aτ (E) for some ρ ∈ [r/2, r]. �

Without loss of generality we can assume that Ro < R(ε, o), where R(ε, o) is given by Propo-
sition 3.1. Hence we also have that

(3.18) P (F ) ≥ CN

(
1 − ε− C̄ρ

)
(HN(F ))

N−1
N ,

for any F ⊂ Br(x) with x ∈ BRo
(o) and r < ρ(o, ε), where C̄ and ρ(o, ε) were given by Proposi-

tion 3.1.

Proposition 3.12. In the above setting, assume that Br(x) ∈ Aτ (E) with

0 < r ≤ min

{
ρ(o, ε),

1

C̄

(
3

4
− ε

)}
.

Then either

P (E,Br(x)) ≥
(
CN

(
1 − ε− C̄r

)
+ 4τ

)
HN (Br(x) ∩ E)1−

1
N ,

or there exists Br′(x
′) ∈ Aτ (E) such that

Br′(x
′) ⊂ Br(x), r′ ∈

(
r

16
,
3

8
r

)
.

In particular, one of the following alternatives occurs:

• Either for any 0 < λ ≤ min
{
ρ(o, ε), 1

C̄

(
3
4
− ε
)}

there is Bt(z) ∈ Aτ (E) with t ∈ (0, λ) and
such that

P (E,Bt(z)) ≥
(
CN(1 − ε− C̄t) + 4τ

)
HN(Bt(z) ∩ E)1−

1
N ;

• Or there is a sequence of balls {Bri(xi)}i∈N ⊂ Aτ (E) such that Bri+1
(xi+1) ⊂ Bri(xi) and

ri+1 ∈
(
ri
16
, 3
8
ri
)
.

Proof. Let
{
Br/2(yi) : i = 1, . . . ,M

}
be a maximal family of disjoint balls of radius r/2 contained

in Br(x). By (3.16) we have

a
rN

2N
M ≤

M∑

i=1

HN(Br/2(yi)) ≤ HN(Br(x)) ≤ brN ,
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so that M ≤ 2Nb/a. Using the coarea formula we estimate

2Nb

a
HN (Br(x) ∩ E) ≥MHN (Br(x) ∩ E) =

M∑

i=1

ˆ 2r

0

P (Bt(yi), E
(1) ∩Br(x)) dt

≥ kL1

({
t ∈ (0, 2r) :

M∑

i=1

P (Bt(yi), E
(1) ∩ Br(x)) ≥ k

})
,

for any k > 0. Setting k = τ
2
HN(Br(x) ∩ E)1−

1
N and using (3.17) we get that

L1

({
t ∈ (0, 2r) :

M∑

i=1

P (Bt(yi), E
(1) ∩ Br(x)) ≥ k

})
≤ 2N+1b

aτ
HN(Br(x) ∩ E)

1
N

≤ 2N+1b

aτ
(2CE)

1
N r

N
N−1 <

r

4
,

where in the last inequality we are using the first bound in (3.17). Hence there exists s0 ∈
(r/8, 3r/8) such that

M∑

i=1

P (Bs0(yi), E
(1)) =

M∑

i=1

P (Bs0(yi), E
(1) ∩Br(x)) <

τ

2
HN (Br(x) ∩ E)1−

1
N ,

P (E, ∂Bs0(yi)) = 0 ∀ i = 1, . . . ,M.

(3.19)

Observe that any two different balls in {Bs0(yi)}Mi=1 are located at positive distance one from the

other. Denote by V :=
⋃M

i=1Bs0(yi).
We now distinguish a few cases, eventually yielding the alternative in the statement. Suppose

first that

HN(E ∩ Br(x) \ V ) ≥
(

1 − γ
N

N−1

N

)
HN (E ∩Br(x)).

Then

(3.20) ∃ i : HN (E ∩Bs0(yi)) < γ
N

N−1

N HN(E ∩ Br(x)).

Then, recalling (3.17), by assumption we get

HN(E ∩Bs0(yi)) < 2CEγ
N

N−1

N r
N2

N−1 < 2CEγ
N

N−1

N s
N2

N−1

0 8
N2

N−1 ≤ 2CEs
N2

N−1

0 ,

by definition of γN in (3.14). Employing Lemma 3.10 we get that there is r′ ∈ [s0/2, s0] ⊂
(r/16, 3r/8) such that Br′(yi) ∈ Aτ (E). Hence Br′(x

′) with x′ = yi satisfies the second alternative
in the statement.

Next we suppose that

HN(E ∩ Br(x) \ V ) ≤ γ
N

N−1

N HN(E ∩ Br(x)).

In this case we consider

x′ ∈ argmin

{
d(w, x) : w ∈

M⋃

i=1

∂B r
2
(yi)

}
.

We have that d(x′, x) ≤ r/2, for otherwise Br/2(x) would be disjoint from any Br/2(yi) and
thus the family {Br/2(yi) : i = 1, . . . ,M} ∪ {Br/2(x)} would contradict the maximality of the
family {Br/2(yi) : i = 1, . . . ,M}. Up to renaming, we can say that x′ ∈ ∂B r

2
(y1); thus letting
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s1 := r
2
− s0 ∈ (r/8, 3r/8), we see that Bs1(x

′) ⊂ Br(x) and Bs1(x
′) is disjoint from any ball

Bs0(yi) by the triangle inequality. Hence there exists s′1 ∈ (r/8, s1] such that

P (E, ∂Bs′1
(x′)) = 0,

HN(E ∩ Bs′1
(x′)) ≤ HN(E ∩ Br(x) \ V ) ≤ γ

N
N−1

N HN (E ∩Br(x)),

and thus we are essentially back to the case (3.20) with s′1, x
′ in place of s0, yi. Therefore, arguing

as before, one finds r′ ∈ [s′1/2, s
′
1] ⊂ (r/16, 3r/8) such that Br′(x

′) satisfies the second alternative
in the statement.

Finally, it remains to deal with the case

γ
N

N−1

N HN(E ∩ Br(x)) < HN (E ∩Br(x) \ V ) <

(
1 − γ

N
N−1

N

)
HN (E ∩Br(x)).

In this case

γ
N

N−1

N HN(E ∩ Br(x)) ≤ HN(E ∩ V ) ≤
(

1 − γ
N

N−1

N

)
HN (E ∩Br(x)),

as well. Using the elementary inequality

(2 − 21− 1
N )(min{c, d})1−

1
N ≤ c1−

1
N + d1−

1
N − (c+ d)1−

1
N ∀ c, d ≥ 0,

and (3.14) we obtain the estimate

HN (E ∩ V )1−
1
N + HN(E ∩ Br(x) \ V )1−

1
N −HN (E ∩Br(x))1−

1
N

≥ (2 − 21− 1
N ) min

{
HN(E ∩ V )1−

1
N ,HN(E ∩ Br(x) \ V )1−

1
N

}

≥ (2 − 21− 1
N )γNHN(E ∩Br(x))1−

1
N

=
8τ

CN
HN(E ∩ Br(x))1−

1
N .

(3.21)

Since P (E, ∂Br(x)) = 0, then 0 = Hcod-1(∂eE ∩ ∂Br(x)) ≥ Hcod-1(∂eE ∩ ∂eBr(x)). Then P (E ∩
Br(x), ·) = P (E, ·)|Br(x) + P (Br(x), ·)|E(1) by Lemma 2.5. Recalling also (3.19), that the balls
{Bs0(yi)} are pairwise located at positive distance and that each of them is located at positive
distance from ∂Br(x), we can estimate

P (E,Br(x)) = P (E ∩ Br(x)) − P (Br(x), E(1))

= P (E ∩ V ) + P (E ∩ Br(x) \ V ) − 2

M∑

i=1

P (Bs0(yi), E
(1)) − P (Br(x), E(1))

≥ CN

(
1 − ε− C̄r

) [
(HN(E ∩ V ))1−1/N + HN(E ∩ Br(x) \ V )1−1/N

]
+

− 2
τ

2
HN(Br(x) ∩ E)1−1/N − τHN (Br(x) ∩ E)1−1/N

≥ CN

(
1 − ε− C̄r

)
HN(Br(x) ∩ E)1−1/N +

+
[
8τ
(
1 − ε− C̄r

)
− 2τ

]
HN(Br(x) ∩ E)1−1/N

≥
(
CN

(
1 − ε− C̄r

)
+ 4τ

)
HN (Br(x) ∩ E)1−1/N ,

where we used (3.18) in the first inequality since r < ρ(o, ε), (3.21) in the second inequality, and
the assumed upper bound on r in the last inequality.

The alternative stated in the second part of the statement follows because Aτ (E) contains balls
of arbitrarily small radii by Remark 3.11. So, for given 0 < λ ≤ min

{
ρ(o, ε), 1

C̄

(
3
4
− ε
)}

, there
is Br(x) ∈ Aτ (E) with 0 < r < λ, and then an inductive application of the first part of the
statement yields the sought alternative. �
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3.3. Interior and exterior points. Let (X, d,HN) be an RCD(K,N) space with N ≥ 2 natural
number. Let Ω ⊂ X be an open set. In this section we consider a functional

G :
{
HN -measurable sets in Ω

}
/ ∼ → (−∞,+∞],

where E ∼ F if and only if HN (E∆F ) = 0, where E∆F denotes the symmetric difference between
E and F , such that

(3.22)

G(∅) < +∞,

∀Ω̃ ⋐ Ω bounded open ∃CG > 0, σ > 1 − 1
N

:
G(E) ≤ G(F ) + CGHN(E∆F )σ,

for any Borel sets E, F ⊂ Ω such that E∆F ⊂ Ω̃. Observe both CG and σ may depend on Ω̃.
Also (3.22) implies that G is finite on bounded subsets of Ω. Notice that (3.22) exactly coincides
with the assumption (1.3) we gave in the discussion in the Introduction.

For such a function G, we define the quasi-perimeter P restricted to Ω by

P(E,Ω) := P (E,Ω) +G(E ∩ Ω),

for any HN -measurable set E in Ω. When Ω = X we can also define the quasi-perimeter

(3.23) P(E) := P (E) +G(E),

for any HN -measurable set E in X.

Definition 3.13. Let (X, d,HN), Ω ⊂ X, G, P be as above.
We say that a set of locally finite perimeter E ⊂ X is a volume constrained minimizer of P in Ω

if for any HN -measurable set F such that there is a compact set K ⊂ Ω with HN ((E∆F )\K) = 0,
and such that HN(F ∩K) = HN(E ∩K) it occurs that

P(E,Ω) ≤ P(F,Ω).

If Ω = X, HN (E) < +∞, and E satisfies that P(E) ≤ P(F ) for any F with HN(F ) = HN (E),
we say that E is a volume constrained minimizer of P.

From now on and for the rest of the section, let Ω be an open set in X and let E ⊂ X be a
volume constrained minimizer of P in Ω. Without loss of generality we assume P (E,Ω) > 0. In
fact, if P (E,Ω) = 0, then applying Proposition 3.5 we have that either E ∩Ω = ∅, E ∩Ω = Ω, or
E∩Ω is the union of some connected components of Ω, and thus a good description of the set E is
readily established. Notice moreover that, from the locality of the perimeter, having P (E,Ω) > 0
implies min{HN(E ∩ Ω),HN(Ω \ E)} > 0.

Let τ, ε be as in (3.14), (3.15). Let o ∈ Ω ∩ E(0) ∩ {ϑ[X, d,HN ] = 1} be fixed. Then let Ro,
CE be given by Lemma 3.8. Without loss of generality we can assume that Ro < R(ε, o), where
R(ε, o) (together with ρ(o, ε) and C̄) is given by Proposition 3.1. Let a, b be as in (3.16) and define
Aτ (E) as in (3.17). Therefore we are in position to apply Proposition 3.12 on the set E. The
next result tells that the minimality assumption on E implies that only the second alternative in
Proposition 3.12 occurs.

Lemma 3.14. If P, E, Aτ (E) are as above, then there exists a sequence of balls {Bri(xi)}i∈N ⊂
Aτ (E) such that Bri+1

(xi+1) ⊂ Bri(xi) and ri+1 ∈
(
ri
16
, 3
8
ri
)
.

Proof. We can assume without loss of generality that E has no exterior points in BRo
(o), i.e.,

HN(E ∩ Br(x)) > 0 for any r > 0 and x ∈ BRo
(o), otherwise the claim immediately fol-

lows. We then prove that the occurrence of the first alternative in Proposition 3.12 leads
to a contradiction with the minimality of E. So we assume by contradiction that for any
0 < λ ≤ min

{
ρ(o, ε), 1

C̄

(
3
4
− ε
)}

there is Bt(z) ∈ Aτ (E) with t ∈ (0, λ) and such that

P (E,Bt(z)) ≥
(
CN

(
1 − ε− C̄t

)
+ 4τ

)
HN(Bt(z) ∩ E)1−

1
N .
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We impose

0 < λ < min

{
ρ(o, ε),

1

C̄

(
3

4
− ε

)
,
d(o, ∂Ω)

2
,

(
a

2CE

)N−1

,

(
Vτ

2CE

)N−1
N2

,
τ

4CN C̄

}
,

CG2σ(2CEλ
N2

N−1 )σ−
N−1
N ≤ τ,

(3.24)

where CG and σ are as in (3.22) and Vτ is given by Corollary 3.4 taking ε1 = τ . By absurd
assumption, this gives a ball Bt(z) ∈ Aτ (E) as above. Observe that Bt(z) ⋐ Ω by the choice of
λ. We construct the comparison set

F := (E \Bt(z)) ∪ B,
where B is the ball centered at z with measure HN (B) = HN(E ∩ Bt(z)). Since

HN(B) = HN(E ∩Bt(z)) ≤ 2CEt
N2

N−1 < atN ≤ HN (Bt(z)),

by (3.24), we see that B ⋐ Bt(z) and HN(F ∩ Bt(z)) = HN (E ∩ Bt(z)), and thus P(E,Ω) ≤
P(F,Ω). Using (3.24) we estimate

CGHN (F∆E)σ ≤ CG2σHN(E ∩ Bt(z))
σ−N−1

N HN(E ∩ Bt(z))
N−1
N

≤ CG2σ(2CEt
N2

N−1 )σ−
N−1
N HN(E ∩ Bt(z))

N−1
N

≤ τHN (E ∩ Bt(z))
1− 1

N .

(3.25)

Hence we get

P(F,Ω) = P (E,Ω) + P (B) + P (Bt(z), E
(1)) − P (E,Bt(z)) +G(F ∩ Ω)

≤ P (E,Ω) + P (B) + τHN (Bt(z) ∩ E)1−
1
N +

−
(
CN(1 − ε− C̄t) + 4τ

)
HN(Bt(z) ∩ E)1−

1
N +G(E ∩ Ω) + CGHN (F∆E)σ

≤ P(E,Ω) + P (B) +
[
τ − CN(1 − ε− C̄t) − 4τ + τ

]
HN(Bt(z) ∩ E)1−

1
N

≤ P(E,Ω) +
[
CN + τ − CN(1 − ε− C̄t) − 2τ

]
HN(Bt(z) ∩ E)1−

1
N

≤ P(E,Ω) − τ

2
HN(Bt(z) ∩ E)1−

1
N

where in the first equality we used that P (E, ∂Bt(z)) = 0 by (3.17) and Lemma 2.5; in the
first inequality we used (3.17), the absurd hypothesis, and (3.22); in the second inequality we
used (3.25); in the third inequality we used Corollary 3.4, as HN(B) = HN(E ∩ Bt(z)) < Vτ by
(3.24); in the fourth inequality we used (3.15) and (3.24). Since Bt(z) ∈ Aτ (E), then z ∈ BRo

(o)
and we have HN(Bt(z) ∩ E) > 0 by the assumption at the beginning of the proof. Hence
P(F,Ω) < P(E,Ω) ≤ P(F,Ω) gives the desired contradiction. �

Remark 3.15. It is immediate to check that if Ω, G are as above and E is a volume constrained

minimizer of P in Ω, then Ẽ := Ω \ E is a volume constrained minimizer of P̃ := P + G̃ in Ω,

where G̃(F ) := G(Ω \ F ) for any measurable set F ⊂ Ω. Also G̃ satisfies (3.22) with the same
constants CG, σ of G. For further details see also [66, Lemma 4.2]. �

Before proving the main theorem of this section, we need a last technical lemma. We stress that
we are thinking about the balls as couples center-radius, and not as sets, so that the functions
assigning to a ball its center and its radius are well-defined.

Lemma 3.16. Let (X, d,m) be a geodesic metric measure space. Let 0 < ri+1 < ri < . . . < r0 be
a sequence such that limi ri = 0 and suppose that there exist points xi ∈ X such that Bri+1

(xi+1) ⊂
Bri(xi) for any i. Then there exists a one-parameter family of balls {B(s) : s ∈ (0, r0]} such that

• B(ri) = Bri(xi) for any i;
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• B(s) ⊂ Bri(xi) for any s ≤ ri for any i;
• the map s 7→ rad(B(s)) ∈ R associating s with the radius of B(s) is continuous and
ri+1/2 ≤ rad(B(s)) ≤ ri for s ∈ [ri+1, ri] for any i;

• the map s 7→ cent(B(s)) ∈ X associating s with the center of B(s) is continuous.

In particular s 7→ χB(s) is continuous with respect to the L1(m) topology.

Proof. It suffices to define B(s) for s ∈ [r1, r0], then the construction can be iterated. Let γ :
[0, 1] → Br0(x0) be a geodesic from x1 to x0, i.e., γ(0) = x1, γ(1) = x0, and d(γ(t), γ(r)) =
|t− r|d(x0, x1). We define

B(s) :=





Ba+bs(x1) s ∈
[
r1, r1 + r0−r1

3

]
,

B r1
2

(
γ
(

3
r0−r1

(s− r1 − r0−r1
3

)
))

s ∈
(
r1 + r0−r1

3
, r0 − r0−r1

3

)
,

Bc+ds(x0) s ∈
[
r0 − r0−r1

3
, r0
]
,

where

a = r1 + 3
2

r21
r0−r1

, b = −3
2

r1
r0−r1

,

c = r1
2
− (r0−r1/2)(2r0+r1)

r0−r1
, d = 3 r0−r1/2

r0−r1
.

For s ∈
[
r1, r1 + r0−r1

3

]
(resp. s ∈

[
r0 − r0−r1

3
, r0
]
) the center is fixed and the radius linearly passes

from r1 to r1/2 (resp. from r1/2 to r0). Hence obviously B(s) ⊂ Br0(x0) for s ∈
[
r1, r1 + r0−r1

3

]
∪[

r0 − r0−r1
3
, r0
]
. While for s ∈

(
r1 + r0−r1

3
, r0 − r0−r1

3

)
we have that if d(cent(B(s)), x1) < r1/2,

then B(s) ⊂ Br1(x1) ⊂ Br0(x0); then for such s we can assume that d(cent(B(s)), x1) ≥ r1/2,
that is

d(x0, x1)
3

r0 − r1
(s− r1 −

r0 − r1
3

) = d

(
γ

(
3

r0 − r1
(s− r1 −

r0 − r1
3

)

)
, x1

)

= d(cent(B(s)), x1) ≥
r1
2
.

(3.26)

And for any q ∈ B(s) we estimate

d(q, x0) ≤ d(q, cent(B(s))) + d(cent(B(s)), x0)

≤ r1
2

+ d(x0, x1)

[
1 − 3

r0 − r1
(s− r1 − r0−r1

3
)

]

≤ d(x0, x1) ≤ r0,

that implies B(s) ⊂ Br0(x0), where in the third inequality we used (3.26). The remaining claims
in the statement clearly follow from the construction. �

We can finally prove the main theorem of the section.

Theorem 3.17. Let (X, d,HN) be an RCD(K,N) space with N ≥ 2 natural number, let Ω ⊂ X
be open, and let P = P + G be a quasi-perimeter. Let E be a volume constrained minimizer of
P in Ω with P (E,Ω) > 0.

Then E ∩ Ω has both exterior and interior points.

Proof. It suffices to show that E has exterior points in Ω. Indeed, by Remark 3.15, once we
know that volume constrained minimizers have exterior points, we can apply this fact to the
complement Ω\E, thus getting that E also has interior points. So let us assume by contradiction
that HN (E ∩Br(x)) > 0 for any Br(x) ⊂ Ω.

By hypotheses, we can take o ∈ E(0) ∩ Ω ∩ {ϑ[X, d,HN ] = 1} and define Aτ (E) together with
all the parameters in (3.17), ending up in the hypotheses of Lemma 3.14. This yields a sequence
of balls {Bri(xi)}i∈N ⊂ Aτ (E) such that Bri+1

(xi+1) ⊂ Bri(xi) and ri+1 ∈
(
ri
16
, 3
8
ri
)
. Also we can

assume that Br0(x0) ⋐ Ω and r0 < ρ(o, ε), where ρ(o, ε) is given by Proposition 3.1. Given such
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a sequence, let {B(s) : s ∈ (0, r0]} be the one-parameter family of balls given by Lemma 3.16.
Observe that ri/32 ≤ ri+1/2 ≤ rad(B(s)) ≤ ri for s ∈ [ri+1, ri] for any i. Also

0 < HN(E ∩ B(s)) ≤ HN(E ∩ Bri(xi)) ≤ 2CEr
N2

N−1

i ≤ 2CE16
N2

N−1 r
N2

N−1

i+1

≤ 2CE16
N2

N−1 s
N2

N−1 =: L1s
N2

N−1 ,

(3.27)

where i ∈ N is the index such that ri+1 ≤ s ≤ ri.
Let w ∈ Ω be the limit point w := lims→0 cent(B(s)) of the centers of B(s). Let {Ωℓ} be

the family of connected components Ωℓ of Ω \ {w}. Since X is separable, such components are
countably many at most. Also, since the space is geodesic, X is locally path-connected, and
then Ωℓ is open for any ℓ. By the absurd assumption, we have that HN(E ∩ Ωℓ) > 0 for any ℓ.
Since P (E,Ω) > 0, there exists a connected component Ωℓ, in the following denoted by Ω′, such
that P (E,Ω′) > 0. In particular we have that HN (Ω′ \ E) > 0. We now distinguish two cases,
depending on whether E has interior points in Ω′.

Case 1. Let us assume that E has no interior points in Ω′, i.e., HN(Bρ(z) \ E) > 0 for any
Bρ(z) ⊂ Ω′. By Remark 3.15, the same arguments at the beginning of the proof can be applied
to the complement Ω \ E at some point o′ ∈ E(1) ∩ Ω′ ∩ {ϑ[X, d,HN ] = 1}, which plays the role
of o above. Eventually, this yields a one-parameter family of balls {K(t) : t ∈ (0, t0]} such that
K(t) ⊂ K(t0) ⋐ Ω′ ⊂ Ω and

(3.28) 0 < HN(K(t) \ E) = HN((Ω \ E) ∩K(t)) ≤ L2t
N2

N−1 ,

for some L2 > 0, where the first inequality follows since E has no interior points in Ω′. Moreover
t 7→ rad(K(t)) ∈ R and t 7→ χK(t) ∈ L1(HN) are continuous. Also, up to decreasing r0 and t0, we
can assume that B(r0) and K(t0) are located at positive distance.

For R = max{r0, t0}, let CK,N,R be given by Theorem 1.1. Fix ε0 ∈ (0,min{r0, t0}] such that

(3.29) CK,N,RL
1
N

2 ε
1

N−1

0 ≤ τ,

and

HN(E ∩B(ε0)) < HN (K(t0) \ E).

By continuity and since rad(K(t)) → 0 as t → 0+, for any s ∈ (0, ε0) there exists a minimum
value g(s) ∈ (0, t0] such that

(3.30) HN(E ∩ B(s)) = HN(K(g(s)) \ E).

Let CG, σ be given by (3.22) where Ω̃ ⋐ Ω is some bounded open set such that B(r0), K(t0) ⋐ Ω̃.
From now on, we fix s ∈ (0, ε0) such that

(3.31) B(s) ∈ Aτ (E), CK,N,RL
1
N

1 s
N

N−1 ≤ ε0τ,

CN C̄rad(B(s)) ≤ 3
4
τ, 2σCGHN (E ∩B(s)))σ−1+ 1

N ≤ τ.

For such an s, we consider the comparison set

F := (E \B(s)) ∪K(g(s)).

Hence E∆F ⋐ Ω and HN (E ∩ (B(r0)∪K(t0))) = HN (F ∩ (B(r0)∪K(t0))) by (3.30). Also, since
B(s) ∈ Aτ (E), we have

P (F,Ω) = P (E ∪K(g(s)),Ω) − P (E,B(s)) + P (B(s), E(1))

≤ P (E,Ω) +
CK,N,R

g(s)
HN(K(g(s)) \ E) − P (E,B(s)) + P (B(s), E(1))

≤ P (E,Ω) +
CK,N,R

g(s)
HN(K(g(s)) \ E) − P (E,B(s)) + τHN (E ∩ B(s))1−

1
N

(3.32)
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where in the equality we used Lemma 2.5 and (3.17), in the first inequality we applied (1.2) locally
in Ω, and in the second inequality we used (3.17). Now if g(s) ≤ ε0, by (3.30), (3.28), and (3.29),
we have

CK,N,R

g(s)
HN(K(g(s)) \ E) ≤ CK,N,R

g(s)
HN(E ∩B(s))1−

1
NL

1
N

2 g(s)
N

N−1

≤ CK,N,RHN (E ∩B(s))1−
1
NL

1
N

2 ε
1

N−1

0

≤ τHN (E ∩ B(s))1−
1
N ,

and if g(s) > ε0, by (3.30), (3.27), and (3.31), we have

CK,N,R

g(s)
HN(K(g(s)) \ E) ≤ CK,N,R

g(s)
HN (E ∩B(s))1−

1
NL

1
N

1 s
N

N−1

≤ CK,N,RHN (E ∩B(s))1−
1
NL

1
N

1 s
N

N−1/ε0

≤ τHN (E ∩ B(s))1−
1
N ,

as well. Plugging into (3.32) we obtain

P (F,Ω) ≤ P (E,Ω) + 2τHN (E ∩ B(s))1−
1
N − P (E,B(s)).

Since B(s) ∈ Aτ (E) and r0 < ρ(o, ε), the almost Euclidean isoperimetric inequality in Proposi-
tion 3.1 reads as

CN(1 − ε− C̄rad(B(s))HN(E ∩B(s)))1−
1
N ≤ P (E ∩B(s)) = P (E,B(s)) + P (B(s), E(1)).

Therefore

P (F,Ω) ≤ P (E,Ω) +
[
2τ − CN + εCN + CN C̄rad(B(s))

]
HN (E ∩B(s))1−

1
N + P (B(s), E(1))

≤ P (E,Ω) +
[
3τ − CN + εCN + CN C̄rad(B(s))

]
HN (E ∩B(s))1−

1
N

≤ P (E,Ω) − 4τHN(E ∩ B(s)))1−
1
N ,

where in the last equality we used (3.14) (which implies CN > 8τ), (3.15), and (3.31). Finally
this implies

P(F,Ω) ≤ P (E,Ω) − 4τHN (E ∩ B(s))1−
1
N +G(E ∩ Ω) + CGHN (E∆F )σ

≤ P(E,Ω) +
(

2σCGHN (E ∩B(s))σ−1+ 1
N − 4τ

)
HN(E ∩ B(s))1−

1
N

≤ P(E,Ω) − 3τHN(E ∩ B(s))1−
1
N ,

where in the last inequality we used (3.31). As E has no exterior points, this implies P(F,Ω) <
P(E,Ω), which contradicts the volume constrained minimality of E in Ω.

Case 2. It remains to consider that case where there is a ball Bρ(x) ⋐ Ω′ such that HN (Bρ(x)\
E) = 0. Up to decrease r0, we can assume that there is y ∈ E(0) ∩ Ω′ \ B(r0). We now argue
similarly as in the proof of Theorem 2.35 in order to find a suitable interior point. Since Ω′ is
path-connected, there is a Lipschitz curve γ : [0, L] → Ω′ with finite length L such that γ(0) = x
and γ(L) = y, and we parametrize γ so that its metric derivative |γ′| = 1 almost everywhere (see
Remark 2.34). Let

r :=
1

2
min

{
ρ, inf

{
d(γ(t), ∂Ω′) : t ∈ [0, L]

}}
> 0.

Consider the family of balls
{
Br(γ(tk)) : tk = min

{
k
r

2
, L
}
, k ∈ N

}
.
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By construction d(γ(tk+1), γ(tk)) ≤ r/2. Hence, if k satisfies HN(Br(γ(tk)) \E) = 0, then γ(tk+1)
is an interior point. Since y ∈ E(0) there exists a first index k0 such that

HN (Br(γ(tk0)) \ E) > 0.

As in the proof of Theorem 2.35, the point γ(tk0) is an interior point and 0 < tk0 < L. Finally,
d(w,Br(γ(tk0))) > 0 by definition of r as w ∈ ∂Ω′.

All in all, we found a point z ∈ Ω′ and a radius r > 0 such that

(3.33) HN (B r
2
(z) \ E) = 0, HN(Br(z) \ E) > 0, d(z, ∂Ω′) ≥ 2r.

This time we consider the one-parameter family of balls Q(t) := Bt(z) ⋐ Ω′ for t ∈ (0, r], that shall
play the role of the family K(t) of the previous case. Up to taking a smaller r0, we additionally
have that Q(r) and B(r0) are located at positive distance.

We now consider R̃ = max{r0, r} and CK,N,R̃ the constant given by Theorem 1.1. Fix ε1 ∈
(0,min{r/2, r0}) such that

HN(E ∩ B(ε1)) < HN(Q(r) \ E).

By continuity and since HN (Q(r/2) \E) = 0, we have that for any s ∈ (0, ε1) there is a minimum
value h(s) ∈ (r/2, r] such that

(3.34) HN (E ∩B(s)) = HN(Q(h(s)) \ E).

Let CG, σ be given by (3.22) where Ω̃ ⋐ Ω is some bounded open set such that B(r0), Q(r) ⋐ Ω̃.
From now on, we fix s̃ ∈ (0, ε1) such that

(3.35)
B(s̃) ∈ Aτ (E), CK,N,R̃L

1
N

1 s̃
N

N−1 ≤ ε1τ,

CN C̄rad(B(s̃)) ≤ 3
4
τ, 2σCGHN (E ∩B(s̃))σ−1+ 1

N ≤ τ.

For such an s̃, this time we consider the comparison set

F̃ := (E \B(s̃)) ∪Q(h(s̃)).

Hence E∆F̃ ⋐ Ω and HN (E ∩ (B(r0)∪Q(r))) = HN (F̃ ∩ (B(r0)∪Q(r))) by (3.34). As in (3.32)
we estimate

P (F̃ ,Ω) ≤ P (E,Ω) +
CK,N,R̃

h(s̃)
HN(Q(h(s̃)) \E) − P (E,B(s)) + τHN (E ∩ B(s))1−

1
N .(3.36)

This time, since h(s̃) > r/2 ≥ ε1, we have

CK,N,R̃

h(s̃)
HN (Q(h(s̃)) \ E) ≤

CK,N,R̃

h(s̃)
HN(E ∩ B(s̃))1−

1
NL

1
N

1 s̃
N

N−1

≤ CK,N,R̃HN(E ∩ B(s̃))1−
1
NL

1
N

1 s̃
N

N−1/ε1

≤ τHN(E ∩B(s̃))1−
1
N ,

by (3.34), (3.27), and (3.35). Plugging into (3.36) we obtain

P (F̃ ,Ω) ≤ P (E,Ω) + 2τHN(E ∩ B(s̃))1−
1
N − P (E,B(s̃)).

Employing Proposition 3.1 exactly as in Case 1 and (3.35) we infer

P (F̃ ,Ω) ≤ P (E,Ω) − 4τHN (E ∩B(s̃))1−
1
N .

We then conclude as in Case 1 with the estimate

P(F̃ ,Ω) ≤ P (E,Ω) − 4τHN(E ∩ B(s̃))1−
1
N +G(E ∩ Ω) + CGHN(E∆F )σ

≤ P(E,Ω) +
(

2σCGHN(E ∩ B(s̃))σ−1+ 1
N − 4τ

)
HN(E ∩B(s̃))1−

1
N

≤ P(E,Ω) − 3τHN (E ∩B(s̃))1−
1
N ,
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where in the last equality we used (3.35). Again, this contradicts the volume constrained mini-
mality of E in Ω. �

3.4. Isoperimetric inequality for small volumes in PI spaces. In this section we prove
that an isoperimetric inequality for small volumes holds on a subclass of PI spaces. Such class
contains for example CD(K,N) spaces, with K ∈ R, N < +∞, that have a uniform lower bound
on the volumes of unit balls. The proof of the forthcoming result is an adaption to the nonsmooth
context of [37, Chapter 3: Lemma 3.1, Lemma 3.2].

Before stating the first result, we give a definition. Let (X, d,m) be a metric measure space.
We say that a weak local (1, 1) non-averaged Poincaré inequality holds on (X, d,m) if there exists
λ ≥ 1 such that for every R > 0 there exists CP > 0 such that the following holds. For every pair
of functions (f, g), where f ∈ L1

loc(X,m) and g is an upper gradient of f , we have

ˆ

Br(x)

|f − f(x)| dm ≤ CP r

ˆ

Bλr(x)

g dm, ∀x ∈ X ∀r < R,

where f(x) :=
ffl

Br(x)
f dm.

Notice that, taking into account Remark 3.6, a metric measure space (X, d,m) which satisfies a
weak local (1, 1) non-averaged Poincaré inequality and on which m is uniformly locally doubling,
a weak local (1, 1)-Poincaré inequality holds; and thus it is a PI space.

Lemma 3.18. Let (X, d,m) be a metric measure space such that m is uniformly locally doubling
and such that it satisfies a weak local (1, 1) non-averaged Poincaré inequality in the sense above.
Let R > 0. Then there exists a constant C1 such that the following holds.

For every u ∈ L1
loc(X), every upper gradient g of u, and every r ∈ (0, R], we have that

(3.37)

ˆ

X

|u− ur| dm ≤ C1r

ˆ

X

g dm,

where, for x ∈ X and r > 0, ur is a function defined as follows

ur(x) :=

 

Br(x)

u dm.

Proof. Let us fix u, g as in the statement, and let us fix r ∈ (0, R].
From the hypotheses we know that there exist λ ≥ 1 and CP such that

ˆ

Bs(x)

|f − f(x)| dm ≤ CPs

ˆ

Bλs(x)

g dm, ∀x ∈ X ∀s ≤ λR.

From an application of item (ii) of Lemma 3.7 we get the existence of countably many points
{xi}i∈N such that

B r
2
(xi) ∩B r

2
(xj) = ∅ ∀ i 6= j,

⋃

i∈N
Br(xi) = M,(3.38)

and, for some constants C1, C2, the following holds

♯ {balls Bλr(xi) : z ∈ Bλr(xi)} ≤ max
{

1, C1(8λ)C2
}

=: A1,

♯ {balls Bλ2r(xi) : z ∈ Bλ2r(xi)} ≤ max
{

1, C1(8λ
2)C2

}
=: A2.

(3.39)
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We will just sketch the the proof since it closely follows [37, Lemma 3.1]. By the triangle inequality
and the second equality in (3.38) we have

ˆ

X

|u− ur| dm

≤
∑

i∈N

(
ˆ

Br(xi)

|u− ur(xi)| dm +

ˆ

Br(xi)

|ur(xi) − uλr(xi)| dm +

ˆ

Br(xi)

|uλr(xi) − ur| dm
)
.

(3.40)

By using the first estimate in (3.39) and the weak local (1, 1) non-averaged Poincaré inequality
we get

∑

i∈N

ˆ

Br(xi)

|u− ur(xi)| dm ≤ A1CP r

ˆ

X

g dm.

By using the second estimate in (3.39) and the weak local (1, 1) non-averaged Poincaré inequality
we moreover obtain

∑

i∈N

ˆ

Br(xi)

|ur(xi) − uλr(xi)| dm ≤ A2CPλr

ˆ

X

g dm.

We notice that as a consequence of the fact that m is uniformly locally doubling we have that
there exists some constant ϑ > 0 such that m(B2r(x))/m(Br(x)) ≤ ϑ for every x ∈ X and every
r ≤ R. Exploiting the latter inequality, arguing as in [37, Lemma 3.1], and noticing that without
loss of generality we may assume λ ≥ 2 we conclude that

∑

i∈N

ˆ

Br(xi)

|uλr(xi) − ur| dm ≤ A2λrϑCP

ˆ

X

g dm.

The latter three inequalities together with (3.40) conclude the proof of the Lemma with C1 :=
CP (A1 + A2λ+ A2λϑ). �

Before proving the main result of this section we introduce a definition. Given a real number
s > 0, we say that a metric measure space (X, d,m) is uniformly lower s-Ahlfors regular if there
exists a radius R > 0 and a constant C such that m(Br(x)) ≥ Crs for every x ∈ X and r ∈ (0, R].

Proposition 3.19. Let (X, d,m) be a metric measure space, and let s > 1. Assume that (X, d,m)
is uniformly lower s-Ahlfors regular, that m is uniformly locally doubling, and that (X, d,m) sat-
isfies a weak local (1, 1) non-averaged Poincaré inequality in the sense above. Then there exist C
and v such that the following holds.

For every set of finite perimeter E, the following implication holds

m(E) ≤ v ⇒ m(E)s/(s−1) ≤ CP (E).

Proof. From the hypotheses we have that there exist R > 0 and C2 > 0 such that

(3.41) m(Br(x)) ≥ C2r
s,

for every r ∈ (0, R] and every x ∈ X. We claim that the assertion holds with the following
constants

(3.42) C :=
4 · 161/sC1

C
1/s
2

, v :=
C2R

s

16
,

where C1 is the constant given by Lemma 3.18 associated to R.
Let us fix E ⊂ X with m(E) ≤ v. By definition of perimeter, and since χE ∈ L1(X,m), we can

take {fi}i∈N ∈ Liploc(X, d) such that

fi → χE in L1(X,m), and

ˆ

X

lip fi dm → P (E).
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Convergence in L1 implies that m({|fi| ≥ 1/2}) → m(E). Also, for any x such that |fi(x)| ≥ 1/2,
either |f i,r(x)| ≥ 1/4 or |fi(x) − f i,r(x)| ≥ 1/4, for any i and r > 0. Hence

m({x ∈ X : |fi(x)| ≥ 1/2}) ≤ m({x ∈ X : |fi(x) − f i,r(x)| ≥ 1/4})

+ m({x ∈ X : |f i,r(x)| ≥ 1/4}),
(3.43)

where, for every x ∈ X,

f i,r(x) :=

 

Br(x)

fi dm.

For i large enough, since fi → χE in L1, we get that, for every x ∈ X and every r > 0, we have

(3.44) |f i,r(x)| ≤ 2m(E)

m(Br(x))
.

Now fix r := (16m(E)/C2)
1/s ≤ R, cf. (3.42). We have that for every x ∈ X the following holds

2m(E)

m(Br(x))
≤ 2m(E)

C2rs
=

1

8
,

where in the inequality we used (3.41), and in the equality we used the definition of r. Hence, if
r = (16m(E)/C2)

1/s and i is large enough we obtain that

(3.45) |f i,r(x)| ≤ 1

8
,

for every x ∈ X.
Moreover, choosing r as above, by using Markov inequality and (3.37), which we can do since

lip fi is an upper gradient of fi, we have

m({x ∈ X : |fi(x) − f i,r(x)| ≥ 1/4}) ≤ 4

ˆ

X

|fi − f i,r| dm ≤ 4C1r

ˆ

X

lip fi dm

=
4 · 161/sC1m(E)1/s

C
1/s
2

ˆ

X

lip fi dm.

(3.46)

Hence, letting i → +∞ in (3.43), taking into account (3.45), (3.46), and the fact that m({|fi| ≥
1/2}) → m(E), we conclude that

m(E) ≤ 4 · 161/sC1m(E)1/s

C
1/s
2

P (E),

from which the conclusion follows with the constant chosen in (3.42). �

Remark 3.20 (Proposition 3.19 can be applied to CD spaces with uniform bounds on the volumes
of unit balls). As a consequence of Bishop–Gromov comparison theorem, see Remark 2.11, we get
that all the CD(K,N) spaces (X, d,m), and thus also the RCD(K,N) spaces, with K ∈ R and
N < +∞, are uniformly locally doubling. More precisely, for every R > 0, there exists C such
that

(3.47)
m(Br2(x))

m(Br1(x))
≤ v(N,K/(N − 1), r2)

v(N,K/(N − 1), r1)
≤ C

(
r2
r1

)N

, ∀x ∈ X ∀r1 ≤ r2 ≤ R.

Moreover, as a result of the work by Rajala in [58], all the CD(K,N) spaces, and thus also the
RCD(K,N) spaces, with K ∈ R and N ≤ +∞ satisfy a weak local (1, 1) non-averaged Poincaré
inequality in the sense above. In particular, by a careful inspection of the proof of Lemma 3.18,
and by the fact that the constant in the non-averaged Poincaré inequality for CD(K,N) spaces
only depends on K and R ([58]); if we apply Lemma 3.18 with R = 1 to CD(K,N) spaces with
K ∈ R and N < +∞ the constant C1 only depends on K,N .

In addition, as a consequence of (3.47), we get that if (X, d,m) is a CD(K,N) space with K ∈ R,
N < +∞, and such that there exists v0 satisfying m(B1(x)) ≥ v0 for all x ∈ X, we conclude that
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(X, d,m) is uniformly lower N -Ahlfors regular with the constant C2 as in (3.41) only depending
on K,N, v0.

In conclusion, the result in Proposition 3.19, with the choice s = N , can, and will, be applied
on the class of CD(K,N) (and thus also on RCD(K,N) spaces) with K ∈ R, 1 < N < +∞, and
with a uniform lower bound on the volumes of unit balls. Moreover, the constants C, v in the
statement of Proposition 3.19 (cf. (3.42) taking R = 1 in there) only depend on K,N, v0.

Finally notice that, for instance, all the examples discussed in the setting of [5] fall in the
hypotheses of Proposition 3.19. �

3.5. (Λ, r0, σ)-minimality, (K, r0)-quasi minimality and density estimates. Following the
exposition in [46, Chapter 21], we introduce the following notions.

Definition 3.21 (Quasi-perimeter minimizers and quasi minimal sets). Let (X, d,m) be a metric
measure space. Let Ω ⊂ X be open, and let E be a set of locally finite perimeter in X.

Given Λ ≥ 0, r0 > 0, and σ > 0, we say that a set E is a (Λ, r0, σ)-perimeter minimizer in Ω if
for every F ⊂ X such that E∆F ⋐ Br(x) ∩ Ω, for some x and r < r0, we have

(3.48) P (E,Br(x)) ≤ P (F,Br(x)) + Λm(E∆F )σ.

Given K ≥ 1, r0 > 0, we say that E is a (K, r0)-quasi minimal set in Ω if for every F ⊂ X such
that E∆F ⋐ Br(x) ∩ Ω, for some x and r < r0, we have

(3.49) P (E,Br(x)) ≤ KP (F,Br(x)).

Notice that in the above definition, since E∆F ⋐ Br(x) ∩ Ω, it is equivalent to require the
localized inequalities

P (E,Br(x) ∩ Ω) ≤ P (F,Br(x) ∩ Ω) + Λm(E∆F )σ,

in place of (3.48), and

P (E,Br(x) ∩ Ω) ≤ KP (F,Br(x) ∩ Ω)

in place of (3.49).
We are now committed to link the previous two notions in the following Remark.

Remark 3.22 ((Λ, r0, σ)-perimeter minimizer and Isoperimetric inequality for small volumes
imply (K, r′0)-quasi minimal set). Let us assume (X, d,m) is a metric measure space on which
there exist v, β, C > 0 for which the following isoperimetric inequality for small volumes holds

m(E) ≤ v ⇒ CP (E) ≥ m(E)β .

Moreover let us assume that f(r) := supx∈Xm(Br(x)) < +∞, and that f(r) → 0 as r → 0+.
Then, on such a metric measure space X every (Λ, r0, σ)-perimeter minimizer in an open set Ω ⊂

X, with σ ≥ β, is a (K, r′0)-quasi minimal set in Ω for some K, r′0 depending on Λ, r0, σ, v, β, C, f(·).
Indeed, first of all choose r′0 < r0 such that whenever E∆F ⋐ Br(x) ∩ Ω for some r < r′0 and

some F ⊂ X, we have that m(E∆F ) ≤ v. This can be done by taking r′0 such that f(r) ≤ v on
(0, r′0].

Then, let us take F ⊂ X such that E∆F ⋐ Br(x) ∩ Ω with r < r′0. Hence we have

P (E,Br(x)) ≤ P (F,Br(x)) + Λm(E∆F )βm(E∆F )σ−β

≤ P (F,Br(x)) + ΛCf(r)σ−βP (E∆F,Br(x))

≤ P (F,Br(x)) + ΛCf(r)σ−β (P (E,Br(x)) + P (F,Br(x)))

(3.50)

where in the last inequality we are using the subadditivity of the perimeter, i.e., for every Br(x) ⊂
X we have

P (E∆F,Br(x)) ≤ P (E ∪ F,Br(x)) + P (E ∩ F,Br(x)) ≤ P (E,Br(x)) + P (F,Br(x)).
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Hence, from (3.50) we get that

(3.51)
(
1 − ΛCf(r)σ−β

)
P (E,Br(x)) ≤

(
1 + ΛCf(r)σ−β

)
P (F,Br(x)).

Hence, taking r′0 smaller if needed, in such a way that 1 − ΛCf(r′0)
σ−β > 0, the previous

inequality tells us that E is a (K, r′0)-quasi minimal set, with

K =
1 + ΛCf(r′0)

σ−β

1 − ΛCf(r′0)
σ−β

.

�

From now on we shall consider m = HN . Let us fix Ω ⊂ X an arbitrary open set. Let us fix
σ > 1 − 1/N , and CG > 0 two constants. We consider

G :
{
HN -measurable sets in Ω

}
/ ∼ → (−∞,+∞],

where E ∼ F if and only if HN (E∆F ) = 0, where E∆F denotes the symmetric difference between
E and F , such that

G(∅) < +∞,

G(E) ≤ G(F ) + CGHN (E∆F )σ,
(3.52)

for any Borel sets E, F ⊂ Ω such that E∆F ⋐ Ω. Notice that, in contrast with (3.22), we are

now asking that the constants CG, σ are uniform with respect to the set Ω̃ in (3.22).

Theorem 3.23. Let (X, d,HN) be an RCD(K,N) space with N ≥ 2 natural number, let Ω ⊂ X
be open, and let P = P + G be the quasi-perimeter restricted to Ω associated to G as in (3.52).
Let E ⊂ X be a volume constrained minimizer of P in Ω, see Definition 3.13, and assume
P (E,Ω) > 0.

Hence there exist Λ ≥ 0, and r0 > 0 such that E is a (Λ, r0,min{1, σ})-perimeter minimizer in
Ω, where σ is the exponent provided by (3.52).

In particular, if there exists v0 > 0 such that HN(B1(x)) ≥ v0 for every x ∈ X, there exist
K ′ ≥ 1, r′0 > 0 such that E is a (K ′, r′0)-quasi minimal set in Ω.

Proof. Let ∂eE be the essential boundary of E. Since the perimeter measure P (E, ·) is concen-
trated on ∂eE, and since by hypothesis we have P (E,Ω) > 0, we can choose two distinct points
x1, x2 ∈ Ω ∩ ∂eE. Hence, by exploiting Proposition 3.5, we can find a radius s > 0 such that the
balls B1 := Bs(x1) and B2 := Bs(x2) satisfy

min{P (E,B1), P (E,B2)} > 0,

d(x1, x2) > 5s, and B1, B2 ⋐ Ω. Since a fortiori E is a volume constrained minimizer of P in
B1, B2, by applying Theorem 3.17 we have that E ∩Bi contains both exterior and interior points
for i = 1, 2.

In the notation of Theorem 2.35 we define

η := min{η1(E,B1), η2(E,B1), η1(E,B2), η2(E,B2)},
and C ′ := max{C1(E,B1), C2(E,B1), C1(E,B2), C2(E,B2)}. By Bishop–Gromov volume com-
parison, together with the fact that the density of HN is ≤ 1 everywhere, there exists R > 0 such
that supx∈XHN(Br(x)) < η for every r ∈ (0, R]. Let us take r0 := min{s, R}. Let us show that
E is a (Λ, r0,min{1, σ})-perimeter minimizer in Ω for some choice of Λ that will be clear through
the proof.

Take F such that E∆F ⋐ Br(x) ∩ Ω for some r < r0. By the choice of r0, the ball Br(x)
can intersect at most one Bi as a consequence of the triangle inequality. Let us assume without
loss of generality that Br(x) does not intersect B1. Moreover, by the choice of r0, we have
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τ := HN(E ∩Br(x))−HN(F ∩Br(x)) ≤ HN (E∆F ) < η. Then, from Theorem 2.35, there exists
F1 such that E∆F1 ⋐ B1 and

(3.53) HN(F1 ∩ B1) = HN (E ∩B1) + τ, P (F1, B1) ≤ C ′|τ | + P (E,B1).

Let us then consider the competitor F̃ := (F1 ∩ B1) ∪ (F ∩ Br(x)) ∪ (E \ (Br(x) ∪ B1)). Since

F̃∆E ⋐ Br(x) ∪B1 ⊂ Ω, and HN(F̃ ∩ (Br(x) ∪B1)) = HN(E ∩ (Br(x) ∪B1)), by hypotheses we
get that

P (E,Ω) +G(E ∩ Ω) ≤ P (F̃ ,Ω) +G(F̃ ∩ Ω) = P (F̃ , B1) + P (F̃ ,Ω \B1) +G(F̃ ∩ Ω)

≤ P (E,B1) + C ′|τ | + P (F,Ω \B1) +G(F̃ ∩ Ω)

≤ P (F,Ω) + C ′|τ | +G(E ∩ Ω) + CGHN(F̃∆E)σ

≤ P (F,Ω) + C ′HN(E∆F ) +G(E ∩ Ω) + 2σCGHN(E∆F )σ

≤ P (F,Ω) +G(E ∩ Ω) + ΛHN(E∆F )min{1,σ},

(3.54)

where in the second inequality we are using the locality of the perimeter, together with the fact

that HN((F̃∆F1) ∩ B1) = 0, HN((F̃∆F ) ∩ (Ω \ B1)) = 0, and the estimate (3.53); in the third
inequality we are using the hypothesis on G and again the locality of the perimeter together with

HN((E∆F )∩B1) = 0; in the fourth inequality we are using that HN(F̃∆E) ≤ 2HN(E∆F ) from

how we constructed F̃ and the fact that HN (F1∆E) = |τ | due to the fact that the variations
made in Theorem 2.35 either contain or are contained in E; and the last inequality holds for some
choice of Λ depending on C,C ′, σ, η since HN(E∆F ) ≤ η. Hence from (3.54) we get the first part
of the statement.

The last part of the statement follows from the first one and Remark 3.22 since the hypotheses of
the Remark are met due to the validity of the isoperimetric inequality for small volumes established
in Proposition 3.19, cf. Remark 3.20, and the Bishop–Gromov comparison for volumes. �

In the following Remark we discuss a Bishop–Gromov comparison for perimeters in metric
measure spaces (X, d,HN) that are RCD(K,N) spaces.

Remark 3.24. On every (X, d,HN) that is an RCD(K,N) space we have that

(3.55) P (Br(x)) ≤ s(N,K/(N − 1), r), for all x ∈ X and every r > 0.

Indeed, by [25, Corollary 2.14] we have that

lim
r→0+

HN (Br(x))

ωNrN
= lim

r→0+

HN(Br(x))

v(N,K/(N − 1), r)
≤ 1,

for all x ∈ X. Hence, by Bishop–Gromov monotonicity and the coarea formula one deduces

P (Br(x))

s(N,K/(N − 1), r)
≤ HN (Br(x))

v(N,K/(N − 1), r)
≤ 1,

for every x ∈ X. �

The following proposition can be obtained combining the observation in Remark 3.22 and the
result in [40, Theorem 4.2]. Nevertheless, we give here a more direct proof which is heavily
inspired by [46, Theorem 21.11], and uses the Bishop–Gromov comparison results. First we recall
the definition of Ahlfors regular set (with respect to a measure).

Definition 3.25 (Ahlfors regular set). Let (X, d) be a metric space and µ be a Borel measure on
it. Let Ω ⊂ X be an open set. We say that a set S ⊂ X is k-Ahlfors regular in Ω with respect to
µ if there exist constants C ≥ 1 and r0 > 0 such that

C−1rk ≤ µ(Br(x)) ≤ Crk,
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for every x ∈ S and every r < r0 such that Br(x) ⋐ Ω. We say that S ⊂ X is locally k-Ahlfors
regular in Ω with respect to µ if for any ball B ⊂ Ω it holds that S ∩ B is k-Ahlfors regular in B
with respect to µ.

We say that S ⊂ X is k-Ahlfors regular in Ω if there exist constants C ≥ 1 and r0 > 0 such
that

C−1rk ≤ Hk(S ∩Br(x)) ≤ Crk,

for every x ∈ S and every r < r0 such that Br(x) ⋐ Ω. We say that S ⊂ X is locally k-Ahlfors
regular in Ω if for any ball B ⊂ Ω it holds that S ∩B is k-Ahlfors regular in B.

Proposition 3.26. Let (X, d,HN) be an RCD(K,N) space with N ≥ 2 natural number, such that
HN(B1(x)) ≥ v0 for every x ∈ X. Let Ω ⊂ X be open, and let E be a (Λ, r0, σ)-perimeter minimizer
in Ω for some Λ ≥ 0, r0 > 0, and σ > 1 − 1/N . Then there exist 0 ≤ C1 := C1(N,K, v0) ≤ 1,
C2 := C2(N,K, v0) ≥ 1, and r′0 := r′0(Λ, r0, σ, N,K, v0) such that

C1 ≤
HN (E ∩Br(x))

HN(Br(x))
≤ 1 − C1,

C−1
2 ≤ P (E,Br(x))

rN−1
≤ C2,

(3.56)

whenever x ∈ Ω ∩ ∂E(1), and Br(x) ⊂ Ω with r < r′0.
In particular, E(1) ∩ Ω is open, ∂eE ∩ Ω = ∂E(1) ∩ Ω, and ∂E(1) is (N − 1)-Ahlfors regular in

Ω with respect to the perimeter measure P (E, ·).
Proof. Without loss of generality we can assume that HN(E∆Ω) > 0. The representative of E
given by E(1) satisfies

min
{
HN (Br(x) ∩ E(1)),HN(Br(x) \ E(1))

}
> 0,

for every x ∈ Ω ∩ ∂E(1). Let us denote by C the constant for which the isoperimetric inequality
for small volumes holds, see Proposition 3.19, and Remark 3.20. Let us moreover notice that
supx∈XHN (Br(x)) ≤ v(N,K/(N−1), r) =: V (r) for every r > 0 from Bishop–Gromov comparison
theorem and the fact that the density of HN is everywhere ≤ 1. Hence, from (3.51), we have that

(3.57)
(
1 − ΛCV (r)σ−(N−1)/N

)
P (E,Br(x)) ≤

(
1 + ΛCV (r)σ−(N−1)/N

)
P (F,Br(x)),

whenever E∆F ⋐ Br(x) ∩ Ω, and r < min{r0, r1, 1} =: r′0, where r1 is small enough such that
V (r1) ≤ v, where v is the volume for which Proposition 3.19, see Remark 3.20, holds; and such
that ΛCV (r1)

σ−(N−1)/N ≤ 1/2. For the sake of simplicity let us call k(r) := ΛCV (r)σ−(N−1)/N .
Let us fix x ∈ Ω∩∂E(1) and take r < min{r′0, d(x, ∂Ω)} := d. Hence the function m : (0, d) → R

given by m(r) := HN(Br(x)∩E(1)) is such that 0 < m(r) < v(N,K/(N−1), d) for every r ∈ (0, d)
and m′(r) = P (Br(x), E(1)) for HN -a.e. r ∈ (0, d) due to the coarea formula. For almost every
r ∈ (0, d) we have P (E, ∂Br(x)) = 0, and m is differentiable at r. Take such an r, and take
s ∈ (r, d). Hence, using (3.57) evaluated at the radius s with the competitor F := E(1) \ Br(x),
exploiting Lemma 2.5, and taking s→ r+ we get

(3.58) (1 − k(r))P (E,Br(x)) ≤ (1 + k(r))P (Br(x), E(1)) ≤ (1 + k(r))s(N,K/(N − 1), r),

where in the last inequality we are using the inequality in (3.55). Hence, since k(r) ≤ 1/2 and
r < 1, from the inequality in (3.58) we get that there exists a constant C ′

2, depending only on K
and N , such that

(3.59) P (E,Br(x)) ≤ C ′
2r

N−1.

Adding (1−k(r))P (Br(x), E(1)) to the first inequality of (3.58), taking into account Lemma 2.5
and the fact that k(r) ≤ 1/2, we conclude that

(2C)−1m(r)(N−1)/N ≤ (1 − k(r))P (E ∩ Br(x)) ≤ 2P (Br(x), E(1)) = 2m′(r),
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where the first inequality comes from the fact that V (r) ≤ V (r1) ≤ v, and then we can use the
isoperimetric inequality for small volumes proved in Proposition 3.19, see Remark 3.20, on the
set E ∩ Br(x). Integrating the previous inequality, which we can do since m(r) is positive and
bounded on (0, d), we get that there exists a constant C ′

1, only depending on the constant C, such
that

(3.60) HN(Br(x) ∩ E) ≥ C ′
1r

N .

Since HN(Br(x)) ≤ V (r) ≤ C3r
N for some constant C3 only depending on N,K, since r < 1, the

previous inequality directly implies

(3.61)
HN(Br(x) ∩ E)

HN(Br(x))
≥ C1,

for some constant C1 ≤ 1 depending on C3 and C ′
1. Applying (3.61) to Ω \ E, which is still a

(Λ, r0, σ)-perimeter minimizer in Ω, and noticing that the constant C1 in fact only depends on
K,N, v0, we get the first of (3.56).

Finally, from the relative isoperimetric inequality in Proposition 3.5, (3.60) and the analogue
of (3.60) applied to Ω \ E, we get, for some constant CRI only depending on N,K, v0, that

(3.62) P (E,Br(x)) ≥ CRI min{HN(Br(x) ∩ E)(N−1)/N ,HN(Br(x) \ E)(N−1)/N} ≥ C ′′
2 r

N−1.

Taking into account (3.59) and (3.62) we thus have the second bound in (3.56) for some constant
C2 only depending on N,K, v0.

In order to conclude the proof, observe that for any y ∈ E(1) ∩ Ω ⊂ E(1) ∩ Ω, (3.56) implies
that y 6∈ ∂E(1), for otherwise the density of E at y would be different from 1. Hence E(1) ∩Ω has
interior and, in fact, E(1) ∩ Ω = int(E(1)) ∩ Ω is open. The same argument works on the set of
density zero points E(0) ∩ Ω, which turns out to be open. Therefore

Ω = (E(1) ∩ Ω) ⊔ (E(0) ∩ Ω) ⊔ (∂eE ∩ Ω) = (E(1) ∩ Ω) ⊔ (E(0) ∩ Ω) ⊔ (∂E(1) ∩ Ω),

and ∂eE ∩ Ω = ∂E(1) ∩ Ω. Finally, by (3.56) it follows that ∂E(1) is (N − 1)-Ahlfors regular in Ω
with respect to the measure P (E, ·). �

We are ready to prove Theorem 1.3, after the next final observation.

Remark 3.27 (Locality). The results in Theorem 3.23 and Proposition 3.26 have obvious local
counterparts. Namely, if B ⊂ X is a closed ball in an RCD(K,N) space (X, d,HN), by com-
pactness there holds a lower bound on the measure of unit balls centered at points in B. Also,
a relative isoperimetric inequality holds by Proposition 3.5, which gives a local counterpart of
Proposition 3.19. This is enough to deduce local versions of Theorem 3.23 and Proposition 3.26
holding on B with constants depending on the local lower bound on the measure of unit balls.

�

Proof of Theorem 1.3. By Theorem 3.17, E ∩ Ω has both interior and exterior points. Applying
locally Theorem 3.23 and Proposition 3.26, taking into account Remark 3.27, it follows that
E(1) ∩ B ∩ Ω is open, ∂eE ∩ B ∩ Ω = ∂E(1) ∩ B ∩ Ω, and ∂E(1) ∩ B is (N − 1)-Ahlfors in B ∩ Ω
with respect to P (E, ·), for any ball B. Therefore the first part of the statement follows by the
previous discussion, and taking into account that whenever E is a set of finite perimeter in an
RCD(K,N) space (X, d,HN), then P (E, ·) = HN−1x∂eE. Indeed, this follows by putting together
the representation given in [3, Theorem 5.3] and the recent one contained in [18, Corollary 4.2].

If also (3.52) holds and there holds a uniform positive lower bound on the measure of unit balls,
then the second part of the statement directly follows by applying Proposition 3.26. �
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3.6. Bounded representatives. We first prove that volume constrained minimizers of quasi-
perimeters are bounded, and then we conclude the proof of the main results of the paper putting
together the results in the previous sections.

Theorem 3.28. Let (X, d,HN) be an RCD(K,N) space such that there exists v0 for which
HN(B1(x)) ≥ v0 for all x ∈ X. Let G satisfy the bound in (1.4), and let P = P + G be the
quasi-perimeter associated to it.

Let E be a volume constrained minimizer for P, with P (E) > 0, see Definition 3.13. Hence

there exists a bounded set Ẽ such that HN(Ẽ∆E) = 0.

Proof. Let E be as in the statement. Let x̄ ∈ X be an interior point, which always exists by
Theorem 3.17. Let R := sup{s ∈ [0,+∞) : HN(E ∩ Bs(x̄)) = HN(Bs(x̄))}, and notice that
0 < R < +∞ because x̄ is an interior point and P (E) > 0.

Let, for every r > 0,

V (r) := HN(E \Br(x̄)), A(r) := P (E,X \Br(x̄)).

Since HN(E) < +∞, there exists r0 > 0 such that for any r ≥ r0 the volume V (r) is sufficiently
small to apply the isoperimetric inequality for small volumes proved in Proposition 3.19, cf.
Remark 3.20, on the set E \Br(x̄). In particular, for almost every r ≥ r0 we can write, by using
the coarea formula and Corollary 2.6,

|V ′(r)| + A(r) = P (Br(x̄), E(1)) + P (E,X \Br(x̄)) = P (E \Br(x̄)) ≥ C−1V (r)
N−1
N ,

where C is the constant in Proposition 3.19, cf. Remark 3.20. We want to prove that

(3.63) A(r) ≤ |V ′(r)| + C1V (r) + C2V (r)σ,

for some constants C1, C2, and for almost every r sufficiently big, where σ > 1 − 1/N is the
coefficient in (1.4). Combining the previous two inequalities, in this way we would get, for almost
every sufficiently big radii r, that

C−1V (r)
N−1
N ≤ C1V (r) + C2V (r)σ + 2|V ′(r)| ≤ C−1

2
V (r)

N−1
N − 2V ′(r),

because |V ′(r)| = −V ′(r) and C1V (r) + C2V (r)σ ≤ C−1

2
V (r)

N−1
N for almost every sufficiently

big radius r because σ > 1 − 1/N . Hence ODE comparison implies that V (r) vanishes at some
r = r < +∞, i.e., E has a bounded representative, that is the sought claim.

So we are left to prove (3.63). From (1.2), we have that there exist ε0 > 0 and C1 > 0 such

that for any ε ∈ (0, ε0) there is a radius R < R̃ < R + 1 such that

(3.64) HN (E ∪ BR̃(x̄)) = HN(E) + ε, P (E ∪ BR̃(x̄)) ≤ P (E) + C1ε.

Notice that one can choose ε0 := HN (BR+1(x̄) \ E), and C1 := CK,N,R+1/R, where the constant
CK,N,R+1 is the one given in the estimate (1.2). Moreover, notice that given ε ∈ (0, ε0), the choice

of R < R̃ < R + 1 is done in such a way that HN(BR̃(x̄) \ E) = ε.

Now consider any r > R+1 such that V (r) < ε0, and set ε := V (r). Then there is R < R̃ < R+1

satisfying (3.64). Define F̃ = (E ∪BR̃(x̄)) ∩Br(x̄), so that

HN(F̃ ) = HN(E ∪ BR̃(x̄)) −HN(E ∪ BR̃(x̄) \Br(x̄))

= HN(E ∪ BR̃(x̄)) −HN(E \Br(x̄)) = HN(E) + ε− ε = HN (E).
(3.65)

By using the fact that r > R + 1 > R̃, Lemma 2.5, and in particular its consequence in Corol-
lary 2.6, we get that for almost every choice of r > R + 1 with V (r) < ε0 we can perform the
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previous choice of F̃ such that it holds that

P (F̃ ) =P (E ∪ BR̃(x̄), Br(x̄)) + P (Br(x̄), E(1) ∪BR̃(x̄))

=P (E ∪ BR̃(x̄)) − P (E ∪ BR̃(x̄),X \Br(x̄)) − P (E ∪ BR̃(x̄), ∂Br(x̄))

+ P (Br(x̄), E(1) ∪BR̃(x̄))

≤P (E ∪ BR̃(x̄)) − P (E ∪ BR̃(x̄),X \Br(x̄)) + P (Br(x̄), E(1) ∪ BR̃(x̄))

≤P (E) + C1ε− A(r) + |V ′(r)|,

(3.66)

where in the last inequality we are using (3.64), and the facts that P (Br(x̄), E(1) ∪ BR̃(x̄)) =

P (Br(x̄), E(1)), and P (E ∪BR̃(x̄),X \Br(x̄)) = P (E,X \Br(x̄)), because r > R+ 1 > R̃. Notice
moreover that by the hypothesis on G we have, for some constants CG > 0 and σ > 1−1/N , that
the following holds

G(F̃ ) ≤ G(E) + CGHN(E∆F̃ )σ = G(E) + CGHN(BR̃(x̄) \E ∪ E \Br(x̄))σ

= G(E) + CG(2ε)σ,
(3.67)

where in the last equality we are using that HN(BR̃(x̄) \E) = ε, and HN(E \Br(x̄)) = V (r) = ε.
Finally, since E is a volume constrained minimizer we estimate

P (E) +G(E) ≤ P (F̃ ) +G(F̃ ) ≤ P (E) + C1ε−A(r) + |V ′(r)| +G(F̃ )

≤ P (E) +G(E) + C1ε+ CG(2ε)σ − A(r) + |V ′(r)|,
where in the first inequality we are using (3.66), and in the second inequality we are using (3.67).
Hence we obtained that for almost every r sufficiently big we have A(r) ≤ |V ′(r)| + C1V (r) +
CG2σV (r)σ. Hence we see that (3.63) holds for almost every r sufficiently big, and with the choice
C2 = CG2σ. Therefore, the proof is concluded. �

Remark 3.29. We stress that the previous technique to prove Theorem 3.28 is very likely to
be adapted, under the same hypotheses on X, for quasi-perimeters P restricted to open sets Ω,
where Ω satisfies the volume noncollapsedness condition infx∈ΩHN (B1(x) ∩ Ω) ≥ v0 > 0, and
where the volume constrained minimizer E in Ω is such that HN(E ∩ Ω) < +∞. Since this level
of generality is out of the scope of this paper, we will not treat this case. �

Proof of Theorem 1.4. The proof is a direct consequence of Theorem 3.28, Theorem 3.23, and
Proposition 3.26. �

Proof of Corollary 1.6. By assumptions, E is a volume constrained minimizer in any ball B ⊂
Ω \ ∂M . Also, for any x ∈ Ω \ ∂M there exists r > 0 such that Br(x) has smooth boundary, it
is diffeomorphic to a ball in Rn, and ∂Br(x) is convex. Hence, by [36, Theorem 1.1, Corollary
2.5, Corollary 2.6], it follows that (Br(x), dg, vol) is an RCD(k,N) for some k ∈ R depending
on x and r, where dg is the geodesic distance, and vol the Riemannian volume measure on M .
Therefore Theorem 1.3 applies for E on any such Br(x). Moreover, in any such ball we can
apply Theorem 3.23, which implies that E is a (Λ, r0,min{1, σ})-perimeter minimizer. Since
min{1, σ} > 1 − 1/N , we are in position to apply the classical regularity theory on Λ-perimeter
minimizers developed in [64, Theorem 1], suitably adapted to smooth Riemannian manifolds.
This completes the proof of the first part of the statement.

Assuming now either i) or ii) in the statement, by [24, 59], and [36, Theorem 1.1, Corollary 2.5,
Corollary 2.6] we have that (M, d,HN ) is an RCD(K,N) space. Therefore the second part of the
statement immediately follows from Theorem 1.3 and Theorem 1.4. �
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