
Abstract  

Econometrics, in its long history, has been and continues to be an important 
branch not only in general economics (macro and micro), but also in specialized 
fields in the area of economics, such as financial and spatial economics. This paper 
surveys some recent developments related to the specification and estimation 
of econometric models widely used in applied research. Even though we lay 
emphasis on time series models and their application in financial and spatial 
econometrics, additional topics, such as limited dependent variable models 
and simultaneous equation systems, are also reviewed in the paper.  However, 
it should be emphasized that the survey is not unified in the sense that it does 
not provide an exhaustive review of the development of econometrics through 
its long history. It simply brings up certain topics(classical and contemporary)  
which may be of interest to those researchers who are concerned with empirical 
issues in economics in general and in its specialized fields in particular. 
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1. Introduction

Since the works of Ciompa [1910] and Frisch [1933],  many investigators in the lit-

erature of the field have defined econometrics in different but conceptually equivalent 
ways. Among these investigators we include: (1) Tintner [1953], who defines econo-

metrics as an important special method for the evaluation of mathematical economic 

models in numerical terms and for the verification of economic theories; it uses the 
methods of modern statistics for this purpose. (2) Haavelmo [1944], who defines 
econometrics as the method of econometric research aiming at a conjunction of eco-

nomic theory and actual measurements, using the theory and technique of statistical 
inference as a bridge pier. (3) Samuelson, Koopmans and Stone [1954], who define 
econometrics as the quantitative analysis of actual economic phenomena based on the 
concurrent development of theory and observation, related by appropriate methods 

of inference. (4) Spanos [1986], stating that econometrics is concerned with the sys-

tematic study of economic phenomena using observed data. (5) Geweke, Horowitz 

and Pesaran [2007], who define econometrics as the method aiming to give empirical 
content to economic relations for testing economic theories, forecasting, decision 

making, and for ex post decision policy evaluation.

 Regardless of which definition is adopted, econometrics can be thought of as be-

ing the application of mathematics and statistical methods in the analysis of eco-

nomic data; that is data involved in an economic model. The economic models (static 

or dynamic) contain behavioral relations for the endogenous variables which are 

considered solutions of optimization problems and they may be planned contingent 

on either observed outcomes or expectations. The solution of these relations gives 

the economic equilibrium. The static models focused on the study of the effects that 
changes in the exogenous variables may have on the endogenous variables, ignor-

ing the process of transition between the involved equilibria, which are taken up by 
the dynamic economic models, such as growth models. Econometric models, on the 

other hand, using mathematical and statistical tools, aim to put the economic mod-

els in an empirical perspective of economic relations. To this end, a distinction is 

made between theoretical and applied econometrics. Theoretical econometrics deal 

with issues concerning the statistical properties, that is properties of the estimators, 

in an economic model. Applied econometrics, on the other hand, focuses on issues 

concerning the application of econometric methods, that is methods representing ap-

plications of standard statistical models, to evaluate economic theories. The basic 

difference between econometric and statistical  models is that in econometrics the 

economic data are observational rather than  being derived from controlled experi-

ments as assumed in statistical models. This distinction led to the development of 

methods in dealing, among other things, with identification and estimation of simul-
taneous equation models. Generally speaking, econometrics is classified into two 
major categories: Classical and Bayesian Econometrics.
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        Classical econometrics, which reflects the tradition of the Cowles Commission, 

makes use of the distinction between endogenous and exogenous variables  imposing 

restrictions to achieve identification, and allowing the investigators to make causal 
inferences in the absence of controlled experiments. The models treated in the classi-

cal econometrics depends on the particular interest of the researchers and the comp-

lexity of the relationships they represent.  Based on the number of the equations 
involved the models are described as single-equation models, that is models in which 
the variable of interest to the researcher is expressed as a function of one or more 

independent variables; and multiple-equation models, that is models consisting of a 
set of interrelated variables (simultaneous equation models). A further categorization 
of the models include: (1) stochastic vs. nonstochastic models; (2) qualitative models 
vs. quantitative models; (3) time-series vs. cross-section model; and (4) pooled data 
vs. panel data models. Recently, emphasis was laid on the so-called financial econo-
metric models, usually classified as classical, volatility, and regime-switching mod-

els. Special ingredients of classical econometrics include: (1) the correct specification 
of the model, implying both the selection of the functional form and the choice of the 

variables which should be included in the model. (2) the choice of the appropriate 

method of estimation. Depending on the nature of the problem and the available data, 

methods of estimation include the OLS, the 2SLS, the 3SLS, the method of moments, 

the generalized method of moments, the SURE and the IV methods. (3) the evalua-

tion of the model in terms of the theoretical, econometric, and statistical criteria. 

      Bayesian Econometrics differs not only from classical econometrics but also 

from frequentist econometrics. The basic difference between classical and Bayesian 
econometrics is that in classical econometrics the researcher works with models, such 

as regression models,  and by using data, estimates, through the application of the 

appropriate technique, the parameters of the model. Bayesian econometric, on the 
other hand, uses Bayes’s rule to do so. It is based on the subjective view of proba-

bility, which argues that uncertainty about anything unknown can be expressed using 

the rules of probability, and the vector of the coefficients is as a random variable, 
compared to frequentist econometrics in which the vector of the coefficients is not a 
random variable. 

       The context of this partial survey is organized as follows. Section 2 summarizes 

the main problems relating to specification, estimation and evaluation of single equa-
tion models. Section 3 focuses on time-series models with emphasis on financial 
econometrics. Classical time-series models (univariate and multivariate), volatility 

models, regime-switching models, and  panel data estimation is the core of the analy-

sis in this Section. In Section 4 the basic Logit, Probit and Tobin models are analyzed 

and Section 5 discusses basic spatial econometrics. Some issues in simultaneous 

equation models are discussed in Section 6.  The last Section summarizes this review.



A. ANDRIKOPOULOS, D. GKOUNTANIS,
South-Eastern Europe Journal of Economics 2 (2011) 107-165

110

2. The Linear Regression Model: An Overview

In estimating economic relationships, the most widely used method is the OLS. With 

this method in applied situations it is usually assumed that the so-called Gauss-Markov 

assumptions are satisfied. The model and the related assumptions are given below:

[2.1]

where                                                                                and       is an        matrix of 

the exogenous variables of the model.

Assumptions:

[2.2]

[2.3]

[2.4]

The first assumption mean that, on average, the regression line should be correct; 
that is, if the model includes all the significant exogenous variables, both posi-
tive and negative, the error terms will average out to zero. The second assumption 

states that: (1) each distribution of ε has the same variance, σ2, that is the errors are 

 homoskedastic; and (2) all error terms are pairwise uncorrelated, implying absence 

of autocorrelation. The third assumption suggests that the matrix X is determinis-

tic and not stochastic. Assumptions [2.2]-[2.4], summarized by the Gauss-Markov-

Theorem, suggest that the OLS estimator,                  ,is the best linear unbiased 

estimator (BLUE). From an empirical point of view some or all the Gauss-Markov 

assumptions may not be satisfied. In such cases, the issues involved include: (1) the 
identification of the problem in question; and (2) the derivation of alternative estima-

tors satisfied the Gauss-Markov assumptions. We briefly outline these issues below.
 Heteroskedasticity. The problem of heteroskedasticity, usually appearing in 

cross-section models, refers to the fact that the error terms are mutually uncorrelated 

but the variance of ε
i
 is not constant but varies over the range of observations. That 

is                                         Various test statistics, each on its own merit, have been 

developed in the literature for heteroskedasticity testing. Basic test statistics include 

the Goldfeld-Quandt [1965] test; (2) the Spearman [1904] test; (3) the  Glesjer test 
[1969]; (4) the  Breusch-Pagan test [1979,1980]; (5) the White test [1980]; and (6) 
the Bartlett test [1949]. Alternative methods have been advanced in the literature to 

cope with the heteroskedasticity problems, such as the weighted least squares(WLS) 
method, the generalized 2SLS, and the method of the maximum likelihood function 

(FIML)1.

 

1. In section 3 we provide an extensive analysis of the heteroskedasticity problem in time-series  

models, such as the class of ARCH models and their extension.
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2. Alternative methods of estimation, particularly applied in low order autoregressive structure 

include the Cochrane-Orccutt [1949], Hidbreth and Lue [1960], and the Durbin [1960] two-steps 

procedures.

3. See classical textbooks for complete analysis.

 Autocorrelation. The problem of autocorrelation, common in time-series models, 

violates the assumption that all error terms are pairwise uncorrelated.

That is                          . Omitted important independent variables from the model, 

models with lagged endogenous variables, and incorrect functional form of the model 

are some of the causes of autocorrelation. In its general form, the autoregressive 

model, belonging to the AR(p) category,  is written as follows.

[2.5]

                                                        

                                                                                                                                [2.6]

  ρ
i
=autocorrelation coefficient, p=length of the lagged error.

There are various forms of autocorrelation, each of which leads to a different struc-

ture of the autocovariance error matrix. Among these forms, the first-order autocor-
relation, AR(1), is the most popular in empirical situations. Focusing on this form, 

researchers in the field have developed procedures to detect, first, and to cope with, 
second, the problem of autocorrelation. Formal statistical tests to detect autocorrela-

tion in AR(1) include: (1) The Durbin-Watson [1951] test; (2) the h-Durbin [1970] 
test; (3)  the Von Neumann [1941] ratio; and (4) the Berenblut-Webb [1973] test. 
The Lagrangian Multiplier test (LM-test), suggested by Breusch [1978] and Godfrey 

[1978] can be used for detecting higher order autocorrelation. The basic method in 

estimating models with autocorrelation is the Generalized Least-Squares Method: 
GLM ή Aitken’s Generalized LS)2.

 Multicollinearity. In estimating econometric models it is assumed that cov (X
i
, 

X
j
)=0. In such a case, the matrix Χ΄Χ is not invertable. Thus, the estimation of the 

model with the OLS does not provide unique values of the coefficients of the model. 
The presence of multicollinearity in a model casts doubts on both the interpreta-

tion of the estimates and the correct signs of the coefficients. Various criteria can be 
used to identify the presence and severity of multicollinearity in a model, such as 

the: (1) t-statistics, R2 and          ; (3) criteria of Frisch, Farrar-Glauber [1967], Theil 
[1965,1968] and Klein [1950a, 1950b]; (4) eigenvalues-condition index, the toler-
ance and variance inflation factor and the auxiliary regression method. Methods for 
the solution of the multicollinearity problem include restricted least squares regres-

sions, ridge regressions, transformation of the exogenous variables in an uncorrelated 

set, combination of cross section and time series data, dropping irelevant variables of 

the model, the principal component regression, and many others3.
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 Specification Errors. The violation of the Gauss-Markov assumptions in em- 

pirical situations can, in general, be attributed to the misspecification of the model 
in  question. Model misspecification leads to specification errors which are due to: 
(1) omission of important variables, (2) inclusion of superfluous variables, (3) wrong 
functional form, (4) wrong specification of the error term, and (5) measurement er-
rors both in the dependent and independent variables in the model4. The OLS estima-

tors with: (a) omission of important variables gives biased and inconsistent estimates 

with large variances and standard errors and (b) inclusion of irrelevant variables, the 

OLS estimators are unbiased and consistent and the estimated variance is larger than 

necessary (implying larger confidence intervals than necessary). The OLS estimates 
are unbiased, consistent and less efficient when the dependent variable is measured 
with error and biased and inconsistent when the values of the independent variables 

are measured with errors. The examination of the residuals, the Durbin-Watson sta-

tistic, the Lagrange multiplier test and the Ramsey’s[1969] RESET test can be used 

to detect specification errors.
    The brief analysis given above is based on the assumption that the investigators 

reflect the views of the Cowles Commission econometricians in the sense that the 
analysis focuses on the estimation and evaluation of a particular econometric model. 

An  alternative methodological approach, known as LSE methodology or a general 

to specific approach, grounded on the works of Leamer [1983] and Hendry [1980], 
in which the econometric research has shifted from the estimation and evaluation of 

a given model to the choice among alternative and competing models. More specifi-

cally, Leamer5, for discovering the true model, introduces the extreme bound analysis 

and Hendry, on the other hand, developed the notion of top-down (general to specific) 
modelling strategy. In choosing the best among competing models, the most common 

tests used is the nonnested F-test and the Davidson-MacKinnon[1981] J test6.

3. Time Series Econometrics

Historically, the analysis of economic relationships and their future prediction were 

based on econometric models, that is models in which the dependent variable(s) is 

expressed as function of quantitative, qualitative and other random variables. How-
ever, the rapid increase of economic relationship, both at national and international 

level, made it quite difficult to perform and evaluate economic and other predictions. 
This has led the investigators in the field to develop new techniques of analysis better 
applied to modern economic theory in general and the financial market in particular; 

4. See Cujarati [1988].

5. For criticisms of Leamer’s approach and some related issues see Angrist and Pischke [2010].

6. For a historical review of  econometrics see Malinvaud[1980], and  J.F.Geweke, J.L.Horowitz 

and M. Hashem Pesaran [2006]. 
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that is markets in which risk and uncertainty constitute an important factor in formu-

lating policies in the proper direction. These new approaches include, among others, 

models based on time series data and  usually classified into four, even arbitrary, 

broad categories: (1) classical (univariate and multivariate) models; (2) volatility 
models; (3) regime-switching models; and (4) panel data models.

3.1. Classical Time Series Models

The basic linear classical time series models include the AR(p),equation [3.1], MA(q), 
equation [3.2], and ARMA(p,q), equation [3.3], type. 

[3.1]                                                                       

[3.2] 

[3.3]

Where:

        

 

                                  

 The basic issues relating to the above models include: (1) the identification of the 
specific model fitting better the time series data; (2) the determination of the degree of 
polynomials; (3) the method of estimation; and (4) the choice of the model that gives 
the best predictions. In empirical situations, the degree of polynomials, p and q, is 
determined by the autocorrelation functions (ACF and PACF) and, the Akaike [1973] 

and Schwartz [1978] information criteria. DF and ADF [1973, 1981] Phillips and 

Perron [1988] procedures can be used to test for stationarity. The chosen model can 

be estimated by the Maximum Likelihood Method and the evaluation of the findings 
is based on the stationarity of the residuals and the goodness of fit of the time series 
data. The standard criteria are used to test the forecasting ability of the chosen model. 

Non stationary time series are transformed to stationary using the Box-Jenkins [1970, 

1976] methodology. The transformed nonstationary  to  stationary  results  in  the so-

called ARIMA (p,d,q) models, where  p  and q give the degree of polynomial of ΑΡ(p), 
and ΜΑ(q), and d the required differrencing of the series to achieve stationarity. 
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 In the case of models with only one time series, prediction requires that the series 
must be stationary. Nonstationary time series lead to spurious results in the sense that 

both the estimators and the relevant statistics are misleading. However, in bivariable 

(multivariable) time series models the problem of spurious results could be avoided 

if the series are cointegraded.; cointegration implying that, if two or more variables 
are I(I)  and their linear combination is I(0), then the series are  stationary. A classical 

example of cointegration is the estimation of the Keynesian consumption function

C
t
 = β

0
+β

1
Υ

t
+ε

t
, where C(1) and Y(1). If ε

t 
= C

t
 – β

0
Υ

t
 and ε

t 
(0)

 
then C

t  
and Υ

t 
are 

cointegrated, that is stationary. The usual statistical tests in testing Cointegration in-

clude the Dickey-Fuller tests in both its version (DF and ADF), the Cointegrated 

Regression Durbin-Watson test (CRDW), the Sargan and Bhargava [1983] test,  and 

other alternative  tests suggested by Maddala and Kim [1998].

 The concept of cointegration relates to the issues of the long-run equilibrium,  
the error correction mechanism (ECM) and the VAR representation of the model. A 

cointegrated relationship implies long-run equilibrium in the sense that the equilib-
rium error  is stationary, meaning that it fluctuates around zero. However, in the short 
run there may be disequilibrium. This short run disequilibrium can be corrected and 
pushed back to the long run equilibrium by utilizing the so-called error correction 
mechanism (ECM) in which the error term in the cointegrated relationship, ε

t
 = C

t
 – 

β
0
Υ

t
, is considered as an equilibrium error. In a two time series model, the ECM takes 

the form:

[3.4]

 The vector auroregressive model(VAR), extends the univariate model to multi-

variate time-series. The VAR model: (1) is considered a powerful tool in describing 

the dynamic behavior of economic series; (2) provides superior forecast of financial 
time-series compared to those forecasts obtained in univariate models; (3) avoids the 
problem of identification in simultaneous equation models; (4) is useful for structural 
inference and policy analysis; and (5) is suitable for calculating short and long run 
impacts  multipliers. In its simplifying form, the stationary VAR(2) is written as fol-

lows:

[3.5]
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 In the model stated above, the two endogenous variables, Y
it
 and Y

2t
, have the  

same regressors, that is the lagged values of Y
it  

and Y
2t

7. In essence, the model is a 

reduced-form model. This implies that the model is just a seemingly unrelated re-

gression (SUR) model. Since in model [3.5] each equation has the same independent 
variables, each equation may be estimated by the OLS without losing efficiency rela-

tive to the GLS. That is, the coefficients of the model are efficient and consistent. In 

the case where the number of  regressors differs between the equations of the system, 
the SUR estimates, called near VAR estimates, are efficient. In the bivariable VAR(p) 
model linear hypotheses can be tested through the Wald procedure and the lag length 

selection can be obtained through the information criteria such as Akaike (AIC), the 

Schwartz-Bayesian (BIC) and the Hannan-Quinn (HQC) criteria8. Forecasting proce-

dures as those applied in AR(p) models can be also used in the VAR(p) models.

 From the economic point of view, it becomes quite difficult to interpret the many 
estimates involved in a general VAR(p) model. To cope with this problem, researchers 

in the topic in question use the so-called structural analysis. Three main types of 
structural analysis appear in the literature: Granger causality tests, impulse response 

functions, and forecast error variance decompositions.

 Granger Causality Test. In the bivariate model [3.5], and in the Granger [1969] 

framework, Y
2
 in the first equation of model [3.5] fails to Granger-cause Y

1
 if all 

coefficients of Y
2t-2

 are zero. In this case the θ’ς coefficients are lower triangular. That 
is:

[3.6]                                     

Similarly, the second equation in model [3.5] fails to Granger-cause Y
2
 if all coef-

ficients of Y
1t-1

 are zero. In this case the θ’ς coefficients are upper triangular. That is:

[3.7]                                         

 The same procedure can be used for multivariate  VAR(p) models. The Wald sta-

tistics can be used to test these restrictions.

7.

8. For detailed analysis of these cretiria see Lutkepohl [1991] and Hamilton [1994].

[3.5a]

[3.5b]
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 Impulse Response Functions. In order to trace out the path effects of structural 

shocks in the system, Sims [1980] has introduced the Vector Moving Average (VMA) 

model which,  in the most simplified form, is given below:

[3.8]

As stated in [3.8], the VMA model can be used: (1) as a tool to investigate the inte-

raction between the sequences of the two endogenous variables and, subsequently, to 
trace out the effects of structural shocks in the entire system; (2)  to calculate the short 
and long run impact multipliers; and (3) to identify the coefficients of the VAR(p) 
model9.

 Forecast Error Variance Decomposition. The forecast error variance decompo-

sition gives the proportion in the movements in a sequence which is attributable to 
its own shocks as compared to the shocks of the other variables in the system. Speci-

fically, if the error in variable Y
2t
, εy2t

, does not explain any of the forecast error va-

riance of   at all forecast horizons, then the sequence of Y
1t  

is considered exogenous. 

On the other hand, the Y
1t  

is considered as entirely endogenous if the εy2t  
explains all 

the forecast error variance in the sequence of Y
1t  

in all forecast horizons.

          In their general form, both the VAR(p) and VMA(q) models, contain many 
variables and long lags. This fact requires, first, a large number of data for their esti-
mation and, second, the estimated coefficients are not very precise. This is due to the 
fact that the standard error bands do not take into account the parameter uncertainty. 

The Bayesian VAR(p), BVAR(p), improves the estimates by  incorporating in the es-

timation process: (1) prior information about the structure of the model; (2) possible 
values of the parameters or functions of these parameters; and (3) parameter uncer-
tainty.  

3.2. Volatility Models

Researchers in their attempts to analyze and forecast financial and other time-series 
data, such as prices of bonds, inflation rates and  price of foreign exchange rates, 
have observed that the prediction of these variables changes considerably from pe-

riod to period. The prediction error is not stable but varies, particularly in the long 

run. This volatility may be attributable, among other things, to the volatility of finan-

cial markets, governmental policies, and false information about forthcoming events, 

economic, political and social. The fact that the traditional time-series models (AR, 

MA and ARMA), particularly models applied in the financial sector, proved to be 
unsatisfactory both to provide accurate predictions and explain the relationship that 

exists between returns and risk of financial assets, has resulted in the development 
of new models, called in the area of financial economics regime-switching volatility  
econometric models or simply volatility econometric models.

9. For a detailed analysis see Sims [1980] and Enders [1995].  
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 In the literature of the field, the most widely used models fall into two major cat-
egories: (1) the ARCH-GARCH models and their extensions; and (2) the stochastic 
volatility models. The first category attempts to capture the most important stylized 
facts in financial markets, such as volatilities clustering, fat tail and asymmetric dist-
ributions of returns, persistence of autocorrelation in absolute or squared returns, and 
leverage effect. The second category, on the other hand, focuses on models in which 

the volatility is not directly observable, but is driven by an unobservable random 

process10. In the literature, a distinction is made between linear and nonlinear models 

(Chart 3.1). This distinction is somewhat arbitrary in the sense that long run time-

series  may  display  both  linear and nonlinear components.

10. See, for instance, Carroll, Ruppert and Stefanski [1995] and Shephard [1986].  
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3.2.1. Autoreggresive Conditional Heteroskedasticity Models: ARCH(q)

The Basic ARCH(q). The ARCH(q) models, commonly applied in financial econo-
mics in which varying volatility clustering are observed, is grounded on the belief 

that there is the suspicion that at any point in a time-series its terms will have a 

characteristic size (or variance). Specifically, the ARCH time series models assume 
that the variance of the current error term (or its square) is a function of the actual 
sizes of the error terms (or innovation) of the previous period. The specification of 
the ARCH model, originally developed by Engle [1982], is based on the following 

regression model:

[3.9]        

This model consists of two parts: (1) The mean of the time-series which can be pre-

dicted, given all past information, T
t–1

; and (2) the error term, the variance of which is 
not constant but a function of the past years’residuals or its square; that is:

[3.10]

  

[3.11]
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Forecasting: Based on  [3.10], we have:

[3.12]

[3.13]

[3.14]

    Shortcoming: Tsay [2005, p.106] summarizes the shortcoming of the ARCH, 

which include: (1) The ARCH model assumes that positive and negative shocks have 

the same effects on the volatility of the series. (2) The model does not provide new 

evidence in understanding the source of variation of a financial time-series. (3) The 
model is restrictive in the sense that, if the series has a finite fourth moment, a

2
 in the 

ARCH(1) model must be in the range [0,1/3].This constraint becomes complicated 

for ARCH higher order model. (4) The ARCH models are likely to overpredict the 

volatility. This is so because these models respond slowly to large isolated shocks   to 

the return series. In addition, the large number of lags in the model complicate the 

estimation in cases where the series involve the use of daily or weekly data.

 The ARCH-in-Mean ARCH-M. Engle, Lilien and Robins [1987], extended the 

ARCH(q) in such a manner that the mean of  a series is a function of its own condi-
tional variance. This extension, suitable for application in asset markets, is based on 

the fact that a risk-averse investor requires compensation for holding a risky asset. In 
this sense, the ARCH-M: (1) allows the conditional variance to affect the mean of the 

series; and (2) changes in the conditional variance affect the expected returns of the 
assets. In its simplest form, the ARCH-M is written as follows:

[3.15]

where μ and γ are constant. The parameter γ is called the risk premium parameter. If 

this parameter is positive it suggests that the expected returns are positively related 

to the volatility and vs.

3.2.2. Extensions of the ARCH(q)

In order to tackle some of the shortcomings outlined above, the ARCH(q) model 
was extended and generalized in various ways. Some of these models are discussed 

below. 
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 Generalized ARCH Model: GARCH(q,p). One of the basic shortcomings of 

the ARCH(q) is that it requires a large number of parameters and high order q to 
capture the volatility process. In order to tackle this shortcoming, Bollesrslev [1986] 

introduced the Generalized Autoregressive Conditional Heteroskedasticity model, 

GARCH(q,p), the basic formulation of which is as follows:

[3.16] 

[3.17]                       

              

  L=lag operator

The variance of the error in the ARCH(q,p) consists of three parts: (1) the constant 
term γ

0
 ; (2) the terms of  ARCH, γ

1
,... γ

p
 ; and (3) the terms of GARCH, δ

1
,... δ

p
. Con-

ditions [3.17] suggest stationarity and positive conditional variance.

 The GARCH-M. The GARCH-Μ model aims to capture the direct relation bet-
ween  returns and the probability of chance in the risk, as this risk is measured by 

the conditional variance. This is done by augmenting the mean of the variable of our 

interest by the conditional variance. This model can be expressed as follows:

[3.18]               

[3.19]  

 The model [3.18]-[3.19]: (1) gives the relationship between risk premium and the 

conditional variance; (2) indicates that the conditional variance is a measure of the 
risk associated with an asset; (3) allows in the conditional mean to be a function of  its 
variance; and (4) the returns of an asset depends on the degree of the asset in the sense 
that risk-averter investors require greater compensation for holding this particular as-

set. Positive variance and stationarity requires  that the conditions, given above hold.
 Alternative specifications of the linear models include:(1) the Integrated GARCH 
(IGARCH); (2) the Fractional GARCH (FIGARCH); and (3) the Stochastic Volatility 
(SV) model. The IGARCH [Engle-Bollerslev,1986] is characterized by the fact that 

the impacts of past squares of error on the volatility is persistent, implying that the 
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IGARCH is a unit-root GARCH. That is, the inequality stationarity condition in the 
GARCH becomes equality restriction in the IGARCH. The FGARCH introduced by 
Baillie, Bollerslev and Mikkelsen [1993], on the other hand, focuses on the fact that 

the sum of the coefficients in the GARCH approaches to unity, implying that the ef-
fect  of any disturbances on the conditional variance is diminishing at slow rates. To 

put it in another way, the FIGARCH combines the GARCH and the IGARCH model. 

[3.20]

     

 In general, it has been established in the literature that the linear GARCH models 

do not perform quite satisfactorily in certain regions of economics and financial time-
series data. Structural changes and changes in the behavior of economic units neces-

sitated the construction of non-linear models. Some of these models, which extend 

the models of ARMA-type11, are briefly analyzed below.

 The Exponential GARCH (EGARCH): The EGARCH Model [Nelson, 1991]. 

As stated above, one of the weakness of the ARCH and GARCH models is that they 

do not take into account the fact that positive and negative shocks may not have the 

same effect on the volatility of a series. To put it another way, these models ignore the 

probability that positive and negative shocks could have different effects on the con-

ditional variance of the errors. The EGARCH model avoids this problem by allow-

ing for asymmetric effects between positive and negative shocks on the conditional 

variable of a series. That is, the volatility, as measured by the conditional variance, 

depends both on the magnitude and the signs of the errors. In its simplest form, the 

EGARCH (1,1) model is written as follows:

[3.21]

[3.22]

[3.23]                                                                                       

11. For alternative GARCH models, see Tsay [1987], Nicholls and Quinn [1982], Melino and Turn-

bull [1990], and others. 
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The coefficient γ, which signifies the leverage effect of ε
t–1

, indicates asymmetry 

effect on the volatility of a series. Specifically γ ≠ 0, indicates assymetry, and γ < 
0 indicates that positive disturbances create less volatility than the negative distur-

bances. Positive (negative) effects on the volatility are measured by γ+δ (γ-δ). For 
δ=0 the model is non-linear, and in empirical application the γ is expected to be 
negative. The logarithmic formulation of the model guarantees positive conditional 

variance, without imposing restrictions on the parameters12. Models dealing with the 

issue of the asymmetry effect include, among others, the Quadratic GARCH [San-

tana(1995)], equation [3.24], and the GJR-GARCH [Glosten-Jagannathan-Runkle 
1993], equation [3.25]. The last term in [3.24] deals with asymmetry effects in the 
sense that it allows the positive and negative effects on the conditional variance. The 

GJR-GARCH, on the other hand, postulates that the coefficient of the αι depends on 

the sign of the shock.  

[3.24]

            

[3.25]

           

 Other Non-Linear GARCH. Alternative specifications of non-linear GARCH 
models, each on its own merit, have been suggested and/or applied mainly in the field 
of financial economics. These models include: (1) the NAGARCH [Engle and Ng, 
1993] in which the conditional variance is a function of the shocks and the volatility 

of the past and positive shocks causes more volatility than negative shocks of the 

same magnitude; (2) the NGARCH [Engle and Bollerslev, 1986] the basic characte-
ristic of which is that volatility is a non-linear symmetric function of both the shocks 

and the volatility of the past; (3) the TSGARCH [Taylor, 1986 and Schwert, 1989] 
which is symmetric with the conditional variance being a function of the moving 

12. 

13.
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 average of the absolute lagged disturbances; and (4) the LSTGARCH [Hagurad, 
1987 and Gonzalez-Rivera, 1998], the ANSTGARCH [Anderson, et al., 1999] and 

the VSGARCH [Formari-Mele, 1997].

3.2.3. Regime-Switching Models

Even though the time series linear models have been and continue to be used in ap-

plied econometric studies, they appear to be unsuccessful in identifying nonlineari-

ties in certain time series data, particularly data in financial time series (stock prices, 
exchange rates, and other financial assets). It has been argued in the literature that the 
observed non-linearity could be better identified if we take into account the fact that 
the behavior of the time series involved depends on the regime or the stage prevalent 

at a specific time period. To put it in another way, there are cases where the structures  
of the time series are not stable but are characterized by abnormal situations which 

are not captured by models of the ARMA and ARIMA-type and the GARCH models 

as well. In dealing with this problem, new methodological approaches have been de-

veloped, usually termed regime-switching approaches. These approaches deal with 

two main categories of models: (1) models in which the regimes are determined by 

an observable variable (parametric models); and (2) Markov-switching  models in 
which the regimes are determined by an unobserved variable (probabilistic models).

 Parametric Models. The basic parametric models include: (1) the threshold auto-

regressive models (TAR); (2) the Self-Exciting threshold autoregressive models (SE-

TAR); and (3) the smooth transition autoregressive models (STAR). The basic idea 
of these models is that the time-series consists of two or more regimes and there is a 

mechanism through which the model  switches between these regimes in accordance 

with whether a particular time-series reaches or approaches a threshold value.

 TAR Models: In the TAR models, the regime in period t is determined by an 

observed variable, say q
t
, relative to a threshold value, say γ, which is assumed to be 

weakly exogenous. In this manner, the model becomes a fractional linearization of a 

nonlinear model in the R domain of q
t
,

14. Tong [1990] classifies the TAR models into three basic categories (1) Piecewise Linear Mod-

els); (2) Smooth Threshold Autoregressive Models, and (3) Piecewise Polynomial Models.
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 SETAR Models: The SETAR models differ from the TAR in the sense that the 

threshold variable q
t
 is assumed to be a lagged value of the time series itself; that is 

q
t
=y

t-d
, for a certain integer d>0, and non observed as the specification of the TAR 

assumes. This implies that the time series may be linear within each regime but not 

linear for the whole time series. The basic formulation of the SETAR is given below.

                                                 

 

where :

               

               

 STAR Model. One of the basic shortcomings of the SETAR model is the fact that 

the conditional mean function is non continuous, implying that the border  between 

the regimes is given by the threshold variable, y
t-d

. Tong [1978] and Terasvirta [1994] 

have shown that a smooth transition between the regimes is obtained if  the indicator 

function, I(y
t-1

>γ), is replaced by a continuous function, say G(y
t-d

;c, γ). This function 

is assumed  to  be  a  continuous function bounded between 0 and 1, and the transition 

variable, y
t-d

 is taken in most cases as being lagged endogenous variable for certain 

integer d>0. Based on this transition function, the specification of a two regime STAR 
model takes the following form:

 

[3.27]

15. In compact form the model is written as follows:

[3.28]

[3.29]
[3.30]



A. ANDRIKOPOULOS, D. GKOUNTANIS,
South-Eastern Europe Journal of Economics 2 (2011) 107-165

125

 The logistic function leads to LSTAR model, and the exponential to ESTAR mod-

el. Extensions and/or modifications of the basic regime-switching models include 
Multiple Regime STAR Models (MRSTAR), Time Varying STAR Models (TVS-

TAR), Vector STAR Models (VESTAR) models and others16.

 Probabilistic Models. The basic difference of the probabilistic models from the 

parametric is that the regime relative to the threshold is determined by probabilistic 

criteria, such as Markov-Chain procedures. Hamilton [1989] introduced the so-called 

Markov Switching Model (MSW), in which for an AR(1) model and two regimes can 

be written as follows:

[3.31]                              

 Model [3.31] indicates that: (1) the process s
t
, corresponding to a first-order 

Markov-process or Markov-chain procedure, depends only on the regime of the 

previous period, s
t-1

; and (2) the transition from the first to the second regime depends 
on the transition probabilities given below.

[3.32]

 In [3.32] the probabilities p
ij
 show the probability that regime i in period t-1 is 

followed by regime j in the second period, t. The value of p
i
 determines the speed of 

transition between regimes. In contrast to SETAR model, based on a deterministic 

process, the MSW follows a stochastic process17. Model [3.32] can be extended to 

include multiple regimes models18. 

        Depending on the particular specification of the model, important issues in empi-
rical applications include: (1) the choice of the estimation method; (2) the evaluation 
of the findings; and (3) the predictability of the variable(s) the model is designed to 
analyze. Methods of estimation include both parametric approaches, such as the ML 

and its variants, the GMM, and Bayesian and Monte-Carlo methods. A variety of tests 

16. For an analysis of these models see Tong [1983,1990],  and van Dijk, Terasvirta and Franses 

[2002].

17. For variance of the MSW see McCulloch and Tsay [1993] and Hamilton [1994].

18. See Boldin [1996] and the reference cited there.
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have been used or suggested to evaluate the performance and the accuracy of the pre-

dictions. Tsay [2005] classifies the nonlinearity tests as parametric and nonparamet-
ric. The parametric tests include the Ramsey [1969] test, the Tsay [1969] F-test, and 

the threshold test [Tsay, 1989]. The Ljung-Box [1978], used to check for model ina-

dequacy, the Brock, Dechert, and Scheinkman[1987], used to test the iid assumption 
of a time series, and the bispectral test, used to test for linearity and Gaussianity19. 

3.2.4. Panel Data Econometrics

Baltagi [2005], Hsiao [2003] and Klevmarken [1989] provide the reasons for which 

panel data should be used in empirical applications. They point out, among other 

things, that panel data: (1)  control for individual heteroskedasticity; (2) give more 
informative data, more variability, less collinearity between variables, more degrees 

of freedom and more efficiency; (3) are able to study better the dynamics of adjust-
tment, to construct and test more complicated behavioral models, to identify and 

measure effects that cannot be identified in cross-section and time-series data; and (4) 
micro panel data are more accurate than that on macro level and panel unit root tests 

have standard asymptotic distributions. Design and data collection problems, distor-

tion of measurement errors, selectivity problems and short time-series dimension are 

some of the limitations of panel data20. The panel data models widely used and/or 

proposed in the literature are classified into two major categories: Fixed Effects and 
Random Effects Models, both static and dynamic, balanced and unbalanced.  A brief 

review of some of these models  is given below. 

 Static Panel Data Models(SPD). In analyzing the SPD models, we consider, first, 
the following regression model (RM):

[3.33]

        

where i refers to cross-sectional units, such as individuals, firms, countries, house-
holds, assets, etc  and t to  time period. The characteristics of [3.33] are that a change 

in X’s affects all the units and all periods in the same manner but the average level 

for units i and j  may be different. Based on [3.33] and a set of assumptions, we could 

specify the following Models:

19. For an excellent analysis see Tsay [2005].

20. For a detailed analysis of both advantages and shortcomings of panel data see Baltagy [2005 

and Hsiao [2003].
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 The Pool Regression(PR) Model. The PR or Constant Coefficient (CC) model 
assumes that intercepts and slopes in [3.33] are constant for all i and t. In this case the 

PR model takes the following form:    

[3.34]

where Y
it
 is an Nxl vector of the endogenous variable, X

it
 is an Nxk matrix of the 

exogenous variables and β and α are parametric constants. Given enough degrees of 
freedom, an estimate could be made of N time-series regressions, each corresponding 

to the ith unit. However, in the case where the β and α are constant, both over time 
and cross-section units, more efficient estimates can be obtained by pooling all cross-
section data21.

 The Fixed Effect(FE) Model. The PR model discussed above has been criticized 

on the ground that both intercept and slopes are assumed to be constant. The FE 

model is based on the assumption that, given constant slope, the intercept term varies 

over  cross section units and time. In its simplified form, the FE model is written as 
follows: 

[3.35]

[3.36]   

                                  

21. See Pindyck and Rubinfeld [1998].

22. There are two basic problems associated with the use of dummies in the FE model: (1) the 

dummy variables do not directly identify what causes the regression model to shift over time 

and over individuals, and (2) uses up a substantial number of degrees of freedom.
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 The FE model involves a number of statistical tests, such as individual, group, 

time, and a group and time effect tests. The individual coefficients are tested with the 
t-statistic. The group effect test, on the other hand, uses the F-statistic to test the fol-

lowing hypotheses: H
0
:α

1
=α

2
=...=αΝ=0, or Η

0
:α

1
–α

2
=0 and others23. Analogous is the 

procedure of testing the time and group-time hypothesis24.

 In spite of the simplicity, the FE model is not without shortcomings. First, in 

practice, PE models includes a very large number of cross-sectional units of obser-

vations. This fact  requires too many dummy variables for their specification. Inclu-
sion of many dummy variables in the PE model reduces the degrees of freedom, 

leading to adequately powerful statistical tests, increases the standard errors of the 
coefficients, due to multicolinearity, and the error terms may be correlated with the 
individual effects.

 Random Effects(RE) Models. There are cases where there are factors that affect 

the dependent  variable  but  are  excluded  from  the estimation procedure. The RE 

model takes this problem into account by considering the coefficient α
i
 in [3.33] as 

a random factor taking the place of the excluded variables in the regression model. 

That is,

[3.37]

             

The error term in [3.37] consists of two parts. The first part is given by α
i  

which is 

assumed to be constant over time and the second part, given by ε
it
, is assumed to be 

uncorrelated over time. This structure of the error term has some implication concer-

ning the method of estimation. Variants of the RE models include: (1) The Random 

Parameter Model and the  Error Component Model. The first model assumes that the 
parameters vary over the cross-sectional units. The second model, on the other hand, 

called also variance component model, assumes that the error term in the regression 

model consists of three components: the cross-section specific error, the time specific 
error, and the error affecting only the particular observation25. 

23. 

24. See Greene [2003].

25. Hausman [1978] specification test can be used for choosing between FE and RE models. This 
test  exploits the fact that the parameters in the FE model should not be statistically different  

from those in the RE model. If the value of the X2 statistic is greater than the critical value we 

conclude that the parameter estimates in the RE model are statistically significant from those in 
the FE model. This implies that the RE model is misspecified.
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 Dynamic Panel Data Models (DPD). The unique characteristic of the DPD mod-

el is that it allows us to take into account dynamic elements, such as persistence, 

partial adjustment, habit formation and others, and understand better the dynamics of 

adjustment taking place in economic relationships, as characterized by the inclusion 

of one or more lagged regressors in the specification of the model. The specification 
of a DPD model with one lagged regressor is as follows:

[3.38]

The model, as specified above, gives two sources of persistence over time: auto-
correlation, due to the presence of lagged variable in the regressors, and the hetero-

geneity effect among the individual units26.

 The issues of stationarity and cointegration has been an important subject of ana-

lysis in DPD models. This is so because, among other things, the observed heteroge-

neity between the cross-sectional units violates the stationarity conditions required 
for testing hypotheses in PD models.

 In testing for stationarity a number of alternative unit root tests, each on its own 

merit, have been developed in the literature. Baltagi [2005] classifies the panel unit 
roots tests into two basic categories: (1) panel unit roots tests based on the cross-sec-

tional independence assumption and includes Levin, Lin and Chu [2002] test, the Im, 

Pesaran and Sin [2003] test, the Harris and Tsavalis [1999] test, the Breitung-Meyer 

[1994] test, and the Residual-Based LM test. (2) panel unit roots tests based on the 

cross-sectional dependence assumption was suggested by Pesaran [2003,2004]. Test 

for cointegration in PD models can be found in the works of  Kao [1999], McCoskey 

and Kao [1998], Pendroni [2002,2004] and Larsson, et al. [2001].

 Estimation of Panel Data Models. The choice of the estimation method in Panel 

data econometrics depends on the model considered and the assumptions made. Spe-

cifically, assuming, first, residual homogeneity and normality and, second, that the 
errors are independent and homoskedastic, the OLS may be used in estimating both 

the CC and PE model. The Estimated (EGLS) or Feasible (FGLS) Generalized Least 

Squares Method can be applied for heteroskedastic models. The Generalized Method 
of Moments (GMM) can be applied in estimating DPD, that is models with lagged 

dependent variable(s), and models with heteroskedasticity, autocorrelation and out-

liers27.

26. For a comprehensive analysis of the DPD models see Baltagi [[2005].

27. The statistical Packages LIMDEP, STATA and SAS, among others, can be used for panel data 

analysis.
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4. Limited Dependent Variables Model

Traditionally, in econometric models the dependent variable is a quantitative variable 
while the independent variables include both quantitative and qualitative variables, 
such as dummy variables. These models cannot be used to analyze cases where the 

dependent variable is dichotomous, that is the dependent variable has only two pos-

sible values (1 or 0), categorical, or qualitative, called also quantal response. Linear 
models of this nature are considered inappropriate in predicting the outcome of such 

binary choices because some of the assumptions  of the linear regression models are 

violated. Specifically, the error terms are heteroskedastic, correlated with explanatory 
variables, and the predicted value of the dependent variable may fall outside of the 

range of 1 and zero. These problems are tackled by the logit model, based on a cumu-

lative logistic probability function, and probit model, based on a cumulative normal 

probability function. Models in which the dependent variable is a mix of discrete and 

continuous outcomes are termed limited response models. Briefly, we analyze these 
models below.

4.1. The Linear Probability Model [LPM]

[4.1]     

This suggests that the normality assumption of the error is violated.

This suggests that the errors are heteroskedastic.

The estimation of [4.1] with the OLS will give insufficient estimates and the WLS is 
recommended. Further, in empirical applications of the model the restriction that the 

predicted values of the dependent variable must fall within the rage of 1 and zero is 

violated . Some doubt is also cast on the validity of the R2 as a measure of the good-

ness of fit of the model. 

[4.1]
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4.2. The Probit Model

4.3. The Logit Model

The logit model deviates from the probit model in the sense that the cumulative nor-

mal distribution is replaced by the cumulative logistic distribution function, given 

below.

[4.4]

Given the fact that the model is nonlinear, the application of linear methods of es-

timation is not appropriate. The problem of nonlinearity can be circumvented by 

expressing the odds ratio in logarithmic form. That is,

[4.5]

The logit model is estimated by Maximum Likelihood Estimation, the OLS and the 

WLS.

[4.2]

[4.3]
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4.4. Censored Regression Models (CRM)

The CRM due to James Tobin refers to the model in which the dependent variable is 

limited (censored)  from above or below. In mathematical terms, the CRM expresses 

the observed level of the dependent variable Y in terms of the latent variable Y*. 

That is:

[4.6]

The CRM is distinguished from the so-called truncated sample in  which the infor-

mation on the regressors is available only if the regressad is observed. The CRM  can 

be estimated by the method of maxiumum likelihood28. Statistical packages, such as 

the E-views, Stata, Shazam, Rats and many others can be used to estimate the CRM29.

5. Spatial Econometrics: SE

Spatial econometrics, as a branch of econometrics in general, deals with spatial auto-

correlation (spatial interaction, or spatial dependence) and structure (spatial hetero-

geneity) in both cross-sectional and panel data regression models. Spatial depend-

ence refers to the error term which appears in the regression model and can be due 

to the fact that there is a spatial correlation of omitted variables, aggregate variables, 

and errors in variable measurement. Spatial heterogeinity, on the other hand, refers 

to the fact that economic activity is unevenly distributed over space. Originally, SE 

was centered in applied research in areas of urban and regional economics, regional 

science and topology. In recent years it has been applied in a wide range of empiri-

cal research, such as labor economics, local public finance, international economics, 
agricultural and environmental economics, public economics, housing and transpor-

tation markets. In the literature, the spatial econometric models are classified in three 
basic categories: (1) cross-sectional spatial econometric models; (2) panel spatial 
econometric models; and (3) limited dependent variable spatial econometric models. 
A brief review of these models is given below30.

28. In the Tobin model the maximum likelihood function is given by:

29. For limited dependent variables using panel data estimation procedures and related issues see, 

among others, Baltagi [2005] and Kyriazidou [1997, 2001].

30. For an excellent review of the development of spatial econometrics see Anselin, L [2010].
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5.1. Cross-Sectional Spatial Models (CRSM)

Both from a theoretical and empirical point of view, the CRSM  deals with the speci-

fication of two broad classes of models: (1) spatial lag models (SLM); and (2) spatial 
error models (SEM). An important ingredient of these models and their extensions 

is the modification of the traditional econometric models to include spatial elements 
in their formulation. These spatial elements are summarized by the so-called weight 

matrix, W, which is used to generate spatial exogenous variables in the model in 

question. This weight matrix: (1) is a squared matrix the dimension of which is equal 
to the number of observation in the i location;  (2) is nonzero if location i and j are 
neighbors, and zero otherwise; and (3) is used to formalize a notion of locational 
similarity and important in testing hypotheses. In practice, alternative criteria have 

been used to define boundaries, such as common boundaries, distance bands and 
social distances31.

 The SLM. The SLM modifies the classical linear cross-sectional model (equation 
5.1)  by allowing the dependent variable Y to be a function of  Y in neighboring loca-

tions (equation 5.2). 

[5.1]

[5.2]

where ρ is the spatial autocorrelation coefficient, Y is nxl vector of the observations 

on  the dependent variable, W is a nxn matrix of  weights, X is a nxk matrix of the 

regressors, and β and ε are nxl vectors of the coefficients and the error terms, respec-
tively. The WY is termed spatial lag.

 The model, as stated in [5.2], is nonlinear in terms of ρ and β, follows a spatial 
AR(1) autoregressive process32 and is no longer homoskedastic, implying that the 

estimation of the model with the OLS will give biased and inconsistent estimates.  It 

can, however, be used for the calculation of local and global spatial multipliers33.

 The SEM. The SEM postulates that the spatial influence on the dependent va-
riable is coming through the error term. It is  formulated as follows:

[5.3]

[5.4]

31. For a detailed analysis see Anselin [2003a,2003b) and the references cited there.

32. For higher order autoregressive process see Blommestein [1983, 1985].

33. For a detailed analysis see Anselin [1988a, 1988b],LeSage and Pace [2009] and references cited 

there. 
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Substituting [5.4] into [5.3] yields the SEM. That is:

[5.5]

where v is an nxl error vector, ρ is a scalar coefficient and Y, X ,β, and W are as be-
fore. Variants of the SLM and the SEM include the Durbing Spatial Model (SDM) 

and the General Spatial Model (GSM).

 The SDM. The SDM extends the SLM by allowing for explanatory regressors 

from neighboring observations. In mathematical terms, the SDM is given below.

[5.6]

The kx1 vector of γ gives the marginal effect of the explanatory variables from neig-
hboring  observations, while the WX product reflects the effect of an average of neig-
hboring units, X-values, on Y.

 The GSM. The GSM due to Anselin [1988], combines the SLM and the SEM. In 

simple mathematical terms, the specification of the GSM has as follows: 

[5.7]

[5.8]

Substitution of [5.8] into [5.7] gives the GSM. That is,

[5.9]

where W
1
 and W

2
 are the spatial weight matrices. Depending on the contiguity defi-

nition, these matrices: (1) contains first-order contiguity relations or functions of 
distance and (2) takes zeros -values in positions  reflecting  non-contiguous observa-
tional units, and ones in positions associated with neighboring units. The GSM, as 

stated above, includes both the LSM and SEM. For instance, if we impose the rest-

riction that X=0 and w
2
=0, the GSM reduces to SAR, given by [5.1], above. Simi-

larly, for w
2
=0  the GSM reduces to SEM, given by [5.5].

 From an empirical point of view, special attention of the researchers centers 

around the structure of the weight matrix and its properties, the determination of spe-

cial boundaries, the identification of spatial dependence and the methods of estima-

tion of the spatial cross-sectional models.

 The specification of the weight matrix, W, is obtained by the application of spatial 
lag operator in the dependent variable, WY, the explanatory variables, WX, and in 

error term, Wε. The correct specification of the weight matrix depends on the model 
in question and the criteria used in its construction (common boundaries, distance 
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bands, social distances, etc.). Since, however, the objective of the researcher is to ob-

tain asymptotic properties for the estimators and specification tests, the W is subject 
to regularity conditions34.

 As was mentioned before, the most important difference between the classical 

econometric  models and the spatial econometric models is the spatial autocorrelation 

in CRSM. Ignoring  spatial autocorrelation, when present, could lead to biased and 

inconsistent estimates in the SLM and biased t-statistics and inconsistent estimates in 

the SEM. Various test statistics have been developed in the literature to identify the 

presence (absence) of spatial autocorrelation. These diagnostic tests are classified by  
Anselin [2003] in two categories: (1) Tests are based on ML, and include the Wald, 

the Likelihood Ratio Test, and Lagrange Multiplier tests; and (2) specification tests, 
which include Moran’s [1948, 1950], and the Kelejian-Robinson `[1992] test. In es-

sence, these tests are, more or less, similar to the tests applied in time-series models.

 Various methods have been used or proposed in the literature for estimating the 

spatial SLM and SEM models. Three are the basic methods of estimation: (1) the 

maximum likelihood (ML); the generalized method of moments (GMM); and (3) 
the Bayesian Estimation. The log ML for the SLM and SEM are given by [5.10] and 

[5.11], respectively.

[5.10]

[5.11]

An alternative of the LM estimator is the method of moments and its variants (in-

strumental variables, generalized moments, and the GMM). The basic difference 

between the LM and the GMM is that the latter does not require the assumption of 
normality and avoids computational problems inherent in the LM estimator35.

34. For further analysis of this issue see Cliff and Ord [1873, 1981], Anselin [1988b,2002], Upton-

   Fingleton [1985], Dietz [2002], Case [1991,1992], Lee [2002], and Kelejian and Prucha 

[2002,1999].

35. For reviews of the methods estimation see Anselin [1988b) and LeSage and Pace [2008, 2009]. 

It should be noted that the proper method of estimation depends on the structure of the weighted 

matrix and the objective of the researcher.
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5.2. Panel Spatial Econometric Models (PSEM)

The panel data econometric models (homogenous and heterogenous), introduced 

in section 3, have been extended through the modification of the cross-sectional-n-
dimensional weight matrix, W

n
, to the panel spatial dimensional matrix, W

nT
. Speci-

fically, the specification of the homogeneous panel data models are given by [5.12] 
and [5.13], respectively:

[5.12]

[5.13]

where Y
it
 is an observation on the dependent variable at i and t, X

it
 a kxl vector of the 

explanatory variables, β a kxl vector of the explanatory variables, and ε
it
 the error 

term36. The basic difference between [5.12] and [5.13] is that in [5.12] the intercept 

and the slope coefficients are assumed to be constant over the cross-sectional units 
as compared to [5.13] where the coefficients are specific to each cross-sectional unit. 

5.3. Limited Dependent Variable Spatial Econometric Models (LDVSEM)

The limited dependent variable models (Logit, Probit and Tobin) discussed in section 

4 have been extended to include spatial elements in their formulation. This extension 

is achieved through the introduction of the spatial weight matrix in the model which 

the researcher is interested in estimating. We consider, as an example, the spatial lag 

model based on the latent specification. This model, in matrix notation and in its 
reduced form,  takes the following form: 

[5.14]

[5.15]

36. In Compact form, model [5.13] is written as Y=Xβ+ε, where Y is a nTxl vector, X is a nTxk 

matrix and ε is a nTxl vector.

37. For the complete specification of the panel spatial models, the estimation methods and the re-

lated statistics, see Anselin [2005] and Baltagi [2005].
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[5.16]

[5.16] indicates that Y* is determined both by the values for X in location i and the 

values of X at locations j. j=1,2,…,k. The basic methods of estimating the Probit mo-

del are the maximum likelihood and the GMM procedures38.

6. Structural Equation Models: SEM

The basic issues related to the SEM center, among other things, on estimation met-

hods, identification, simultaniality and exogeneity. Historically, these issues go back  
to the works of Fisher [1925], who was concerned with the applicability of sampling 

theory in analyzing economic data, Frisch [1934], who was concerned mainly with 

problems of multicollinearity and measurement errors, Koopmans [1937] and Haav-

elmo [1944], who emphasizes the use of stochastic models in econometrics. In these 

works attempts were made to develop procedures incorporating economic theory, 

data, econometric methods, and computing  techniques.

 Identification. The concept of identification of structural parameters, particularly 
in SEM, was and continues to be an important issue in applied econometrics. It can be 

found in the works of Working [1927] , Koopmans and Leipnik [1950], who derived 

rank and order conditions for the identification of a single equation in a complete 
SEM, ignoring the distinctions between  endogenous and exogenous variables, while 

Wegge [1865] and Fisher [1996] provided a solution of the identification problems by 
imposing restrictions on the elements of the variance-covariance  matrix of the struc-

tural disturbances.  In SEM, the solution of the problem of identification depends on 
whether there exists a sufficient number of a priori restrictions for the derivation of 
the structural equations from the reduced-form parameters.

 Exogeneity. The procedure of choosing the method of estimating an SEM, called  

Cowles Foundation Approach, was criticised  on various grounds. Among others, in 

this method: (1) the classification of the variables into endogenous and exogenous 
is in certain cases arbitrary; (2) the identification requires a priori which variables 

should be included and which should be excluded in the equation39; (3) the method 
ignores the fact that changes in the exogenous variables may change the structural 

coefficients,  that is the coefficients in the SEM are not independent of changes in 

38. 

39. See T.C.Liu [1960].
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the exogenous variables40. The Huasman [1978] specification test and the Granger 
[1969] causality test are used to identify and cope with the exogeneity problem.

 Simultaneity. Relating to the issue of endogeneity (or exogeneity) is the issue of 

simultaneity inherent in many models, particularly in macroeconomic models. As-

sume, for instance, the following simple Keynesian model.

[6.1]  

[6.2]

The fact that in this model Y
t
 appears as exogenous variable in [6.1] and endogenous 

in [6.2] implies that both C
t
 and Y

t
 are endogenous and are jointly determined in the 

system. To put it in an other way, the fact that Y
t
 is an exogenous variable in [6.1] and 

C
t 
in [6.2] influences Y

t
, suggests that E(Y

t
, ε

t
)=0. This further suggests that the OLS 

estimator of β
1
 in [6.1] will be biased and inconsistent. The ILS or IV methods can be 

used to tackle the problem of simultaneity.

 Estimation. In SEM, the methods of estimation are classified  into two major 
cate-gories: Limited Information Maximum  Methods (LIML), developed by Ander-

son and Rubin [1949]  and Full Information Maximum Likelihood (FIML), originally 

proposed by Koopmans and others [1950]. The first category deals with the estima-

tion of a single equation in a SEM  and includes the OLS, the 2SLS and the ILS 
methods. The second category, on the other hand, deals with estimation of a complete 

SEM and includes the 3SLS, the SURE and the IV approach. Both the LIML and 

FIML are based on the joined probability distribution of the endogenous variables 

conditional on the exogenous variables in a given model and yield consistent esti-

mates. The basic difference between the single-equation models and system estima-

tion is that the single equation estimation does not  require the full specification of the 
entire system. Chart 6.1 summarizes these methods of estimation41.

    

40. See R.E.Lucas [1976] and Maddala-Sims[1998].

41. For identification and estimation of  nonlinear SEM see Fernanzdez-Villaverde and Rubio-
Ramirez [2005].
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6.1. Instrumental Variables in SEM

It has been well established in the literature of the field of econometrics that the pre-
sence of nuisance parameters in SEM creates a number of problems relating both to 

the estimation procedures and testing hypotheses in many empirical applications. For 

instance, Dofour [2007, pp. 786-788] has stated that:

Weak instruments are notorious for causing serious statistical difficulties on sev-

eral fronts: {1} parameter estimation;{2} confidence interval consideration; {3} 
hypothesis testing. In addition, Dofour emphasizes four properties required for a 
satisfactory solution to the problem of making inference in structural equations: {1} 
the method should be based on proper pivotal {ideally, a finite-sample pivot}; {2} 
robustness to the presence of weak instruments; {3} robustness to excluded weak 
instruments; {4} robustness to the formulation of the model for the explanatory 
endogenous variables Υ {which is desirable in many practical situations}.

6.1.1. The Specification of the Model

Alternative IV models have been proposed or applied in the literature to deal with 

nuisance parameters. In this survey we focus on the most simplified form of SEM,  
given below.

[6.3]

[6.4]
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where y
1
 and y

2
 are respectively nx1 vectors of the two endogenous variables, X  is a 

nxk
1
 matrix of the exogenous variables, Z is a nxk

2
 matrix of the IVs, and β, π, γ and φ 

are unknown parameters. The first equation is a structural and the second a reduced-
form equation. By substituting equation [6.4] into equation [6.3] and rearranging, 
terms, the reduced-form equation for y

1
 has as follows:

[6.5] 

In compact form, the reduced-form equation can be written as:

[6.6]

In the context of [6.6], the following distributional assumptions are made:

1. The errors in the reduced-form equations, ν
1
 and ν

2
, are assumed to be iid across   

rows having a zero mean of a bivariate normal distribution with 2x2 nonsingular   

covariance matrix Ω. That is;

[6.7]

where the subscript i refers to the ith observation of our sample.

42. See, Andrews, et al. [2007].

43. For the properties of the IVs see Andrews, et al. [2006].

44. See Rothenberg [1984].

45. There are three basic reason  of using the above simplified model in analyzing the issue in 
question: (1) It  is considered to be the most important in empirical applications;  (2)  the  model 
can be easily extended  for  heteroskedastic and autocorrelated errors, and (3)  asymptotic  results 

for non-normal errors, both with random or fixed exogenous variables and IVs come in line to  the 
finite sample results for normal errors with fixed exogenous variables and IVs.
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6.1.2. Estimation Methods

In dealing with the elimination of  nuisance parameters in econometric models a large 

number of  methods have been proposed in the literature over the years. These meth o ds 

are usually classified into two major categories: (1) Frequentist and Fisherian Methods 
and (2) Bayesian Methods. Below, we briefly analyze some of these methods.

A. Frequentist and Fisherian Methods

[6.9]

[6.10]

 

Integrated Likelihood. Perhaps the least studied approach is elimination of nuisance 

parameters through integration, in the sense that this is viewed as an almost incidental 

byproduct of Bayesian analysis and is hence not something which is deemed to re-

quire separate study. There is, however, considerable value in considering integrated 
likelihood on its own, especially versions arising from default or noninformative priors. 

In the context of nuisance parameters, the essence of the integrated likelihood is to 

achieve some form of likelihood, say LA(θ), including the parameters of interest, π, 

only. Elimination of θ by simple aggregation results in the so-called uniform-inte-

grated likelihood, which is of the form:

[6.8]
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[6.11] 

Typically, the integrated likelihoods are written as follows:

[6.12]

Where λ(θ / π) is the weight function for θ. In terms of Bayesian methodologies, dis-

cussed below, the term λ(θ / π) is the conditional prior density of θ given π.

 Marginal-Conditional Likelihoods. In certain cases,  marginal and conditional 

likelihoods can be used to eliminate nuisance parameters in an econometric model. 

This can be achieved when the full likelihood is broken down into the product of a 

marginal likelihood and a conditional likelihood. Marginal and conditional likeli-

hoods are considered special cases of the Cox’s partial likelihood46. Specifically, if 
there exists a partition (y,z) of the data x, such that:

[6.13]

[6.14]

then ignoring the term hf
1
 (in 6.13) or the terms hf

2
 (in 6.14), the partial likelihood of  

π is obtained. Given the fact, however, that the ignored term does not depend on π, 
there is some loss of information47.

B. Bayesian Approaches

Bayesian approaches of tackling nuisance parameters are much more straightforward 

in nature, compared to their likelihood-based counterparts. Instead of treating them 

explicitly, we decide for a prior and we subsequently compute the posterior distri-
bution, the center-piece of Bayesian information, with the use of the Bayesian Theo-

rem for up-dating our prior beliefs from the data:

[6.15]

The basic difference between the frequentist approach and the Bayesian approach 
consists of the fact that the frequentist approach is based on the maximum likeli-
hood ratio tests, providing, thus, significance tests and confidence intervals for the 

46. See Cox [1975].

47. For further analysis see Basu [1975,1977],  Bernardo, et al.[1999], and Beger, J.O, et al. [1999, 

p.3].
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para meters of interest, which are valid for both moderate and large sample sizes. In 

contrast, the Bayesian analysis creates random sample from the joint posterior distri-

bution of all parameters. In this manner, the joint distribution of only the parameters 

of interest can be found through the marginalization over the nuisance parameters. 

To put it another way, the nuisance parameters are integrated out in the Bayesian 

method.

6.1.3. Detecting IVs in SEM

In recent years theoretical econometricians have developed various tools for drawing 

inference in instrumental variables regressions when the instruments are weak. These 

tools, which are well accepted in empirical works, include the first-stage F-statistic, 
2SLS, the R2; the partial R2, the Hahn-Huasman test, and many others, such as the 

biased and the size methods48. The basic hypothesis in these approaches is that H
0 
: π 

= 0 vs. H
1 
: π ≠ 0, where π is the coefficient of Z in equation [6.4].

 The First-Stage F-Statistic. The simplest of these tools is the first-stage F-sta-

tistic of the first-stage regression in the 2SLS. If this statistic is large, that is F>10, 
we could infer that the instruments are strong, so that the 2SLS output can be used. 

In contrast, the H
0
 is rejected if the first-stage F-statistic is small, implying that the 

2SLS can be biased and the corresponding confidence intervals can be misleading. 
Moreira [2003], assuming a single included endogenous regressor in the equation of 
interest and weak instrument large, has shown that: (1) conditional likelihood ratio 

statistic effectively produces valid and fully efficient confidence intervals and hypo-
thesis testing regardless of whether instruments are weak, strong, or irrelevant; and 
(2) the LIML method of estimation produces better result than the 2SLS, when the 

instruments are weak.

        Other Tests. In testing H
0
, alternative approaches have been used, including: (1) 

The size method, which controls the size of a Wald test of testing the H
0
: β=β

0
 in the 

equation of interest  instead of controlling bias; (2) Hahn-Hausman[2003] test, which  
tests the null hypothesis of strong instruments under which: (a) the 2SLS estimator; 
and (b) the inverse of the 2SLS estimator from the reverse regression should be the 

same; (3) The first-stage of R2 and Partial R2. The calculation of the first-stage is 
based on the regression involving both IVs and exogenous regressors, and the partial  

R2 on the basis of the IVs only. In this context, if the R2 is high and the partial is R2 

low, Z is considered as weak instrument.

48. See Shea [1997] Stock and Yogo [2005] and Hahn and Hausman [2003].

49. For further analysis of the topic in question and proposed extensions see Staiger and Stock  
[1997], Hall   et al. [1996], and Shea [1997].
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6.1.4. Testing Hypotheses

The objective in the model [6.3]-[6.4] is to test the null hypothesis H
0
 : β = β

0
 vs. H

1
 

: β ≠ β
0
 , treating π, γ

1
 and φ as nuisance parameters. In testing this hypothesis, two 

major approaches have been used in the literature: (1) fully robust methods, that is 

methods where the inference is valid for any value of the concentration parameter; 
and (2) partially robust methods, that is methods that are less sensitive to weak instru-

ments than 2SLS estimator.

 Several statistics, each on its own merits, have been developed and empirically 

performed to test the above hypothesis. These methods and tests statistics are usually 

classified in two major categories: fully and partially robust statistical tests. The first 
category includes: (1) A family robust Gaussian Tests; (2) the Gaussian Similar Tests, 
such as the Anderson- Rubin [1949], the Kleibergen’s [2002] and the Moreira [2003] 

statistics; and (3) Some Conservative Tests, such as those  suggested by Staiger and 
Stock [1997], Wang and Zivot [1998] and Zivot, Startz and Nelson [1998].  On the 

other hand, partially robust tests includes: (1) the k-Class Estimators, such as LIML, 

Fuller-k Estimator [1977], and the Bias-Adjusted 2SLS and the Jacknife instrumental 

variables, suggested by Angrist-Krueger [1999]. 

6.1.5. Applied SEM

An important area in consumer demand theory is the derivation of complete systems 

of demand equations and their empirical verification. In classical demand theory any 
system of demand functions, given the quantity consumed of each commodity as a 
function of total expenditure (income) and all commodity prices, is derived from any 

utility function (direct or indirect). The system satisfies certain restrictions connect-
ing income and price slopes (i.e., the Engel aggregation condition, the Cournot ag-

gregation condition, the symmetry condition, and the homogeneity condition). How-

ever, consistency of the derived demand functions with utility maximization, in the 

traditional framework, requires, among other things, certain restrictions on the form 
of the utility function. Additivity and homotheticity play an important role in formu-

lating tests of the theory of demand. Additivity and homotheticity imply that the elas-

ticities of substitution between pairs of commodities are constant and equal and the 
expenditure proportions are independent of total expenditures (income). In systems 

of this nature, the quantities consumed of each of the commodities are usually consid-

ered endogenous variables with commodity prices and consumer’s income typically 

treated as exogenous variables. From an empirical point of view, this approach allows 

the identification of the interdependence among commodities or group of commodi-
ties, such as the effects of price changes of certain commodities on consumer demand 

for other commodities. In practice, the complete demand systems fall into two basic 

categories: Flexible and Inflexible. The distinction between “flexible” vs. “inflexible” 
is clearly made by Caves and Christensen50. According to them, a functional form 

50. See Caves and Christensen [1980].
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may be said to be flexible if, given any arbitrary data point (one observation on prices 
and income), the appropriate choice of parameters can result in any set of price and 

income elasticities. A functional form is said to be inflexible (nonflexible) if it is not 
capable of achieving the full set of price and income elasticities. The most popular 

inflexible functional forms extensively used in the literature include: (1) the Geary-
Stone utility function; and (2) the constant elasticity of substitution utility function. 
The translong utility function (direct or indirect) is used to derive the flexible system 
of demand equations. A brief review of these models (Chart 6.2) is given below.

A. The Inflexible Systems

The LES: The LES, involving n demand equations, is derived from the consumer’s 
utility- maximization problem of  the Geary-Stone type subject to total expenditure 

constraint. The derived demand and expenditure functions and the relevant restric-

tions are given by [6.16] and [6.17], respectively.

[6.16]

[6.17]

 

[6.18]    

                  

[6.19]

                            

             

[6.20]
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Given [6.16], the own-price elasticities are negative ε
ii
<0 and, in absolute terms, less 

than one, the expenditure elasticities, ε
iy
=β

i
 / S

i
, are positive implied that the LES is 

restricted to normal commodities, and the uncompensated (Marshallian) cross-price 

elasticities, are negative (ε
ij
<0), implying complementarity. The fact, on the other 

hand, that H
ij
 are postulated to be positive implies that the pairs of commodities are 

net substitutes.

The model [6.16] has been estimated for the Canadian economy using quarterly 
data covering the period 1963 I-1976 IV. For computational convenience two ma-

jor concessions have been made. First, only four basic categories (i.e., durables. 

semi-durables. non-durables. and services) are used in this estimation. Second, by 

assuming absence of autocorrelation across the expenditure equations, the error 
structure and its effect on the estimates have been ignored. The method used to 

estimate the LES is the non-linear least squares, using the Newton-type subroutine 
in the SHAZAM computing program. This method estimates non-linear regressions 

in terms of the coefficients but linear in terms of prices and total expenditures by a 
maximum likelihood procedure51. For this application, the initial values are the β

i
’s, 

equal to one half of the mean values of the expenditure shares and the initial values 
of the γ

i
΄s are set equal to one half of the minimum quantities. Experimentation sug-

gested that the estimates are not overly sensitive to starting values in the plausible 

range. Table 6.1 reports the findings of this application. This table indicates that: (1) 

51. For further information see White [1978].
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all coefficients are consistent with the a priori theoretical criteria, that is positive, 
and statistically significant  at the one per cent probability level; (2) The β

i
΄s which 

sum to unity suggest the manner by which discretionary expenditure is allocated 

among the group of commodities: that is 21.6% of the discretionary expenditures 

goes to durables, 27.6% to non-durables, 16.3% to semi-durables, and the remain-

ing 34.5% to services; and (3) As indicated by the values of the γ
i
΄s coefficients, 

of the $10277.7 spent on the base quantities, $1316.1 (12.8%) are for durables, 
$3309.9 (30.3%) for non-durables, $1243.8 (12.2%) for non-durables, and $4408.1 

(44.7%) for services.  

 Table 6.1 reports also the various elasticities implied by the LES. It is indicated in 

this Table  that: (1) All the expenditure elasticities are positive, as the LES postulates, 

and they ranged from  the highest for durable commodities to the lowest for non-du-

rables; (2) The own-price elasticities of demand (uncompensated and compensated) 
are, as expected, all negative and less than one and vary, in absolute terms, among 

the groups of commodities; and (3) As expected, the uncompensated cross prices ela-
sticities are negative, suggesting complementarity, and the compensated cross price 

elasticities are positive, suggesting net substitutability.

 The interpretation of these price elasticities of demand is quite straightforward. 
For example, the effect of a change (increase) in the price of durables will reduce 

their own demand  and, subsequently, will influence the demand for the other com-

modities in a manner suggested by the compensated cross-price elasticities. Thus, 

a ten per cent increase in the price for durable commodities will reduce their own 

demand by 2.34% (H
11

=-0.234). This price change, given total expenditures, will 

increase the demand for semi-durables by 0.4% (H
21

=0.040), the demand for non-

durables by 0.57% (H
31

=0.057) and the demand for services by 1.39% (H
41

=0.139). 

A similar interpretation could be provided for the remaining compensated cross-price 

elasticities.
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 Three criteria have been used to evaluate the forecasting accuracy of the LES 

outside the sample period (1977 I-1978 IV): (1) The R2 between actual and predicted 

consumption expenditures; (2) Theil’s inequality, U, statistic; and (3) Durbin-Watson, 
d, statistic. On the basis of the first criterion. the LES performs fairly well (0.712 ≤ R2 

≤ 0.950). On the basis of the second criterion which is based on a quadratic loss func-

tion, the model, with the exception for services, gives a value below the critical value 

of unity. Since it is well known that the optimal forecasting process will generate a 

white noise error process, we evaluate the forecasting accuracy of the LES by using 

the third criterion, the in-sample Durbin-Watson statistic. This statistic indicates that 

we cannot reject the hypothesis of white noise error for any of the commodities under 

the LES regime. It is therefore apparent that when the LES is tested with quarterly 
data for the Canadian economy,  the model performs fairly well in all cases, in terms 

of its theoretical plausibility, and in three out of four cases, in terms of its forecasting 

accuracy52.

 The ELES: One of the basic shortcomings of the LES is the fact that it consid-

ers that  total expenditure, E, equals to consumer’s income, Y, and E is exogenously 
determined. In doing so, the LES ignores the consumption-saving decisions and in-

adequately treats consumption expenditures on durable commodities, which involves 
consumption-saving decisions. In order to take into account this shortcoming, Lluch 

[1973] introduced the ELES, given by [6.21].

[6.21]

[6.22]

where  μ(1-μ) = marginal propensity to consume (saving). The ELES deviates from 
the LES in the sense that: (1) The E in [6.16] is replaced by Y in [6.21]; (2) the alloca-

tion coefficients in [6.16] is substituted by μβ
i
, in [6.21]; and (3) the ELES includes 

both the LES and the aggregate consumption (saving) function of the Keynes type, 

given by [6.22].

52. For an application of the LES in the financial sector, see Saito [1977] and Andrikopoulos and-

Brox [1986].
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 The HLES. The HLES, being dynamic in nature, extends the LES by allowing 

the subsistence minimum quantities and/or the allocation coefficients to vary in a 
linear way with either a time trend or the last year’s consumption of the ith com-

modity. In practice, the HLES has been formulated under two alternative specifica-

tions: the so-called habit formation hypothesis and the inflation rate hypothesis. 

The habit formation hypothesis decomposes the subsistence quantities into two parts: 
the physiologically necessary component and psychologically necessary component. 

The inflation rate hypothesis, on the other hand, assumes that the subsistence mini-
mum quantities in year t are a multiplicative function of the inverse price change of 
the ith commodity and the previous year’s consumption level of the same commodity. 

Further modification and/or extensions of the LES include the GLES and DGLES, 
the derivation of which is based on the CES-utility function53.

B. Flexible Systems

The models discussed so far are restrictive in the sense that the functional forms of 

the utility functions used in the derivation of the demand systems are restricted, on 

a priori basis, to being homothetic and/or additive. This fact imposes serious limita-

tions on applied research. To cope with this problem, attempts have been made, both 

theoretically and empirically, to derive and to test systems of demand equations from 
utility and cost functions which do not employ additivity or homotheticity as a part 

of the maintained hypothesis. These models, usually called flexible demand models, 

could be classified into three major classes: The Translong Model (TLM), the  Almost 
Ideal Demand System (AIDS), and the Generalized Leontief (GL) Model. 

 TLM. The first class of flexible systems include those systems the derivation of 
which is based on translog (direct or indirect) utility or cost functions. The TLM have 

been extensively applied both in production and consumption theory. We briefly re-
view some of these models below.

 The TL Cost Function. In the general translog framework, we explicitly assume 

a well-behaved neoclassical production function, which implies that the sector in 

question is characterized in terms of a factor minimal cost. In the generalized translog 
framework, production cost is a function of input prices, output and time, contains all 

economically relevant information on the underlying technology and is written as:

53. For the derivation of these models and some alternative model specification see Andrikopoulos 
and Brox [1997].
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[6.23]

[6.24]

Where C is total cost, Y is output, p
i
΄s are the prices of  inputs, and  T  is a time trend  

representing non-neutral (technological-bias) and scale-augmenting technology. To 

conform with the theory, restrictions [6.24] are imposed on the translog cost fun-

ction. No a priori restrictions are imposed with respect to the substitution possibili-

ties among the inputs of production, the extent of economies of scale, the degree of 

homotheticity, or the particular form of technical change. By Shephard’s lemma, the 

translog cost function yields, in share form, the total cost-minimizing input demands. 

That is,

[6.25]

Given the fact that in the TL framework a direct economic interpretation of the coef-

ficients of the model is not possible, we resort to various elasticities and productivity 
indexes that are functions of the parameter estimates and yet have standard interpre-

tation. This procedure is facilitated as the model imposes no prior constraints on these 

measures. In our work, we focus on the following sets of elasticities and productivity 

indexes.  

     First, we consider the Allen-Uzawa partial elasticities of substitution, σ
ij
, between 

two inputs i and j and the price elasticities of input demand, ε
ij
, which are computed 

from the coefficients of the TL cost function(equation 6.23) via the formulae:

[6.26]                    

                                          

Global convexity of the cost function requires that all own-partial elasticities of sub-

stitution, σ
ii
, are negative at all points. No restrictions are imposed on the cross-partial 

elasticities of substitution. They can be either positive, suggesting input substituta-

bility, or negative, suggesting input complementarity.

 Second, we consider the cost elasticity, total (equation 6.27) and average (equa-

tion 6.28). These cost elasticities can be used, among other things, to identify long-

run economies of scale, defined as the reduction in total cost as all inputs are changed 
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and the input prices remain constant. For instance, a value of ε
cy

(ε
c/y

) equal to unity 
(zero), greater (greater) than unity (zero) or less than unity (zero) implies constant, 

decreasing or increasing scale economies, respectively.

[6.27]

[6.28]

Third, we consider the rate of growth of technical change (equation 6.29), the rate of 
growth in total factor productivity (equation 6.30) and the rate of growth  of the ela s-
ti cities of the average input productivities with respect to input prices (equation 6.31), 
output (equation 6.32) and technology (equation 6.33).

[6.29] 

[6.30]                                                                                                     

[6.31]

[6.32]

[6.33]    

      

The time trend, T, inserted in the TLM represents: (1) a non-neutral and scale-aug-

menting technological change; (2) serves as a proxy of disembodied technical change; 
and (3) is a ‘catchall’ variable that captures the effects of technological factors, such 

as learning by doing and organizational changes54.
The model outline above was  estimated  by Andrikopoulos and Vlachou [1995], 

via Zellners’s app- roach, for the vertically integrated system of the Greek Public 

Power Corporation (GPPC) using time-series annual data (1970-1989) on three in-

puts (capital, labor and energy).The cost of capital was estimated as user cost and 

its price of capital services is given by the ratio of the user cost of capital services 

and capital stock. Three sources of energy were used as inputs: fuel oil, diesel oil, 

and solid fuels, mainly lignite, all expressed in terms of equivalent thermal units 
consumed. Labor cost has been taken as being  the sum of total wages and salaries 

paid, including pension and benefits. In the absence of an hourly wage  rate, the  av-

erage  annual  labor  payments per employee was taken as the price of labor. Finally, 

54. For a further analysis of this issue see Nelson [1984] and Hulten [1992].
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assuming weak separability, the output delivered in the form of high-,medium-, 

or low-voltage electricity, was transformed to high-voltage gigawatt-hour  (GWh) 

equivalents, using as weights the relative marginal cost of producing and distribut-
ing medium-and low-voltage electricity to the marginal cost of high-voltage elec-

tricity. Zellner’s approach was used to estimate the model. Based on the estimates 

of the model, not reported here, we focus our analysis on the elasticities and produc-

tivity indexes (Table 6.2), which are functions of these estimates, and discuss their 

implications relating to the operation of the GPPC.

 Technological and Productivity Indexes, The total factor productivity, c
yt
, cal-

culated by using the mean values of the variables involved, grew at an average annual 

rate of 0.017 percent over the period 1970-1989.The effect of neutral technologi-

cal change is negative and statistically significant (NTEF= -12.725%, t=3.88), while 
the  effect of non-neutral technological change is negative but insignificant (NNTE= 
-0.042%, t=0.09). On  the  other hand, the scale effect is positive and strong enough 

(SCEF=12.784, t=3.85)  to  offset the negative effects of technological change. Thus,  

both  technological  change and scale economies play a significant role in determin-

ing the overall growth rate of total factor productivity, scale economies being, on the 

average, the dominant one. The rate of  technical change has been found negative 

(ε
ct
,=-0.006)  which is due to the fact that  the SCEF over offsets the positive NTEF 

and NNTE. The rates of growth in the average input productivities, reported also in 

Table 6.2, indicate that: (1) An increase in the price of an input i will  increase the  

rate of change of its own productivity and an increase in the price of the ith input  

will increase the productivity of the jth input; (2) an increase in output will increase 
the productivity of capital and labor and reduce the productivity of capital; and (3) 
technology affects positively the productivity of labor and energy and negatively the 

productivity of capital.
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 Elasticities-Economies of Scale, Table 6.2 reports the partial elasticities of sub-

stitution, the price elasticities of input demands, and the cost elasticities, total and 

average. These elasticities indicate that: First, the own price elasticities of substitu-

tion, σ
ii
, are all negative and statistically significant implying that: (a) the postulate of  

cost-minimizing factor demand theory are satisfied; and (2) provides evidence that 
the CPPC, a public firm, does in fact behave as a cost minimizer. Second, pairwise 
substitutability prevails and the price demands are price inelastic. Third, scale eco-

nomics are present in the GPPC. This is indicated by the fact that: (a) the total cost 

elasticity is positive, implying negative cost elasticity, and a dual return to scale,        , 

greater than one.

 Based on the above basic findings, we can conclude that the GPPC, being pub-

licly owned and operated, is relatively efficient and exhibits economies of scale that 
contribute the most to the rate of growth in total factor productivity. This suggests 

that policy makers who propose privatization and vertical divestiture of the GPPC or 

other similar public enterprises have to provide convincing arguments that policies of 

this nature are really going to improve the efficiency of the industry55.

 The TL Utility Function. The TLM derived from the translog utility function and 

mainly applied in the theory of consumer demand is summarized below: Application 

of Roy’s identity on [6.34] or [6.35] gives the demand functions, equation [6.36] and 
[6.37]. The elasticities are given in equation [6.38]56.

[6.34]

[6.35]

55. For an application of the TL cost function in the transportation sector, see Andrikopoulos and  

      Loizides [1998].

56. Variants of the TLM include: (1) the homogeneous translog demand system; (2) the linear 
homogeneous  translog  system; (3) the Geary-Stone demand system; and (4) the linear  ho-

mogeneous demand system. These variants are obtained either by imposing certain a priori 

restrictions on the basic translog utility function as a part of the maintained hypothesis or by 

empirically testing the theoretical properties of the  classical demand  theory. For an analytical 

treatment of these properties together with the statistical tests and methods of estimation, see 

Andrikopoulos and Brox [1997].



A. ANDRIKOPOULOS, D. GKOUNTANIS,
South-Eastern Europe Journal of Economics 2 (2011) 107-165

154

[6.36]

[6.37]

[6.38]    

 The AIDS. The AIDS, developed by Deaton and Muellbauer [1980] assumes a 

specific class of preferences, known as price independent  generalized logarithmic 
linearity (PIGLOG), which: (1) permits exact aggregation over consumers and com-

modities, and (2) is presented via the cost or expenditure function which defines the 
minimum expenditure necessary to attain a specific level of utility at given prices. 
This cost function is given by [6.39].

[6.39]

 In order to make [6.39] operational, the specification of the A{P} and B{P} func-

tions becomes necessary. The criteria used for the choice of the functional forms of 

A{P} and B{P}include the requirements that: (1) they must lead to a system of de-

mand functions with the desirable properties; (2) the resulting cost function(equation 
[6.38]) possess enough  parameters to be regarded as a flexible functional form; and 
(3) they be valid presentation of consumers’ preferences. Deaton and Muellbauer 

specify these functions as:

[6.40]

[6.41]

By substituting [6.40] and [6.41] into [6.39], rearranging terms, assuming equilib-

rium, lnC(U.P)=M, and applying Shephard  lemma, the demand  functions  and  the 

implying elasticities are given by expressions [6.42], [6.43], and [6.44], respectively.     
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[6.42]

[6.43]

                      

               

[6.44]

where σ
ij
= partial elasticities of substitution, ε

ij
=price elasticities and ε

im
=income 

elasticities. The system of the demand functions satisfy the adding-up, the homoge-

neity, and the Slutsky symmetry and negativity conditions. On the assumption that P 

in [6.42] is known or can be calculated with some accuracy, Zellner’s approach can 

be used to estimate the complete system of demand equations.

 The GL. The GL model is derived from the generalized Leontief Function. giv-

en by [6.45]. Assuming constant returns to scale and applied Shephard’s Lemma in 

[6.44], the demand functions and the implying elasticities are given by equations 
[6.46]-[6.49]57. 

[6.45]

[6.46]  

[6.47]

[6.48]     

        

            

[6.49]

               

where P
i
=factor prices. Y=output. The SURE method is used to estimate the demand 

functions of the inputs concerned.

57. See Berndt [1991].
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7. Concluding Remarks

The purpose of this paper was not to introduce new materials in econometrics. It was 

rather directed to bringing up a number of issues, problems, and methods of estima-

tions of econometric models extensively applied in empirical research. Particular at-

tention was paid to time-series models, with the emphasis on financial econometrics. 
Specification of spatial econometric models, simultaneous equation systems with 
empirical applications, and limited dependent variable models were also reviewed in 

this partial survey. 
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