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ABSTRACT: A comprehensive review was conducted of IT value articles in the Com-
munications of the ACM, Information Systems Research, Journal of Management
Information Systems, and MIS Quarterly from 1993 to 1998. IT-value measures pub-
lished during this period were documented, classified, analyzed, and reported. The
review of these journal articles revealed a schism between the use of organization-
level measures and other measures. Communications of the ACM and Information
Systems Research also provided strong evidence of a schism between the use of
quantitative and qualitative measures in IT-value research. The Journal of Manage-
ment Information Systems and MIS Quarterly data provided more limited evidence of
this schism as well. These schisms have become more pronounced over time. This
may be due partly to an increasing reliance on secondary data set analyses that use
only quantitative measures and organization-level analyses. The current research
confirmed what many researchers suspect—schisms exist, and may be deepening, in
IT-value research.

KEY WORDS AND PHRASES: information technology productivity, information tech-
nology investment value.

THERE HAS BEEN MUCH RECENT DISCUSSION OF THE “PRODUCTIVITY PARADOX” in
the information technology (IT) literature [14, 38]. A great deal of energy has been
focused on describing the paradox, denying the paradox, solving the paradox, and
burying the paradox [15, 34, 38, 52]. The debate may have, paradoxically, legiti-
mized the very measures that have not served the IT community particularly well—
measures that paint a bleak picture of the value of IT investments.

How so? With so much MIS researcher and practitioner attention focused on the IT
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productivity paradox, a great deal of energy has been poured into studies that seek to
demonstrate positive relationships between IT investment and organizational perfor-
mance [7, 77, 78, 101]. In an attempt to provide evidence that is credible to an
executive audience, many of these studies have focused exclusively on quantitative
measures of performance. Several have underemphasized the role of individual-level
IT benefits and focused almost exclusively on benefits of IT investments that may be
observed at organizational and industrial levels. The IT researcher’s lens has grown
bigger, if not better, over time. With the IT productivity paradox hype, the focus has
been on “hard” numbers, not qualitative judgments, and “big IT wins,” not incremen-
tal process and product-service improvements that may occur one employee at a
time.

This study examines IT value articles published in the Communications of the
ACM, Information Systems Research, Journal of Management Information Systems,
and MIS Quarterly—four leading North American MIS journals'—in recent years
(1993-98). IT value measures published in these journals during this period are
documented, classified, analyzed, and reported. Based on this analysis, it is argued
that more balanced perspectives of IT value [61] are required.

Discussion of Related Literature

The IT Productivity Paradox

The relationship between information technology (IT) and productivity is
widely discussed but little understood. Delivered computing power in the U.S.
economy has increased by more than two orders of magnitude since 1970 yet
productivity, especially in the service sector, seems to have stagnated. Given
the enormous promise of IT to usher in “the biggest technological revolution
men have known,” disillusionment and even frustration with the technology is
increasingly evident in statements like “No, computers do not boost produc-
tivity, at least not most of the time.”

SO BEGINS BRYNJOLFSSON’S [14] WIDELY CITED ARTICLE DISCUSSING “The Produc-
tivity Paradox of Information Technology.” Brynjolfsson highlights earlier studies
[75, 103, 104, 105, 115] that suggest an apparent IT investment paradox with respect
to economy-wide productivity (e.g., total IT investment in relation to gross national
product), the productivity of IT capital in manufacturing, and the productivity of IT
capital in services. Brynjolfsson states:

Productivity is the fundamental economic measure of a technology’s contribu-
tion. With this in mind, CEOs and line managers have increasingly begun to
question their huge investments in computers and related technologies. [14, p. 67]

Although the IT productivity paradox was originally defined at the economy level
and some studies have been carried out at national and industrial levels, most MIS
researchers have addressed the productivity question at the organization level. Sev-
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eral MIS researchers have tried to produce hard evidence of productivity gains af-
forded to firms as a result of IT investments. Mahmood [77] writes:

Strategic managers clearly need a better understanding of the impact of IT
investment on organizational strategic and economic performance. Clearer
understanding of the factors that drive such performance could help a firm
better utilise resources dedicated to the relevant delivery process, and increase
the firm’s position vis-a-vis its competitors. . . . Pressures have, therefore, been
mounting on information systems researchers to validate empirically the rela-
tionship between IT investment and organizational strategic and economic
benefits. Kauffman et al. (1988) and Banker and Kauffman (1988) have urged
that “hard” evidence be provided that relates IT investment to organizational
economic outputs. [pp. 185-186]

The IT Productivity Paradox—Past Measures and Current Results

In his review of research studies investigating the IT productivity paradox, Mahmood
[77] suggests that there have been three main categories of studies: those using a “key
ratios” approach, others using a “competitive interaction approach,” and finally others
relying on a “microeconomic” approach. Mahmood does not consider “soft” approaches,
although this may be because of his attempt to respond specifically to Kauffman’s calls
for “hard” evidence. Mahmood focuses on organization-level studies.

Examples of the “key ratios” approach include calculations of the ratio of IT ex-
pense to total operating expense and annual IT budget as a percentage of revenue.
Mahmood illustrates the “competitive interaction approach” by describing the Banker
and Kauffman [6] study that found, while ATM network membership could increase
a bank’s local deposit market share, at the same time the presence of an ATM contrib-
uted little to a bank’s economic performance. In the “microeconomic theory-based
approach,” researchers use microeconomic theory to formulate models to investigate
IT’s organizational impacts. Variables such as product/service demand, capital costs,
labor costs, and the total costs of doing business are examined.

Studies examining these kinds of “hard” organization-level evidence have at times
lent support to (i.e., not refuted) the IT productivity paradox. Brynjolfsson [14] pro-
vides four possible explanations for this:

¢ Mismeasurement of inputs and outputs
* Lags due to learning and adjustment
* Redistribution and dissipation of profits

* Mismanagement of information and technology.

Other researchers [38, 52, 121] provide additional reasons why hard evidence may
not explain away the paradox (e.g., inadequate traditional accounting systems, IT
capital spent primarily to take market share away from competing firms and not to
increase the size of the market, and IT investments that merely fuel the need for
further IT investments and do not increase productivity outside the computer manu-
facturing industry). Overall, Brynjolfsson [14] concludes:
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After reviewing and assessing the research to date, it appears that the shortfall
of IT productivity is as much due to deficiencies in our measurement and
methodological toolkit as to mismanagement by developers and users of IT.
[p. 67]

The closer one examines the data behind the studies of IT performance, the
more it looks like mismeasurement is at the core of the “productivity paradox.”
Rapid innovation has made IT-intensive industries particularly susceptible to
the problems associated with measuring quality changes and valuing new prod-
ucts. . . . Increased variety, improved timeliness of delivery and personalized
customer service are additional benefits that are poorly represented in produc-
tivity statistics. These are all qualities that are particularly likely to be en-
hanced by IT. [p. 74]

Researchers must not overlook [the] fact that our tools are still “blunt.” ... The
business transformation literature highlights how difficult and perhaps
inappropriate it would be to try to translate the benefits of IT usage into
quantifiable productivity measures of output . . . Researchers [must] be
prepared to look beyond conventional productivity measurement tech-
niques. [p. 76]

The IT Productivity Paradox—Other Lessons from the MIS Literature
Bakos [2] also issues a cautionary warning to MIS researchers:

In the context of organizational impacts of information technology, alternative
perspectives? lead to different dependent variables and suggest the use of dif-
ferent theoretical tools for the study of these impacts. Studies based on differ-
ent perspectives have used different vocabularies and, as a result, have often
talked past each other. A simple model for the impact of information technol-
ogy is shown in Figure 1.

The technology has an impact on organizational structure and process, thereby
affecting organizational performance. . . . The majority of impacts research will
belong to one of the first two areas: impact of information technology on (1)
organizational performance and on (2) organizational structure and processes.
The difference between the two areas can be visualized as whether the structure
and process box in Figure 1 is seen as a system that can be modeled and probed,
or as a “black box” whose inputs and outputs are the only observable variables.
{pp. 12-13, emphasis added]

It is possible that much of the IT value research (i.e., studies that examine the
benefits of IT investments) using soft measures “talks past” research emphasizing
objective numeric assessments, and vice versa. Although some researchers do use
both qualitative and quantitative measures (even in the same studies), others do not
and appear to participate in what may best be described as “camps” that are unrecep-
tive to certain research methods and measures.

Despite the call for hard measures of economic impact, the value of IT may not be
fully understood without incorporating, at some point, qualitative, individual, and




IT VALUE: THE GREAT DIVIDE 229

v

Structure and IT Performance
——» ———>
{2} Processes {3}

Figure 1. Areas for IT Impact Research (adapted from [2]. Reprinted with permission.)

group-level measures. If this were not the case, we would be subscribing to “black
box™ approaches where only macro-level inputs and outputs are observed.

Some of the research conducted specifically as part of the IT productivity paradox
debate has, in fact, emphasized individual and group-level outcome measures and
process measures. For example, Barua et al. [7] examined the effect of IT on “interme-
diate-level variables” such as capacity utilization, inventory turnover, relative qual-
ity, relative price, and new products. They have related these intermediate variables
to final performance vartables such as market share and ROA. Barua et al. [7] docu-
ment that other researchers [29, 63, 87, 88] have also found that the effects of IT on
organization performance can be best identified through a “web of intermediate
level contributions.” They argue that these “lower-level impacts” should, in
turn, affect organizational/higher-level performance measures [67]. Barua et al.
[7] write:

Our basic thesis is that primary economic impacts or contributions (to perfor-
mance) of information technologies (if any) can be measured at lower opera-
tional levels in an enterprise, at or near the site where the technology is
implemented. To capture these impacts, measurements should be taken in the
organization where the potential for first-order effects exists. These effects may
then be traced through a chain of relationships within the organizational hier-
archy to reveal higher order impacts (if any) on enterprise performance. . . . We
suspect that as the distance between a first-order effect and higher levels in-
creases, the ability to detect and measure an impact decreases (perhaps rap-
idly). For this reason, we believe prior research based on conventional
microeconomic production theory (attempting to relate variables such as MIS
budgets and market share directly) does not have the power to reveal an asso-
ciation with high statistical significance. [pp. 6-7]

Given the numerous recommendations and cautions regarding the study of IT value
that have appeared in the MIS literature, one might expect to find an increasing
number of articles that examine first-order and intermediate IT effects. One might
expect to see researchers developing less conventional and less “blunt” investiga-
tive tools. This study’s review of recent IT value articles documents the extent to
which this has, in fact, been the case.
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The IT Productivity Paradox—Other Issues Raised in the
Organization Development Literature

It can be argued that much of the IT productivity paradox debate has been couched in
a rational-economic paradigm. However, task interdependence in organizations makes
collaboration a necessary prerequisite for ongoing organizational effectiveness [110, p.
172], suggesting that, in evaluations of long-term organization performance, human
relations and task issues need to be reviewed along with short-term economic outcomes.

Organizations accomplish their work through motivated people [122]. Generally,
information systems are used by people (e.g., customers, suppliers, employees). IT
investments can be used to alter tasks, customer interactions, employee psychologi-
cal contracts, expectations, motivation, and productivity. IT value measures may
then usefully assess organizational processes and tasks, and organizational health
and renewal [73].

Because an organization is a complex system, when one factor is changed, mean-
ingful assessment may need to go beyond immediate, isolated outcomes, to encom-
pass long-term system changes as well. Longitudinal IT evaluation studies may be
required. Schein [110] writes:

One rarely, if ever, finds a real-life situation in which there is only one goal
operating. It is a characteristic of all human systems to have multiple goals, all
of which are generally operating simultaneously, and among which the priori-
ties are shifting constantly. Progress toward any goal can be measured, and that
measure has usually been defined as the efficiency of an organization. But
choosing the right priorities among goals, ensuring that the ultimate [pur-
poses] of the organization are met, is a more complex process, one that approxi-
mates the concept of effectiveness.

.. . Organizations do have multiple functions and multiple goals, . . . some of
these are actually in conflict with each other. . . . The dilemma of effectiveness,
then, is clear. Is effectiveness the ability to maximize profit in the short run
(which would require a definition of “short run”), or does effectiveness have
something to do with the ability to maintain profits over some longer period of
time to which the concepts of survival and growth are more applicable?

. .. One attempted resolution . . . has been to define effectiveness in terms of
systems-level criteria . . . A system’s effectiveness can be defined as its capacity
to survive, adapt, maintain itself, and grow . . . [a] more general concept of
“health.” [pp. 230-231]

Schein’s remarks point out the limitations of assessing IT impact with only an
organization-level approach to analysis, or with any single number (e.g., ROI or
NPV). Amore complete assessment of technology innovations might involve several
levels of analysis (e.g., individual and group) and several sets of “numbers.” Unfortu-
nately, the difficulties encountered in responsibly integrating findings at various
analytic levels are not insignificant. For instance, if individuals are highly satisfied
with a system but there is no visible short- or long-term economic benefit, can the
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system be described as successful? Or, conversely, if the “bottom line” is vastly
improved through radical reengineering using technology but employee morale is at
an all-time low, is the organization more effective? To some extent, these questions
involve difficult value judgments. Perhaps part of the challenge associated with
technology evaluations is the need to let go of narrow, one-dimensional, win/lose
pronouncements, and to accept instead mixed, multidimensional, multistakeholder,
explicitly value-based assessments. In doing so, it may be necessary to examine
researcher and practitioner assumptions and biases [50].

Schein’s comments also lead us to question the appropriate boundaries for IT in-
vestments. Perhaps investments do not originate when funds are formally approved
for new systems, but earlier, for example, when proposed systems are seriously being
considered and employees are reacting, possibly negatively. Researchers conducting
IT value studies may consider explicitly identifying appropriate boundaries or limits
of the impacts to be investigated. Also, because the organization is a dynamic system
with feedback loops, secondary, tertiary, and other indirect impacts may be measured
if this is deemed appropriate. In order to do this, however, the relevant environments
need to be identified. If IT evaluation approaches are designed with static, closed
systems in mind, they may be inadequate.

Technology investments generally are initiated by one or more individuals who
seek to make system changes in order to accomplish certain objectives. Much of the
recent discussion in the literature on alignment focuses on the context of the IT
investment [19]. The technology is often expected to leverage business strategic
orientation [124], streamline tasks, and leverage human capital. Thus, similar tech-
nology investments (e.g., similar hardware-software installations using the same sys-
tems development methodology) frequently have quite different outcomes. This
raises the issue of whether IT investments can be characterized adequately outside
their organizational and industrial settings. In order to make accurate evaluations,
strategic contexts and human contexts may need to be documented also.

It is difficult, however, for any single study to investigate and measure a complete
sociotechnical system and its environments. Social science research can be con-
ducted carefully, though, with the recognition of ever-present research limitations. At
times, apparent paradoxes may simply be the result of these limitations.

Research Objectives

A KEY PURPOSE OF THE CURRENT STUDY HAS BEEN TO INVESTIGATE a pOSSible trend
in “IT value measurement” (i.e., the documentation of benefits provided by IT invest-
ments) to examine only hard, organization-level measures of value. Such a trend, as
we have seen above, can be shortsighted but may be a direct result of the amount of
press that has been given to the apparent IT productivity paradox (see, e.g., [121]).
However, much of the organization development literature stresses the importance of
the human resource function (e.g., individuals, teams, and networks), which uses
business processes, in combination with technology, to achieve organizational goals.
The MIS literature also underscores the value of technology in the management of
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human/intellectual capital (e.g., individual and group knowledge). It would seem
that hard and soft measures, and organizational, group, and individual-level mea-
sures, all have the potential to inform the discussion of IT value.

For this reason, this article focuses not on the many strengths of “hard” IT value
research streams, but on their weaknesses. Certainly, there are many limitations of
soft or subjective measures (see [20] and [84] for criticisms of the user satisfaction
construct, for example, and questions raised in [16] regarding weak relationships
between job satisfaction and job performance). The article does rot call for an exclu-
sive return to the use of soft, individual, and group-level measures or process-focused
measures but instead reminds us of the importance of these measures and examines
their usage in recent studies of IT value.

Research Design

IN ORDER TO SYSTEMATICALLY REVIEW MEASURES USED IN RECENT IT VALUE re-
search, the author, with the assistance of two MIS graduate students, examined all
studies discussing IT impacts published in four top North American MIS journals—
Communications of the ACM (CACM), Information Systems Research (ISR), Journal
of Management Information Systems (JMIS), and MIS Quarterly (MISQ). These jour-
nals were chosen because they are regarded primarily as MIS (as opposed to manage-
ment) journals and are consistently highly ranked (e.g., [125]). Time and resources
did not permit a review of a wider selection of journals. In order to determine current
trends in IT value research, all studies published in these journals between 1993 and
1998 (inclusive) were examined. Initially articles were selected for consideration,
and their measures—if any—examined, only if they involved research in business
settings, and their titles, abstracts, or key words emphasized computers, systems,
technology,’® and also evaluation, efficiency, investment, payoffs, productivity, per-
formance, usefulness, or value. Because some articles appeared to be IT value articles
but did not have any of the latter key words, the following key words were also
eventually added: benefits, competitiveness, competitive advantage, effectiveness,
and innovation.? Because many CACM articles had no abstracts or key words, title
information often had to be supplemented with a scan of the body of the article.
Appendices A-D document the CACM, ISR, JMIS, and MISQ articles that were clas-
sified as IT value articles.

Articles were classified as “related empirical” articles if their titles, abstracts, and
key words emphasized other effects, impacts, or improvements (e.g., decision-mak-
ing quality) due to the use of systems or technology, but the articles, although empiri-
cal, were not concerned primarily with demonstrating the value of IT investments.
Measures used in “related empirical” studies were not analyzed. (A number of soft-
ware-development articles were excluded because they addressed the issue of 1T
value indirectly or not at all. A number of group support systems studies were classi-
fied as “empirical related” articles because there was some discussion of IT value, but
this was still not their primary goal—see appendices A—D.) A number of IT value
articles focused on the derivation of theoretical proofs. These articles were classified
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as “related theoretical” articles. Generally, there were no measures in these articles to
document or analyze.

If any uncertainty existed about the correct classification of an article based on the
information contained in the title, abstract, and key words, the researchers read the
full article. In order to be particularly careful in the identification and classification
of articles related to IT value, the procedure carried out was as follows:

1. Initial meetings were held to discuss the classification process and the han-
dling of articles that did not clearly fit main categories.

2. The author and graduate students examined the journals independently and
identified all articles on the subject of IT value/impacts. The author reviewed
all articles in all four journals. The graduate students each reviewed articles in
two journals. To ensure that there would be no bias in the selection of articles,
initially the graduate students were not told how the data gathered from the IT
value articles would be used.

3. The author and graduate students independently classified journal articles as
articles to be analyzed, related empirical articles, related theoretical articles,
and unrelated articles.

4. Later, the author and graduate students reviewed each others’ article classifi-
cations.

5. Where there was disagreement among two researchers about the correct classi-
fication of an article, the article was also reviewed by the third researcher (a
graduate student) who was not told how the article had previously been clas-
sified. This researcher then presented to the other two researchers his final
classification decision.

6. Graduate students documented and analyzed measures used in the IT value
articles. The full text of each IT value article was examined during this analysis.

7. The author reviewed step 6.

8. Final project debriefing sessions were held.

This process, although time-consuming, reduced error in the identification and
classification of IT value articles (see the appendices) and increased the validity of
the research findings. The author and the graduate student reviewing CACM and
JMIS disagreed on the classifications of six (out of 1,060) articles—in other words,
they were in agreement almost 100 percent of the time. The third researcher reviewed
these six articles independently and classified them in a manner similar to the
author’s classification. This graduate student reviewed ISR and MISQ articles.
There was 100 percent agreement between his classification of these articles and the
author’s classification.

Research Findings

AS TABLES 1 AND 2 SHOW, ONLY 2 PERCENT OF THE ARTICLES PUBLISHED in CACM
since 1993 addressed the topic of IT value. However, significantly more ISR, JMIS,
and MISQ articles—19 percent, 14 percent, and 25 percent, respectively—published
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Table 1. Journal Issues and Articles Reviewed

No. articles
on the topic of IT
No. journal No. articles  value or addressing

Journal Period issues examined examined “related” topics
CACM January 1993—

December 1998 72 . 843 14
ISR March 1993~

December 1998 24 118 23
JMIS March 1993—

December 1998 24 217
MISQ March 1993—

December 1998 24 126 3
Table 2. Classification of IT Value and Related Articles

No. articles No. related No. related
analyzed empirical theoretical Total no.

Journal in detail articles articles articles
CACM 7 7 0 14
ISR 5 9 9 23
JMIS 1l 10 9 30
MISQ 15 13 1 31

during the same period addressed this topic. The relatively scant attention paid by
CACM to IT value may reflect its broad readership base, as described in the CACM
information provided to prospective authors.®

In contrast, the significant attention paid to IT value studies by MISQ no doubt reflects
the journal’s explicit emphasis on publishing research of managerial relevance. It fol-
lows that MISQ would devote relatively more pages to the benefits of IT. ISR and
JMIS fall closer in their IT value publication profiles to MISQ than to CACM. Inter-
estingly, although ISR published significantly fewer IT value articles than JMIS in
the 1993-98 period (23 versus 30), because JMIS publishes more articles per issue, a
greater proportion of ISR articles focused on IT value.

ISR, although somewhat concerned with managerial relevance, has historically
sought to publish particularly rigorous research. It is described as “a leading interna-
tional journal of theory, research, and intellectual development focused on informa-
tion systems in organizations, institutions, the economy, and society” (summary
statement on the editorial page, September 1996 issue). Perhaps not surprisingly,




IT VALUE: THE GREAT DIVIDE 235

given its theoretical bent, 9 of the 23 IT value articles published in this journal (i.e.,
39 percent) could not be analyzed in terms of measures because they focused on the
development of proofs and were entirely theoretical. Similar figures for CACM, JMIS,
and MISQ, respectively, were 0 percent, 30 percent, and 3 percent.

The JMIS editorial statement describes the journal as “a widely recognized forum
for the presentation of research that advances the practice and understanding of
organizational information systems. It serves those investigating new modes of infor-
mation delivery and the changing landscape of information policy making, as well as
practitioners and executives managing the information resource. A vital aim of the
quarterly is to bridge the gap between theory and practice of management informa-
tion systems” (editorial statement, Fall 1998 issue). With respect to the publication of
IT value articles, JMIS appears to be slightly less receptive to theoretical proofs than
ISR, but significantly more receptive than CACM and MISQ.

The Use of Quantitative Versus Qualitative Measures

Table 3 shows that all five of the ISR IT value articles published during the 1993-98
period used secondary analyses (e.g., of Compustat data) and drew conclusions based
largely, if not only, on an examination of quantitative measures. This is despite the
fact that: '

IT is said to enhance organizational capabilities, resulting in improved prod-
uct variety, quality, and customer satisfaction, while enabling the streamlining
of administrative processes and facilitating improved labor and management
productivity. However, such improvements are often not reflected in improved
financial performance, as benefits may be redistributed within or across organi-
zations or passed on to consumers.

... Hitt and Brynjolfsson (1994) argue that IT has the capacity to lower and
increase entry barriers and to intensify and reduce competitive rivalry. They
also cite this equivocal effect of IT on competitive strategy and industry struc-
ture as an important reason for the lack of relationships between IT investment
and measures of profitability, such as ROA and ROE. Our results also suggest
that while various measures of IT investment can increase firm output and
lower firm costs, their effect on financial measures of business performance is
less consistent. [101, pp. 90, 91, 95]

The data in Table 3 describing IT value articles in the other three journals paint a
somewhat more balanced picture of the use of hard and soft measures. To some extent,
CACM favored the use of quantitative measures. Five of the seven studies relied on
quantitative measures only. In JMIS and MISQ, however, roughly equal numbers of
articles used only quantitative measures or only qualitative measures. Several ar-
ticles used both quantitative and qualitative measures.

It is interesting to reflect on differences in the prevalence of hard measures and the
reliance on secondary data analyses in ISR and CACM relative to JMIS and MISQ. IT
value articles in the former two journals relied primarily on secondary data analyses
and quantitative measures. However, the IT value articles in JMIS and MISQ, on
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Table 3. Research Methods and Measures Used in IT Value Articles

Financial
Research methods Quantitative and/or and/or
Journal used in IT qualitative nonfinancial
value articles” measures used measures used
CACM 4 secondary data 5 studies used quantitative 2 studies used financial
analyses; measures only; measures only;
2 case studies; 2 studies used 1 study used
1 survey quantitative and nonfinancial measures
qualitative measures only;
4 studies used financial
and nonfinancial
measures
ISR 5 secondary data 5 studies used 2 studies used financial
analyses quantitative measures measures only,;
only 3 studies used financial
and nonfinancial
measures
JMIS 4 secondarydataand 4 studies used quantitative 5 studies used financial
market data analyses;  measures only; measures only;
5 case studies; 5 studies used qualitative 5 studies used
4 surveys, measures only; nonfinancial measures
1 historical analysis 2 studies used only;
quantitative and qualitative 1 study used financial
measures and nonfinancial
measures
MISQ 3 secondary data 5 studies used quantitative 6 studies used
analyses; measures only; nonfinancial measures
8 case studies 6 studies used qualitative only;
4 surveys measures only; 9 studies used
4 studies used financial and

quantitative and qualitative
measures

nonfinancial measures

* Several studies used more than one research method, so column totals are unequal.

average, tended to be balanced in their use of a variety of research methods and their
reliance on quantitative and qualitative measures. No doubt this difference may be
related to the editorial statements and policies published by these journals during the
period examined:

CACM general interest articles . . . cover material of substance and emphasize
concepts and principles. An article sets the background, defines fundamental
concepts, compares alternate approaches, and explains the significance or ap-
plication of a particular technology or result by means of well-reasoned text
and pertinent graphical material. . . . All submissions in this category are re-
viewed for technical accuracy. [CACM Information for Authors]®
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Information Systems Research (ISR) is dedicated to advancing the understand-
ing and practice of information systems in organizations through theoretical
and empirical research . . . . Submitted articles should make a contribution to
knowledge in the field. Either or both quantitative and qualitative research
methods may be employed. . . . Acceptable research articles will most frequently
join theoretical analysis with empirical investigation . . . . Rigorous argumentand
presentation are expected throughout; however, the use of more complex math-
ematics and statistics than is necessary is discouraged. [/SR, March 1993]

ISR’s interests are wide ranging, seeking contributions that build on estab-
lished lines of work as well as break new ground. High-quality work from any
analytical or research tradition is welcome, including theoretical, analytical,
and empirical studies. [ISR, September 1998]

[JMIS] accepts empirical and interpretive submissions that make a significant
contribution to the field of management information systems. Such contribu-
tions may present:

* experimental, survey-based, or theoretical research relevant to the progress
of the field

» paradigmatic designs and applications

* analyses of informational policy making in an organizational, national, or
international setting

* investigations of social and economic issues of organizational computing.
[JMIS, Fall 1998]

On the empirical side, we [at MISQ] welcome research based on positivist,
interpretive, or integrated approaches. Traditionally, MIS Quarterly has em-
phasized positivist research methods. Though we remain strong in our commit-
ment to hypothesis testing and quantitative data analysis, we would like to
stress our interest in research that applies interpretive techniques, such as case
studies, textual analysis, ethnography, and participant observation. [MISQ,
March 1993]

The above statements suggest greater explicit receptiveness, on the part of JMIS
and MISQ, to interpretive and other nonpositivist approaches. It would appear that,
while recent IT value articles in /SR and CACM (especially the former) suggest a
“divide” between quantitative and qualitative measures, with the use of quantitative
measures being viewed particularly favorably, this pattern is only partially supported
by the data gathered from JMIS and MISQ. It is supported in these latter journals to
the extent that only a minority of recent articles use both quantitative and qualitative
measures within the same study.

The greater receptivity, on the part of JMIS and MISQ, to nonpositivist approaches
is also seen in the use of financial and nonfinancial measures in IT value articles. In
JMIS and in MISQ, a large number of studies relied solely on nonfinancial measures
(see Table 3). In fact, in MISQ, no studies used only financial measures. However, in
CACM and in ISR, the reverse was true—almost no studies relied solely on nonfinan-
cial measures.
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Table 4. Research Methods, Measures and Levels of Analysis
Research methods

used in IT Quantitative and/or

value articles qualitative measures used Levels of analysis used

16 secondary data All 16 studies used quantitative 1 study examined international-
and market data measures only level analyses; 11 studies used
analyses organization-level analyses only;
1 study used organization and
national-level analyses; 2 studies
used organization and industry-
level analyses; 1 study used
organization and group-level
analyses
9 surveys 2 studies used quantitative 3 studies used organization-level
measures only; 3 studies analyses only; 1 study used
used qualitative measures organization and industry-level
only; 4 studies used analyses; 5 studies used
quantitative and qualitative individual-level analyses only
measures
15 case studies 2 studies used quantitative 1 study used nation-level

1 historical analysis

measures only; 7 studies
used qualitative measures
only; 6 studies used
quantitative and qualitative
measures

The study used qualitative
measures

analyses only; 1 study used
national- and individual-level
analyses; 1 study used industry-
level analyses; 1 study used
industry- and organization-level
analyses; 8 studies used
organization-level analyses only;
1 study used organization-,
group-, and individual-level
analyses, 2 studies used
organization- and individual-level
analyses

The study used national- and
individual-level analyses

Investigating Links Between Research Methods and the Use of

Quantitative and Qualitative Measures

As Table 4 demonstrates, in IT value studies, the choice of research methods and
measures was interdependent. All 16 studies using secondary data analyses relied
entirely on quantitative measures only. Interestingly, a number of the surveys used
soft measures (e.g., user-satisfaction measures) and a number of case studies incorpo-
rated hard measures. Almost half of the surveys and case studies used both quantita-
tive and qualitative measures. The single historical analysis used qualitative mea-
sures. The “divide” then may be most apparent with respect to studies using second-
ary data analyses.




IT VALUE: THE GREAT DIVIDE 239

: T4
Table 5. Levels of Analysis Used in IT Value Articles Jmo) / ¥
Journal Level(s) of analysis used in IT value articles
CACM 1 study used international-level analyses

1 study used national- and organization-level analyses
4 studies used organization-level analyses »
1 study used organization- and individual-leve! analyses

ISR 4 studies used organization-level analyses
1 study used organization- and group-level analyses
JMIS 2 studies used national- and individual-level analyses

1 study used industry-level analyses
3 studies used industry- and organization-level analyses
4 studies used organization-level analyses
1 study used individual-level analyses
MISQ 1 study used national-leve! analyses
8 studies used organization-level analysis
1 study used organization-, group-, and individual-level analyses
1 study used organization- and individual-level analyses
4 studies used individual-level analyses

The Use of Individual, Organizational, and Other Levels of Analysis

Let us now examine the frequency of individual-level, group-level, organization-
level, and industry-level analyses in IT value studies. In all four journals, IT value
articles used organization-level analyses in the main, either solely or in conjunction
with other analytic approaches (see Table 5). Six of the seven CACM articles, all 5 ISR
articles, 7 of the 11 JMIS articles, and 10 of the 15 MISQ articles used organization-
level measures. This is not in itself problematic. However, it suggests that the IT
productivity paradox discussion may indeed have helped shift researcher attention
to organization-level outputs. As the organization development literature cited above
indicates, however, organization effectiveness is achieved, and IT contributions are
made, at many different levels (e.g., the individual and group).
Rai et al. [101}, in their commentary on IT value research, write:

In various studies, there is no uniform conceptualization of IT investment or
identification of appropriate performance measures. For instance, if IT invest-
ments are conceptualized at the firm level, the value of IT needs to be measured
at the firm level as well. On the other hand, if IT investments are conceptualized
at the activity or department level, performance should be measured at these
lower levels. [p. 90]

Barua et al. [7] also argue that the effects of IT on organization performance can
best be identified through a “web of intermediate level contributions.” However, the
data indicate that this intermediate (e.g., process, individual, and group) approach to
analysis has not been the norm. Instead, a “black box,” input—output approach cur-
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rently appears to dominate the IT value literature. Although it can be difficult to
combine multiple levels of analysis (e.g., group and organizational) within the same
study, a small number of the articles examined (7, 10, 31, 123] demonstrate that it can
be done.

In all four journals, organization-level analyses were carried out significantly more
often on their own than in conjunction with other (e.g., individual, group, industry, or
national) approaches. Relatively few studies combined multiple approaches (e.g., analy-
ses at the individual, group, and organization levels). This suggests a divide between the
use of organization-level variables and other variables in recent IT value research.

One mught think that, given the macroeconomic origins of the IT productivity
paradox debate (see, e.g., [75, 103, 104, 105, 115]), in the past, quantitative, organi-
zation-level measures have not served researchers particularly well in their search for
IT productivity gains. Interestingly enough, instead of reevaluating our reliance on
these measures and promoting new concepts and measures of IT value, several re-
searchers appear to have redoubled their efforts to uncover quantitative, organization-
level evidence of IT value. Certainly, IT value studies using organization-level analyses
appear to be the ones primarily being published in North American journals today.

Investigating Links Between Research Methods and
Levels of Analysis Used

Table 4 reveals that IT value studies using secondary data analyses relied primarily
on organization-level analyses only. A small number of these studies conducted
analyses at other levels also. Surveys appeared to be split roughly equally between
the use of organization-level analyses and individual-level analyses. No surveys
incorporated analyses at both levels. Case studies focused on organization-level
analyses. A very small number of these studies addressed both organization- and
individual-level variables. The single historical analysis that was reviewed addressed
both national-level and individual-level phenomena. These findings suggest strong
ties between levels of analysis and research methods. In some ways, this is not surpris-
ing. Certain research methods may be better suited to investigate individual-level or
organization-level issues. What may be surprising, however, is the depth of the di-
vide between specific research methods and levels of analysis. For instance, one
might have expected to find more surveys and case studies that used both organiza-
tion- and individual-level analyses.

Interestingly, journals had a significant impact on the findings here. For instance,
in studies using the survey research method, when the use of levels of analysis is
examined (see the appendices also), we find that all four surveys reported in MISQ on
IT value, during 1993-98, used individual levels of analysis only. The other five
surveys reported in C4CM and JMIS (ISR published no surveys on the subject during
this period) used organization-level analyses primarily. When we examine case stud-
ies on IT value during 1993-98, we see that 8 (just over half) of the 15 studies were
published by MISQ alone. Of these case studies, most relied only on organization-
level analyses. However, of the five case studies published by JMIS (ISR published
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no IT value case studies, and CACM published two during 1993-98), several relied
on industry- and national-level analyses. This once again underscores the strong
links seen between journals examined and the kinds of analyses published.

In the case of IT value research, there appear to be complex interactions among
journals, research methods, the use of quantitative and qualitative measures, and levels
of analysis. The gatekeepers of IT value research (i.c., the journals) may themselves be
divided in terms of the research that is published. Journal editors may find it useful to
review their journal’s positioning in the MIS “research industry” periodically, and their
journal’s explicit or implicit role in promoting or eliminating research “divides.”

Examining Trends over Time

Table 6 examines the emergence of trends over time in the kinds of IT value articles
that have been published by North American journals. First, it is clear that there has
been no noticeable surge or tapering off of interest in the subject. With the exception
of 1997, approximately seven articles have been published each year between 1993
and 1998 in the four journals reviewed. Second, prior to 1996, the quantitative—
qualitative pendulum swung backward and forward. In different years, different mea-
sures were seen most commonly. However, from 1996 onward, studies using quantita-
. tive measures appear to have dominated the IT value literature. Third, the data sug-
gest that organization-level analyses have continually dominated the IT value litera-
ture throughout the six-year period examined. Between 1993 and 1996, in each year,
roughly half the studies relied only on organization-level analyses. In 1997, there
was an interesting anomaly where the divide between organization-level analyses
and other analyses appeared to have been bridged. Several studies combined organi-
zation-level analyses with analyses at other levels. In 1998, however, the divide was
once again very apparent and perhaps wider than seen previously. Five of the seven
studies published used organization-level analyses only.

Summary: Hard Versus Soft? High Versus Low?

The review of recent CACM, ISR, JMIS, and MISQ articles on IT value revealed a
schism between the use of organization-level measures and other measures. CACM
and ISR also provided strong evidence of a schism between quantitative and qualita-
tive measures. The JMIS and MISQ data provided more limited evidence of this
schism. The data suggested that the schisms are getting more noticeable over time.
This may be partly due to an increasing reliance on, and receptivity to, secondary
data set analyses that tend to use only quantitative measures and organization-level
analyses. The current research confirms what many researchers suspect—schisms
exist, and may be deepening, in IT value research.

The CACM, ISR, JMIS, and MISQ data suggest a need for renewed recognition by
MIS researchers of the importance of using a variety of measures and levels of analy-
sis when conducting IT value studies. In order to promote rich understanding and
meaningful analyses of the benefits of IT investments, more balanced perspectives of
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Table 6. Lohgitudinal View of Measures and Levels of Analysis Utilized

Year*

Quantitative and/
or qualitative measures used

Levels of
analysis used

1993 (6 IT value
articles)

1994 (7 IT value
articles)

1995 (7 IT value
articles)

1996 (7 IT value
articles)

1997 (4 IT value
articles)

3 studies used quantitative

measures only; 1 study used qualitative

measures only; 2 studies used
quantitative and qualitative measures

1 study used quantitative measures
only; 4 studies used qualitative
measures only; 2 studies used
quantitative and qualitative measures

3 studies used quantitative
measures only; 3 studies used
qualitative measures only; 1 study
used quantitative and qualitative
measures

4 studies used quantitative
measures only; 2 studies used
qualitative measures only;

1 study used quantitative

and qualitative measures

2 studies used quantitative
measures only; 1 study used
qualitative measures only;

1 study used quantitative and
qualitative measures

1 study used national- and
organization-level
analyses; 1 study used
national- and individual-
level analyses; 3 studies
used organization-level
analyses only;

1 study used individual-
level analyses only

1 study used national-level
analyses; 1 study used
national- and individual-
level analyses; 4 studies
used organization-level
analyses only; 1 study
used organization-, group-,
and individual-level
analyses

1 study used industry- and
organization-level
analyses; 3 studies used
organization-level
analyses only; 1 study
used organization and
group-level analyses;

2 studies used individual-
level analyses only

1 study used industry-
leve! analyses; 1 study
used industry- and
organization-level
analyses; 4 studies used
organization-level
analyses only; 1 study
used individual-level
analyses only

1 study used industry- and
organization-level
analyses; 1 study used
organization-level
analyses only; 2 studies
used organization- and
individual-level analyses

(continued)
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Table 6. Continued

1998 (7 IT value 6 studies used quantitative 1 study used international-

articles) measures only; 1 study used level analyses; 5 studies
quantitative and qualitative used organization-level
measures analyses only; 1 study

used individual-level
analyses only

*1993-94 data were included in 1993. 1994-95 data were included in 1994. 199596 data
were included in 1995. 1996-97 data were included in 1996.

IT value (e.g., combinations of organization and nonorganization level analyses, and
hard and soft measures) are required.

Research Limitations

BEFORE CLOSING, A NUMBER OF LIMITATIONS OF THIS RESEARCH must be acknowl-
edged. First, this article draws its conclusions from studies published in only four
North American journals since 1993. Admittedly, these publications are leading MIS
publications. Possible additional extensions to this research, however, could include
analyses covering longer time periods (say, ten years), and/or examining additional
journals, such as research published in European journals on the subject of IT value.

Another limitation of the current study is one of “small numbers.” Thirty-eight
articles were examined in detail, which precludes broad generalizations about the
subject of IT value research. The findings discussed above are intended primarily to
raise the awareness, and heighten the sensitivity, of MIS researchers to trends in the
methods and measures used to investigate IT value. The findings provide some evi-
dence of a deepening analytic divide, despite repeated calls in the literature for the
use of multiple methods and measures.

An additional limitation of this study involves the subjective judgments made by
the author and two graduate students (e.g., about which articles qualified as “IT
value” articles and which articles were “related’). However, the process followed in
selecting, classifying, and analyzing articles was designed to be as rigorous as time
and resources would allow. Several independent checks were carefully built into the
article selection, classification, and analysis process.

Yet another limitation is that this study focused on published research. It did not
examine all IT value research submitted to journals for their review. So it may tell us
more about powerful editors’ and reviewers’ views of valid IT value measures than
about those of IT value researchers. Similarly, the study has not examined IT value
research that is currently under way (i.e., still to be submitted to journals). It may
therefore tell us more about research undertaken several years ago than about current
research on IT value, because of the significant publishing time lags.

Finally, the study tells us little about the use of IT value measures in MIS practice.
Questions such as the following can usefully be addressed in future studies: To what
extent do business managers look to published research as sources of information on
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IT value measures? How strong are the links between IT value research and practice?
And do business managers experience similar schisms in their corporations?

Research Implications

SEVERAL IMPLICATIONS FOR IT VALUE RESEARCH ARISE from this study. The data
suggest that researchers, in the future, may be better served by:

* Emphasizing theory generation, and reducing the reliance on isolated, input—
output “black box” approaches. It may be that more concepts in IT value re-
search can usefully be identified at individual and group (i.e., intermediate)
levels. Innovative models (e.g., dynamic, process-focused, open system models
of IT investments) may be quite helpful. As Kauffman and Weill [65, p. 385]
argue, “IT value research is still in its adolescence.” There are many promising
reference disciplines (e.g., organization development, psychology, sociology,
and industrial relations) that researchers can draw on also as they carry out
future IT value studies.

* Explicitly recognizing the limitations of current methods and measures in 1T
value research, and focusing on creating additional, unconventional methods
and measures. It is expected that new measures would complement (not replace)
existing conventional (e.g., microeconomic) measures. For example, IT value
studies could explicitly monitor messy phenomena such as culture—the set of
shared, taken-for-granted implicit assumptions that determine how a group per-
ceives and reacts to its environments [109] and its investments. As Schein [108,
p. 229] writes: “I believe our failure to take [phenomena like] culture seriously
enough stems from our methods of inquiry, which put a greater premium on
abstractions that can be measured than on careful ethnographic or clinical ob-
servation of organizational phenomena. . . . I also hope that we as researchers
will come to recognize how much our own methods and concepts are a product
of our own culture.”

* Becoming more aware as researchers of our own assumptions and biases, peri-
odically challenging these views, and examining our receptivity to change.
One might expect that the current study would paint a very different picture—
one with a great deal of innovation in IT value research, as researchers heeded
recommendations made in earlier studies. Instead, the study has served to high-
light recommendations that have been made previously, but that have not been
acted on, in the main. Unless we are willing to change, our research camps may
remain divided, our methods fossilized, and our tools blunt.

Magpagementtmplications

THIS STUDY ALSO HAS SEVERAL IMPLICATIONS FOR MANAGERS, ARISING both from
the literature that has been reviewed and from the data analyses that have been
conducted. They are as follows:
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o IT value is discussed meaningfully in the context of the organization’s goals,
strategies, culture, structure, and environment. IT investments can usefully be
viewed as organization change initiatives [74). The management task related
to obtaining benefits from IT investments involves facilitating ongoing system
adaptation and continuous learning. System boundary identification is a chal-
lenging, but necessary task, if IT paybacks are to be correctly assessed. A variety
of internal and external stakeholder (e.g., employee and customer) impacts
should be monitored.

e Because systems are dynamic, an assessment of IT value that relies heavily on
a few key numbers at a single point in time will be incomplete and possibly
misleading. Managers evaluating IT investments may wish to identify and
report on a number of performance dimensions (e.g., customer impacts, prof-
itability, stock prices, and employee satisfaction), at different points in time
[61].

o In order to fully harvest economic benefits of IT investments, ongoing manage-
ment processes must be established. IT investments unfold, and must be man-
aged, over time. This requires open systems planning [110]. Unfortunately,
while many organizations are prepared to spend large sums on technology, at
the same time they may resist spending even modest sums on ongoing
management systems required to ensure that expected IT paybacks are real-
ized. What we often have are short-term “transaction” (single event) ap-
proaches to obtaining IT value, when what we often need are long-term
“relationship” (multiple event) approaches. Perhaps, in the final analysis, IT
valuation is less concerned with producing a single number and more con-
cerned with promoting informed, thought-provoking, and ongoing discussion
about IT investments.

o IT evaluation approaches are also systems. They should evolve with the orga-
nization, and be adapted to specific information systems under consideration.
Evaluation approaches themselves need to be periocally reviewed and re-
designed {74].

Closing Remarks

IN SUMMARY, WHEREAS MOST CURRENT IT VALUE RESEARCH APPEARS TO ADDRESS
the question “what value do IT investments provide?” this research may not yet be
adequately addressing the related set of questions, “why, where, when, how, and fo
whom do these investments provide value?” These questions in turn may require an
examination of a variety of qualitative and quantitative measures, and the use of
individual, group, process, and organization-level measures. Meaningful and rich
documentation of the value of IT investments may ultimately require us to unite the
“hard” and “soft” camps, and the “high” and “low” camps, and to bridge the great
divide.
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1. For MIS journal rankings, see ISWorld Net (http://is.Ise.ac.uk/iswnet/profact/journal.htm).

2. The rational, goal-oriented perspective is just one of three organizational perspectives
outlined by Bakos.

3. The technology set of key words screened out non-IT value articles such as those focused
on the performance of meeting facilitators or the usefulness of a particular methodology.

4. Innovation has multiple meanings. Here it was used strictly to refer to the adoption of new
technology.

5. See http://catt.bus.okstate.edu/isworld/journal2.htm.

6. See http://catt.bus.okstate.edw/isworld/journal2.htm.

REFERENCES

1. Abdul-Gader, A.H., and Kozar, K.A. The impact of computer alienation on information
technology investment decisions: an exploratory cross-national analysis. MIS Quarterly, 19,4
(December 1995), 535-559.

2. Bakos, J.Y. Dependent variables for the study of firm and industry-level impacts of infor-
mation technology. Proceedings of the Eighth International Conference on Information Systems.
Pittsburgh, December 1987, pp. 10-23.

3. Bakos, J.Y. The emerging role of electronic marketplaces on the internet. Communications
of the ACM, 41, 8 (August 1998), 3542,

4. Bakos, 1.Y., and Brynjolfsson, E. Information technology, incentives, and the optimal
numbers of suppliers. Journal of Management Information Systems, 10, 2 (1993), 37-53.

5. Bakos, J.Y., and Nault, B.R. Ownership and investment in electronic networks. Informa-
tion Systems Research, 8, 4 (December 1997), 321-341,

6. Banker, R.D., and Kauffman, R.J. Strategic contributions of information technology: an
empirical study of ATM networks. Proceedings of the Ninth International Conference on Infor-
mation Systems. Minneapolis, December 1988.

7. Barua, A.; Kriebel, C.H.; and Mukhopadhyay, T. Information technologies and business
value: an analytic and empirical investigation. Information Systems Research, 6, 1 (March
1995), 3-23.

8. Barua, A,, and Lee, B. An economic analysis of the introduction of an electronic data
interchange system. Information Systems Research, 8, 4 (December 1997), 398422,

9. Barua, A.; Lee, C.H.S.; and Whinston, A.B. The calculus of reengineering. Information
System Research, 7,4 (December 1996), 409428,

10. Belcher, L.W., and Watson, H.J. Assessing the value of Conoco’s EIS. MIS Quarterly, 17,
3 (September 1993), 239-253.

11. Bensaou, M. Interorganizational cooperation: the role of information technology-an em-
pirical comparison of U.S. and Japanese supplier relations. Information Systems Research, 8,2
(June 1997), 107-124.

12. Brown, R.M.; Gatian, A.W.; and Hicks, J.O. Jr. Strategic information systems and financial
performance. Journal of Management Information Systems, 11, 4 (1995), 215-248.

13. Brynjolfsson, E. The contribution of information technology to consumer welfare. Infor-
mation Systems Research, 7, 3 (September 1996), 281300,

14. Brynjolfsson, E. The productivity paradox of information technology. Communications of
the ACM, 36, 12 (December 1993), 67—77. )

15. Brynjolfsson, E., and Hitt, L.M. Beyond the productivity paradox. Communications of the
ACM, 41, 8 (August 1998), 49-55.

16. Campbell, J.P.; Dunnette, M.D.; Lawler, E.E.; and Weick, K.E. Managerial Behavior,
Performance, and Effectiveness. New York: McGraw-Hill, 1970.




IT VALUE: THE GREAT DIVIDE 247

17. Caron, J.R.; Jarvenpaa, S.L.; and Stoddard, D.B. Business reengineering at CIGNA Cor-
poration: experiences and lessons leamed from the first five years. MIS Quarterly, 18, 3 (Septem-
ber 1994), 233-250.

18. Cats-Baril, W.L., and Jelassi, T. The French Videotex System Minitel: a successful imple-
mentation of a national information technology infrastructure. MIS Quarterly, 18, 1 (March
1994), 1-20.

19. Chan, Y.E.; Huff, S.L.; Barclay, D.W.; and Copeland, D.G. Business strategic orientation,
information systems strategic orientation, and strategic alignment. Information Systems Research,
8, 2 (June 1997), 125-150. ,

20. Chismar, W.G., and Kriebel, C.H. Amethod for assessing the economic impact of informa-
tion systems technology on organizations. Proceedings of the Sixth International Conference on
Information Systems. Indianapolis, December 1985, pp. 45-56.

21. Choe, J.M. The relationship among performance of accounting information systems, influ-
ence factors, and evolution level of information systems. Journal of Management Information
Systems, 12,4 (1996), 215-239.

22. Clark, T.H., and Stoddard, D.B. Interorganizational business process redesign: merging
technological and process innovation, Journal of Management Information Systems, 13,2 (1996),
9-28.

23. Clemons, E.K.; Croson, D.C.; and Weber, B.W. Market dominance as a precursor of a
firm’s failure. Journal of Management Information Systems, 13, 2 (1996), 59-75.

24. Clemons, E.K.; Reddi, S.P.; and Row, M.C. Information technology and the organization
of economic activity: the “move to the middle” hypothesis. Journal of Management Information
Systems, 10, 2 (1993), 9-35.

25. Clemons, E.K., and Weber, B.W. Alternative securities trading systems: tests and regula-
tory implications of the adoption of technology. Information Systems Research, 7,2 (June 1996),
163-188.

26. Clemons, E.K., and Weber, B.W. Segmentation, differentiation, and flexible pricing: expe-
riences with information technology and segment-tailored strategies. Journal of Management
Information Systems, 11, 2 (1994), 9-36.

27. Clemons, E.K., and Weber, B.W. Restructuring institutional block trading: an overview of
the OptiMark system. Journal of Management Information Systems, 15, 2 (1998), 41-60.

28. Coopersmith, J. Texas politics and the fax revolution. Information Systems Research, 7, 1
(March 1996), 37-51.

29. Crowston, K., and Treacy, M.E. Assessing the impact of information technology on enter-
prise level performance. Proceedings of the Seventh International Conference on Information
Systems. San Diego, 1986, pp. 299-310.

30. De, P, and Ferrat, T.W. An information system involving competing organizations. Com-
munications of the ACM, 41, 12 (December 1998), 90-98.

31. Desmaris, M.C.; Leclair, R.; Fiset, J.-Y.; and Talbi, H. Cost-justifying electronic perfor-
mance support systems. Communications of the ACM, 40, 7 (July 1997), 39-48.

32. Dewan, R.M.; Freimer, M.L.; and Seidmann, A. Internet service providers, proprietary
content, and the battle for users’ dollars. Communications of the ACM, 41, 8 (August 1998),
56-62.

33. Dewan, S. Pricing computer services under alternative control structures: tradeoffs and
trends. Information Systems Research, 7,3 (September 1996), 301-307.

34. Dewan, S., and Kraemer, K.L. International dimensions of the productivity paradox.
Communications of the ACM, 41, 8 (August 1998), 56-62.

35. Dewan, S.; Michael, S.C.; and Min, C-K. Firm characteristics and investments in informa-
tion technology: scale and scope effects. Information Systems Research, 9, 3 (September 1998),
219-232.

36. Diebold, J. How computers and communications are boosting productivity: an analysis.
International Journal of Technology Management, 5, 2 (1990), 141-152.

37. Dos Santos, B.L.; Peffers, K.; and Mauer, D.C. The impact of information technology
investment announcements on the market value of the firm. /nformation Systems Research, 4, 1
(March 1993), 1-23.

38. Due, R.T. The productivity paradox revisited. Information Systems Management, 4, 1
(Winter 1994), 74-76.




248 YOLANDE E. CHAN

39. Duchessi, P., and Chengalur-Smith, I. Client/server benefits, problems, best practices.
Communications of the ACM, 41, 5 (May 1998), 87-94.

40. Edberg, D.T., and Bowman, B.J. User-developed applications: an empirical study of appli-
cation quality and developer productivity. Journal of Management Information Systems, 13, 1
(1996), 167—-185.

41. El Sawy, O.A., and Bowles, G. Redesigning the customer support process for the elec-
tronic economy: insights from storage dimensions. MIS Quarterly, 21, 4 (December 1997),
457483,

42.Finlay, PN, and Mitchell, A.C. Perceptions of the benefits from the introduction of CASE:
an empirical study. MIS Quarterly, 18, 4 (December 1994), 353-370.

43, Francalanci, C., and Galal, H. Information technology and worker composition: determi-
nants of productivity in the life insurance industry. MIS Quarterly, 22, 2 (June 1998), 227-241.

44. Gill, T.G. Early expert systems: where are they now? MIS Quarterly, 19, 1 (March 1995),
51-81.

45. Gill, T.G. Expert systems usage: task change and intrinsic motivation. MIS Quarterly, 20,
3 (September 1996) 301—329.

46. Goodhue, D.L., and Thompson, R.L. Task-technology fit and individual performance. MIS
Quarterly, 19, 2 (June 1995), 213-236.

47. Grover, V.; Teng, J.T.C.; and Fiedler, K.D. IS investment priorities in contemporary orga-
nizations. Communications of the ACM, 41, 2 (February 1998), 4048,

48. Gurbaxani, V., and Mendelson, H. Modeling vs. forecasting: the case of information
systems spending (Research Report). Information Systems Research, 5,2 (June 1994), 180-190.

49. Henderson, J. C., and Lentz, C.M.A. Learning, working, and innovation: a case study in the
insurance industry. Journal of Management Information Systems, 12, 3 (1995-96), 43—64.

50. Henderson, J.C., and Sifonis, J.G. The value of strategic IS planning: understanding
consistency, validity, and IS markets. MIS Quarterly, 12, 2 (June 1988), 186-200.

51. Hess, C.M., and Kemerer, C.F. Computerized loan origination systems: an industry case
study of the electronic markets hypothesis. MIS Quarterly, 18, 3 (September 1994), 251-275.

52. Hildebrand, C. Resounding maybe. C/O (February 1, 1994), 35-37.

53. Hitt, L., and Brynjolfsson, E. Information technology and internal firm organization: an
exploratory analysis. Journal of Management Information Systems, 14,2 (1997), 81-101.

54. Hitt, L., and Brynjolfsson, E. Productivity, business profitability, and consumer surplus:
three different measures of information technology value. MIS Quarterly, 20, 2 (June 1996),
121-142.

55. Hitt, L., and Brynjolfsson, E. The three faces of IT value: theory and evidence. Proceedings
of the Fifteenth International Conference in Information Systems. Vancouver, BC, December
1994, pp. 263-277.

56. Holden, T., and Wilhemij, P. Improved decision making through better integration of
human resource and business process factors in a hospital situation. Journal of Management
Information Systems, 12,3 (1995-96), 21—41.

57. Iacovou, C.L.; Benbasat, I.; and Dexter, A.S. Electronic data interchange and small organi-
zations: adoption and impact of technology. MIS Quarterly, 19, 4 (December 1995), 465-486.

58. Jarvenpaa, S.L., and Leidner, D.E. An information company in Mexico: extending the
resource-based view of the firm to a developing country context. Information Systems Research,
9, 4 (December 1998), 342-361.

359. Jelassi, T., and Figon, O. Competing through EDI at Brun Passot: achievements in France
and ambitions for the single European market. MIS Quarterly, 18, 4 (December 1994), 337—352.

60. Kambil, A., and van Heck, E. Reengineering the Dutch flower auctions: a framework for
analyzing exchange organizations. Information Systems Research, 9, 1 (March 1998), 1-19.

61.Kaplan, R.S., and Norton, D.P. The balanced scorecard: measures that drive performance.
Harvard Business Review (January—February 1992), 71-79.

62. Karami, J.; Gupta, Y.Y.; and Somers, T.M. Impact of competitive strategy and information
technology maturity on firm’s strategic response to globalization. Journal of Management Infor-
mation Systems, 13, 1 (1996), 63—88.

63. Kauffman, R.J., and Kriebel, C.H. Modeling and measuring the business value of informa-
tion technology. In ICIT Research Study Team no. 2 (eds.), Measuring the Business Value of
Information Technologies. Washington, DC: ICIT Press, 1988.




IT VALUE: THE GREAT DIVIDE 249

64. Kauffman, R.J.; Kriebel, C.H.; and Zajonc, P.C. Measuring business value for investments
in point of sale technology. Working paper no. 193. Center for Research on Information Systems,
Stern School of Business, New York University, December 1988.

65. Kauffman, R.J., and Weill, P. An evaluative framework for research on the performance
effects of information technology investment. Proceedings of the Tenth International Conference
on Information Systems. Boston, December 1989, pp. 377-388.

66. Kettinger, W.J.; Grover, V.; Guha, S.; and Segars, A.H. Strategic information systems
revisited: a study in sustainability and performance. MIS Quarterly, 18,1 (March 1994), 31-58.

67. King, J.L., and Kraemer, K.L. Implementation of strategic information systems. In K.C.
Laudon and J.A. Turner (eds.), Information Technology and Management Strategy. Englewood
Cliffs, NJ: Prentice-Hall, pp. 78-91.

68. King, W.R., and Teo, T.S.H. Key dimensions of facilitators and inhibitors for the strategic
use of information technology. Journal of Management Information Systems, 12,3 (1996),
35-53.

69. Kraemer, K.L.; Danziger, J.N.; Dunkle, D.E.; and King, J.L. The usefulness of computer-
based information to public managers. MIS Quarterly, 17,2 (June 1993), 129-148.

70. Kraemer, K.L., and Dedrick, J. Globalization and increasing returns: implications for the
U.S. computer industry. Information Systems Research, 9, 4 (December 1998), 303-322.

71. Kumar, R.L. A note on project risk and option values of investments in information
technologies. Journal of Management Information Systems, 13, 1 (1996), 187—-193.

72. Lee, H.G., and Clark, T.H. Market process reengineering through electronic market sys-
tems: opportunities and challenges. Journal of Management Information Systems, 13,3 (1996—
97), 113-136.

73. Lippitt, G.L. Organizational Renewal: A Holistic Approach to Organization Development.
Englewood Cliffs, NJ: Prentice-Hall, 1982.

74. Lippitt, G.L.; Langseth, P.; and Mossop, J., eds. Implementing Organizational Change: A
Practical Guide to Managing Change Effort. San Francisco: Jossey-Bass, 1985.

75. Loveman, G.W. An assessment of the productivity impact of information technologies.
MIT Management in the 1990s Working paper no. 88-054, July 1988.

76. Lucas, H.C. Jr.; Berndt, D.J.; and Truman, G. A reengineering framework for evaluating a
financial imaging system. Communications of the ACM, 39, 5 (May 1996), 86-96.

77. Mahmood, M.A. Associating organizational strategic performance with information tech-
nology investment: an exploratory research. European Journal of Information Systems, 2, 3
(1993), 185-200.

78. Mahmood, M.A., and Mann, G.J. Measuring the organizational impact of information
technology investment: an exploratory study. Journal of Management Information Systems, 10,
1 (Summer 1993), 97-122.

79. Maier, J.L.; Rainer, R.K. Jr.; and Snyder, C.A. Environmental scanning for information
technology. Journal of Management Information Systems, 14, 2 (Fall 1997), 177-200.

80. Manning, P.K. Information technology in the police context: the “sailor” phone. Informa-
tion Systems Research, 7, 1 (March 1996), 52-62.

81. Massetti, B. An empirical examination of the value of creativity support systems on idea
generation. MIS Quarterly, 20, 1 (March 1996), 83-98.

82. Massetti, B., and Zmud, R.W. Measuring the extent of EDI usage in complex organizations:
strategies and illustrative examples. MIS Quarterly, 20, 3 (September 1996), 331-345.

83. Mata, F.J.; Fuerst, W.L.; and Barney, J.B. Information technology and sustained competi-
tive advantage: a resource-based analysis. MIS Quarterly, 19, 5 (December 1995), 487-506.

84. Melone, N.P. A theoretical assessment of the user-satisfaction construct in information
systems research. Management Science, 36, 1 (January 1990), 76-91.

85. Mitra, S., and Chaya, A.K. Analyzing cost-effectiveness of organizations: the impact of
information technology spending. Journal of Management Information Systems, 13, 2 (1996),
29-57.

86. Mookerjee, V.S., and Dos Santos, B.L. Inductive expert system design: maximizing system
value. Information Systems Research, 4,2 (June 1993), 111-140.

87. Mukhopadhyay, T., and Cooper, R.B. A microeconomic production assessment of the
business value of management information systems. Journal of Management Information Sys-
tems, 10, 1 (Summer 1993), 33-55.




250 YOLANDE E. CHAN

88. Mukhopadhyay, T., and Cooper, R.B. Impact of management information systems on
decisions. Omega, 20, 1 (1992), 37-49.

89. Mukhopadhyay, T.; Kekre, S.; and Kalathur, S. Business value of information technology:
a study of electronic data interchange. MIS Quarterly, 19, 2 (June 1995), 137—-156.

90. Nam, K.; Rajagopalan, H.; Raghav, R.; and Chaudhury A. A two-level investigation of
information systems outsourcing. Communications of the ACM, 39, 7 (July 1996), 36-44.

91. Nault, B.R. Research report: information technology and investment incentives in distrib-
uted operations. Information Systems Research, 8, 2 (June 1997), 196-202.

92. Nault, B.R., and Dexter, A.S. Added value and pricing with information technology. MIS
Quarterly, 19, 4 (December 1995), 449464,

93. Nelson, P.; Richmond, W.; and Seidmann, A. Two dimensions of software acquisition.
Communications of the ACM, 39, 7 (July 1996), 29-35.

94. Newman, J.K., and Kozar, K.A. A multimedia solution to productivity gridlock: a re-
engincered jewelry appraisal system at Zale corporation. MIS Quarterly, 18, 1 (March 1994),
21-30.

95. Nidumolu, S.R., and Knotts, G.W. The effects of customizability and reusability on per-
ceived process and competitive performance of software firms. MIS Quarterly, 22, 2 (June 1998),
105-137.

96. Pinsonneault, A., and Kraemer, K.L. The impact of information technology on middle
managers. MIS Quarterly, 17, 3 (September 1993), 271292,

97. Pinsonneault, A, and Rivard, S. Information technology and the nature of managerial
work: from the productivity paradox to the Icarus paradox? MIS Quarterly, 22, 3 (September
1998), 287-311.

98. Pitt, L.F.; Watson, R.T.; and Kavan, C.B. Service quality: A measure of information systems
effectiveness. MIS Quarterly, 19, 2 (June 1995), 173-188.

99. Post, G.V.; Kagan, A.; and Lau, K-N. A modeling approach to evaluating strategic uses of
information technology. Journal of Management Information Systems, 2, 1 (1995), 161-187.

100. Premkumar, G., and King, W.R. Organizational characteristics and information systems
planning: an empirical study. Information Systems Research, 5, 2 (June 1994), 75-109.

101. Rai, A.; Patnayakuni, R.; and Patnayakuni, N. Technology investment and business
performance. Communications of the ACM, 40, 7 (July 1997), 89-97.

102. Rice, D.E. Relating electronic mail use and network structure and R&D work networks
and performance. Journal of Management Information Systems, 11, 1 (1994), 9-29,

103. Roach, S.S. America’s technology dilemma: a profile of the information economy. Mor-
gan Stanley’s economics newsletter series, April 22, 1987.

104. Roach, S.S. America’s white-collar productivity dilemma. Manufacturing Engineering
(August 1989), 104.

105. Roach, S.S. Services under siege—the restructuring imperative. Harvard Business Re-
view (September—October 1991), 82-92.

106. Robey, D., and Sahay, S. Transforming work through information technology: a compara-
tive case study of geographic information systems in county government. Information Systems
Research, 7, 1 (March 1996), 93—110.

107. Sampler, J.L., and Short, J.E. An examination of information technology’s impact on the
value of information and expertise: implications for organizational change. Journal of Manage-
ment Information Systems, 11, 2 (1994), 59-73.

108. Schein, E.H. Culture: The missing concept in organization studies. Administrative Science
Quarterly, 4, 2 (1996), 229-240.

109. Schein, E.H. Organizational Culture and Leadership. San Francisco: Jossey-Bass, 1992,

110. Schein, E.H. Organizational Psychology. Englewood Cliffs, NJ: Prentice-Hall, 1980.

111. Seddon, P.B. A respecification and extension of the DeLone and McLean model of IS
success. Information Systems Research, 8, 3 (September 1997), 240-253.

112. Seidmann, A., and Sundararajan, A. Competing in information-intensive services: analyz-
ing the impact of task consolidation and employee empowerment. Journal of Management Infor-
mation Systems, 14,2 (1997), 33-56.

113. Sheffield, J., and Gallupe, B.R. Using electronic meeting technology to support economic
policy development in New-Zealand: short-term results. Journal of Management Information
Systems, 10, 3 (1993-94), 97-116.




IT VALUE: THE GREAT DIVIDE 251

114. Sheffield, J., and Gallupe, B.R. Using group support systems to improve the New-
Zealand economy. Journal of Management Information Systems, 11,3 (1994-95), 135-153.

115. Strassmann, P.A. The Business Value of Computers. New Canaan, CT: Information
Economics Press, 1990.

116. Subramanian, G.H., and Zarnich, G.E. An examination of some software development
effort and productivity determinants in ICASE tool projects. Journal of Management Informa-
tion Systems, 12, 4 (1996), 143-160.

117. Tam, K..Y. Dynamic price elasticity and the diffusion of mainframe computing. Journal of
Management Information Systems, 13, 2 (1996), 163—183.

118. Tam, K.Y. The impact of information technology investments on firm performance and
evaluation: evidence from newly industrialized economies. Information Systems Research, 9, |
(March 1998), 85-98.

119. Teng, J.T.C.; Jeong, S.R.; and Grover, V. Profiling successful reengineering projects.
Communications of the ACM, 41, 6 (June 1998), 96-102.

120. Teo, H-K.; Tan, B.C.Y.; and Wei, K-K. Organizational transformation using electronic
data interchange: the case of TradeNet in Singapore. Journal of Management Information Sys-
tems, 13,4 (1997), 139-165.

121. The Economist, How real is the new economy? and the new economy, work in progress.
July 24, 1999, pp. 17-18 and 21-24.

122. This, L., and Lippitt, G.L. Managerial guidelines to sensitivity training. In G.L. Lippitt,
L.E. This, and R.G. Bidwell, Jr. (eds), Optimizing Human Resources. Reading, MA: Addison-
Wesley, 1971.

123. Vandenbosch, B., and Huff, S.L. Searching and scanning: how executives obtain infor-
mation from executive information systems. MIS Quarterly, 21, 1 (March 1997), 81-107.

124. Venkatraman, N, Strategic orientation of business enterprises: the construct, dimensional-
ity, and measurement. Management Science, 35, 8 (August 1989), 942-962.

125. Walstrom, K.A.; Hardgrave, B.C.; and Wilson, R.L. Forums for management information
systems scholars. Communications of the ACM, 38, 3 (1995), 93-107.

126. West, L.A. Jr. Researching the cost of information systems. Journal of Management
Information Systems, 11,2 (1994), 75-107.

127. Wong, P.-K. Leveraging the global information revolution for economic development:
Singapore’s evolving information industry strategy. Information Systems Research, 9,4 (Decem-
ber 1998), 323-341.

128. Yoon, Y.; Guimaraes, T.; and O’Neal, Q. Exploring the factors associated with expert
systems success. MIS Quarterly, 19, 1 (March 1995), 83—-106.

129. Ytterstad, P.; Akselsen, S.; Svendsen, G.; and Watson, R.T. Teledemocracy: using infor-
mation technology to enhance political work. MIS Quarterly, 20, 3 (September 1996), 347—348.




o
wy
o

‘Ananonpasd aanensiuiwpe Yum pateias Ajpanesou

aIe sanyipuadxad UI033]3} PUE ‘AUBMYOS ‘arempIny

‘yers §] “Ananonpard 10qe] POSEAIU] Yim PIIBIO0SSE Are
w0 pue aremyos 1daoxs saunpuadxo sopy ‘sjasse

Aanonpoid sAnensUTIIpY
Aanonpasd oqe]

Kinbo uo wigay

S13SSB U0 WYy

S3es

101385 Aueduso)

uo wnja1 Yim paieroosse K1aanisod are samypuadxs s3akojdws jo soquinu [e10] | (EIsndwie)) pue oM (L661) 'N ‘tunyefemeq
19A198/1U3113 pue jenides [ Indino uuy yim wawdinbo pure ueyd ‘Auadod g0 uolyeussojuy) sisjeuy Y “runyedeumed
PA1B100SSe A[9A11150d Are JUaUIsIAUL [ JO SAINSBAW [[Y [euoneziredio {B1ouBUL aanEuEnd $3su3dxa PaTEjal pue Joqe] gieQ Arepuoseg AL R

s1ijouaq Areiauow [enuuy

‘sreak swy Suuren u uonONPoYy
€ PUB | u3amiaq juiod uoAS-yeauq [eiduBuy B Ut Sunjnsa 51500 SuprisdQ (L661) 'H ‘qieL
‘o Sujuren sadojdura sonpal 01 parsadxa st wasAs |euonieziuedi 1509 1u3wdojPAP AEMYOg AT 981y 4y ‘aepoy
uoddns aougunioyiad o1oN9[? Ue Jo uoRdNPONU] pue [enpIAIpY] [etouBuy aAnEIuBNY SISA|BUR 11J2U3G-1S0D) Apmig ase) SO suewssq i ¢]

(s1sAjeus weiderp mo[j MBp U0 paseq)

93ueyd Ipim-walsAs ‘uonewoine

30 1ua1x3 *a8uBys “00us059[05q0

“uononpt *AN[1qEIs JO SAUNSEIW [EOLBUINN

JJe1s ‘UonONPAl W YATeasas “UsHONpal 1509 ‘poads ABojouysay w1 safuey)
qaueds paaoedusy ‘saBewt Alrjenb toySiy ‘soyeonyiuzo suonetado aosuMUL Ul s3Fuey) (€661)
JO |011U0D ‘901AL3S JSUIOISND 0} SHUSWaACIdUI [e1SUBUY-UON sAneInUENnd) SUOTIOUN] PUB SMO0M Ut saBueyd) D ‘usng] pq “pwag
ut poInss waisAs Jurdew [BOUELY JO UOKONpONY] leuoneziuedi) |  pue jefoueuly puB 2AnENEND) asmgongs jeuoneziuedio u saduey) Apmg ase) “If "Q'H “seory :[9¢]

"AZ0JOUY3) pUB UOHELLIOJUL JO JUSITBURLLSTIL
pue ‘siyoud Jo uonedissip pue uonnqLISIpa Jusunsnfps (mannay
pus Suwres| o3 anp s3e| ‘ssndug pue sindino Jo jeuonseN pue | jemsueuy-uoN inding uneIAr) sisjeuy (€661)
tusu 11 0} 20p s1 A1tanonpoud Jo yor] uereddy [euoneziuediy | pue |elousuly saneynuend) Anonpoid moge] ele(] Arepuosog d ‘uossjoluksg :[p1]
[euoiBLIAIUL
Neuoneu/Ansnp
-ufjeuoyeziredio | TYIONVNIA STUNSVAW
/dnos8 enpiatpur “NON FALLVIITVNO
—SISATVNY Jo/pus Jo/pug STTIVIIVA LINIANTdTA (S)aOHLANW

SLINSTA 40 ($N13A31 IVIONVNIS | FALLVILLNVNO SSISSV O1 adsN STINSVIANW HO¥VIsay Adnis

o lona

DV aY1 fo suoyvdunuwor)

I XIANHAddY

JHZATVNYV SHTOILYY T




(8661) ML “1eu24 *d 30 ‘[0

(8661 1 yinwg-njeduay) g ‘15sayang :{6¢

(8661) ‘A "2a0up ™y'g Buoar T LT BuaL [611

(8661) 'V ‘UuBWIpIaG TN Jawitald TINY ‘uemdq:[z¢

(8661) "A ‘soyed :[¢

(9661

y ‘Anypney)) ¢y ‘aeydey “H ‘uejedoBeley -y ‘weN {06)

(9661) 'V

T
Pl3S "M P

qory ©°d ‘uosioN -[g6]

AGNLS

SHIANLS TVORIdANY A4LVTdd T

1y10m 12d [B)ided {]-UON
29%30m 33d rendeds Jg
‘SJUBLLISIAUL | ] JI9Y) UO WML JuesyiuBis 1ax10m 12d J(o
pue aanisod e Buia1a0al e saLyunod padojaaaq SIIOM JO 12NN
-afeioas %018 J[-UoN (mep Aanonpord
up *19310M 15d JO Ul ISBUIN] UB Yilm PIILII0SSE [B1ouRUY-uON #0018 11 Joqery) siskjeuy (8661) 1
ase spom 1ad Furpuads jeides 1] ul sesealou] JeuOHEWIU] pus jeisueutd aanemuend) 1onpaud oNSIAWOP SS0ID) eleq Arepuoseg | ‘rowaery g ‘uema(q el
“Knananpaoid asea1dul S0P 1871 SITUBYO [EUORZIUEEI0 Buipuads 1] (manasy
30 waysAs 13peoiq e jo ued st inq “Aanonpord JBIoUBuy-UoN UONEZIBRUIR] ameiry) siskjeuy (8661) W1 ‘NIH
2seaou; A][eonzWoINE J0u S0P sJAndwod uy waunNsAu] e310 pue et 14 sanenuend) Aananpoid e Aepuosos +-3 ‘uossjjolulsg :[s1]
“siusunsaaul Surznuoud
u pasn 3q 01 pou sindu; ssoutsnq pue S| yiog
S|IpYs 3 a3ueyo sannbou 1] SuBeusy
JUSUNSAAUY SUANSAS
[BUONIPEL JOAB) JOU S0P PUB JUSUNSIALT JITHINNSELHUL
PUE YdE Yim PRIBIS0SSE st 1] Jo SadA) Jo Ansiaaiq
*SIUSWISIAUL SWIISAS H13a1e0S YIm PIIRIdOsSe “30UBUIIUIEW
st juswaBeuetu doj Buowe amns Suuueld g1 uy pus ‘uBsapas ssaooud ssouisng
*SwNsAs “amjonnseqyur ‘swasAs uoddns
Burodas uoleuLIOjul pue swaisAs Suissacord uonoesuen uoIs153p “justudojaAap [euonipen (8661)
dojarap 01 pum sasuedwod ‘uonuane [eusSeurw peolq aanmmuend) £s o18: ul ut a wpetd LT
30 %28] B 51133 USYM pue djo1 uoddns 8 u1 51 G LAYM wedio 1J-UON pum aanENEend Buoure aoueuodw Jo Sunjuey Asmung ‘Bus) A ‘010 L)




254

an[aA 1B
513558 JO anjea yooq (saseqerep elousuy
“JURUNSIAYL ] [ JO WSWAMSEW JUIISISUOD OU 51 Y L Sa[Es U0 WY AD PUB AVOVd
*$aun0d padojsaap Aimau pue padojoaap ul e S19SSE U0 Wyay ‘Kowan mndwo)
%001s 91 £Q PIN[BA Jou St UONBZLIAINALIOS JO [aAY] Kinbo uo wmay BISY) siskjeury
“luniad JIpIOYAIBYS Yim PAIBALIOD JOU S1 ut 1l € 310 [etousul sAnemuend) LInIa4 JIpjoYareys [B10 L meq Arepuosog (8661) A ‘wey :[g11]
JUAUNSIAUL § ] 19yFiY B 9ARY 01 puN
y9s Aunyoddo jusunsaau aaip g suondo mod 1amay
i suuy “Ajjeury Juaunsaaul 1] Jo [943) 13yB1y € aaey
patRsBaul A|{BOILISA SSI] ATE JBY) SULIL] UONBIYISIZAIP (eiep 1eisndwo)
Pate)asun UeY) ][ J31E3LT SPUBIOP UOHEIYISIIAIP pue ppomiainduio))
P31E[aJ ‘AOULIDYLNY "UOHESIISIIAID ULY JO 32130p [elourey-uoN (uonersaudap 3o ou ‘fendes 11 jo siskjeuy (8661) -0 ‘WN *D'S
3y 01 pa1ejas Ajaanisod s1 jusunsaur 14 Jo |94 94L leuoneziuedsy |  pue [erousuLy SANEIHUENY | Y001S [€10)) JUSWISIAUL 1] JOj puBa(] uieq Arepuosog ‘PRSI 'S ‘uema( (€]
quinu xspu sy uo | (mep Jgo 1uawwaaod
Ppaseq anjea ‘sajewinss snawered-uou | !sisA[BUy JMWOU0dT JO
"SISWNSUOD JOJ INJBA U 1SOD [eIowRUIJ-UON “snydins 1oexa ‘snjdins ueljeysrepy ngang §'n) siskjeuy (9661)
) sauin sanp Kjarewrnxosdde ajesousd syusunsoaur Ji Jeuoneziuedio pus jeroueuny aAnenUEnd) ‘3IBJ|am JDUinsto)) meq Arepuoseg g ‘uossjjofuleg :{¢1)
S19558 U0 WInjal ‘SaIeys Jaxrew B
‘SHIUN ssaulsnq oi8ajens :S9)qeLeA douenLolad [euly
oY1 Jo s3[qeLrea goururiouad jeuy sy uo syoedun
aanisod 1BdyIUBIS PBY SIQBLIBA JBIPIULIDIUL IAY Y[ sjonpod mau pue (ssequep LIJW
's|qeLrea Kgenb Jovayu aapejas ‘aoud aanejas ansuy Suiuueld (s661)
S0BIPOULINUL IAY UO S3[qeLIBA IndU} SIWIOUOD A} 310 1 1J-UON ‘19a0Wn KI01u2AUI ‘UOITBZIIIIN o13neng) siskjeuy - L ‘Kekypedoydiniy ©HD
Jo syoedun o>=_mon_ 941 10J PIAIIRA SBM uoddns |81ed v:u n:o._o pue [eroueul| danmuuwend) Ayioede)) :SI|qRLIBA S1EIPIULIAIT JAL] Be A1epuossg ‘1oqany -y ‘enueq 1]
(dwoyg
“ULIY Y3 JO 3N[BA Y} ISBAUOUT SJUIUNSAUT [ JATBAOUU] (swingas %3015 A{1ep [puLIOUQE) S1d ‘amsmaN (€661)
*1500 A3y} SB Yo SE YLIom are A3y (SIUSUNSIAUL SIUGWISIAUT ] ] JO SIUSLIDUROLUR Ud) sisAjeuy *0'q ‘enep <Y ‘siapad
anjeA juasaid 19u 0197 are syusunsIAUl | ‘e3rIsAe UQ [euoneziuedio eroueuly aAnmyuend) punars suotiseas 3aud Yo01g eleq A1epuoaog 1d ‘sowes soq :[L€]
[euonew/Ansnp
-uy/Jeuoneziuedio TVIDNVNIA SANSVINW
/dnosBfenpiarput -NON FALLVLITVNO
—SISATVNY Jo/pus Jo/pue STTAVIIVA LNIANIdIA (s)aoHLan
SLINSIH 40 (S)13AFT TVIONVNIY | BAILVILINVNO $SASSY 01 gdsn STANSVIN HOIVASTY AdNLS

(5

fgvn(

YoUpa53Yy Swayshg uonvuLiofuy

II XIANAddV

JIZATVYNY SHI0ILYV T




II. RELATED EMPIRICAL STUDIES

STUDY
[100]: Premkumar, G.; King, W.R. (1994)

[28]): Coopersmith, J. (1996)

[80]: Manning, P.K. (1996)

[106]: Robey, D.; Sahay, S. (1996)

[11]: Bensaou, M. (1997)

[60]: Kambil, A.; Van Heck, E. (1998)
(70): Kraemer, K.L.; Dedrick, J. (1998)
[127]: Wong, P.-K. (1998)

(58]: Jarvenpaa, S.L.; Leidner, D.E. (1998)

III. RELATED THEORETICAL STUDIES

STUDY

[86]: Mookerjee, V.S.; Dos Santos, B.L. (1993)
[48]: Gurbaxani, V.; Mendelson, H. (1994)
[25]: Clemons, E.K.; Weber, B.W. (1996)

[33]: Dewan, S. (1996)

[9]: Barua, A; Lee, C.H.S; Whinston, A.B. (1996)

"[91]: Nault, BR. (1997)

(5]: Bakos, Y.J.; Nault, B.R. (1997)

[8]: Barua, A.; Lee, B. (1997)
[111]: Seddon, P.B. (1997)




256

1100 feuonsunysAp £q pazl Y
Ajsnoraard suoneruts w 33usyd spwm-Ansnpuy

‘uotieuRwalduwn
ued ul $S300NS PoAIAIS]

“pardape uLioj [euoieziueS10
PopUSWILONAL :JurzaaLy oy

*sdnos3 paiejas aAjoAul 01 pay
s3unaaw s1u0193 |euonippe a8uey)

*uondE 2ANELd00d J0J SNSUISU0D
‘a8ueyoxa uoneuLoj ‘uoyedidnred
“01Ju0d paARSd J0 20u2sqE
1S3  Burzaagun,, se sBunsopy

‘s1oafosd

Suo[e puels uinunuod ‘syxofoud jurof
Buinunuos ‘syuow gi-] Jaye aanoeu;
uredaq 18y) s199foud ‘Yuows | wygim
SANDRUL JWEIIQ JBYy: S190foxd :sswioano
PUB SINANIE uonEIuSWa dury

JO sisA{e1e0 2A113343 Arom pue Burures] [euonEzIUEdI0IRUL {euoneN “a8mueape sannpdined sisdjeuy (S6-v661) €7y ‘adnjjen
p d sBunssw pasisse A|[esiuansajs ay, PUB [BNPIAIPU] | |BIUBUL-UON aapey[End pue sue)d uonoe uzamlaq YUry 1BOLI0ISTH PIYIPON f 'pRRyS [pi 1]
“sousuodun stuud *SSIUSANIYYD
Jo azam Koudtolya v_a Kouagm Suneowr aloym pue ?.n:Em a3wiaae pure ‘sawono Surow
QYIS 1uaagIp ‘stomads “83) spunous; *a8ueijoxa uonetwogul ‘uonedidnred
JoAiouea s Eo.c osures EE&G_E& asym wmqaooE ‘ssaureq Suronpar ‘ASojouyoal
ut jrydjay sem §SOH “53553001d JuAWOJRAIP S1WOUCRS JO SS3UAANYD ‘uonBlI|IoR)
Suiioddns uj 1AL Pue 3aRoaY3 sem AF0[OUY9 [euotieN JO SSIUANOYI ‘SSIUARIY? |[RIAQ (v6-£661) gy “>dnjren
uoddns dnos8 jo asn oy 1eq1 JyBnoy swredonsed Apmg PUB [ENPIAIPU] | [BIOUBUL-UON asneigend SSUANIIR Ul Kpmg ase) syduiny “f paweys fei1)
“uoHe[aL0d (001 11wy,
[eatuoues £q pazjeue pue padnos8 usym souruLiopssd *an[ea ooq plaomiandwon)
01 pareu AjuedyiuBis auam A3y ‘19A9MOH “souruLiopad 0} njea xew ‘334ojdwa £q sapes sisAjguy
210U pue 513a1ens [euonrziuedIo 0) pajejal Apjeam ‘519558 [B)0) AQ SI[BS ‘anudAAI UT Yimos3 eleq A1epuodsg (€661) "D ‘uuely
9q 0] pUNOj AJaM SIQELIEA JUILISIAUL [] [ENPIAIPU] uonseziuedi) |BIdURULY sanemuend) ‘SI[BS UO LLINJAI ‘JUIUIISIA UL UO WY 2 Adang patg YW ‘poowyeiy (8]
[euoneu/Ansnp
-uyuonezivedio | TYIONVNIA STANSVIN
/dnasB jenpiatpur -NON FALLVLITVNO
—SISATVNV Io/pue lo/pue STTAVINVA INIANAdIA (S)AOHLINW
SLINSTH 4O (SNTIATT | TVIONVNIA | FAILVIIINVND SSASSV 0L g3sn STANSVIN HOY¥vISHY Adnis

SuipisAg uovuLiofu] uawa8vUDRY JO jpUmop

& Jignal

I XIANdddV

IZATYNY SHTOLLYV T




257

SSIUIANRYF

Aousroya
saduey> adoos ssauisng
*SSIUIANIIYYI puB Kousid1y? uoneziuedio saFueyd ysomiou ssouisng siskjeuy
u1 sured [euswouayd 03 pes] Ued UOHBULIOJSURL Ansnpy] | [erousuy-uoN anenuend) sagureypd ssoo0ud ssomsng jutog 3duey)) ‘Aaaing L661) MM 'PM YADE
[euoneziuedio yim uonounfuco ut jqg Joasn 3y | pue uoneziuedio | pue [eroueuly PuB 3AnEIEND) ampnas [euoneziuedio ut safuey?) ‘Apnig 358D ‘e, *3-H ‘o3l [oz1]
L1 Aq P3|qELR $ILJaUIq J1WOU03d
SY) U S1 11 SB S12LLIEq JO JUaWIBBURW AP U0 JUSpUXAIP JUSWIINIS SpRY) PUB ‘UOTIBULIO)
SE S1 SSI0ONG *SIIVISGO PIL| - 1] UBY) 19YIed “S10338) 19e0UOS ‘Buuaiped uonsuLOJUl
SIUIOUOID PUE [BII0S WAL WS SIILLIBQ PUB SYSU IO :SUOISUSWIP §53004d UONIESURY a1 ],
“SIYaUdq of paroafoud i Buoje Suuissuis! (s1yrew "SIRNIEW S1UORO[D
§59001d 19)JBW WOy Sun|nsal SI3UIRG JO UOHRIIPISUS J1u0N9|2) 30 951 3y) B1A Sassa00ud uondEsURn (L6-9661) 'H'L
sannbas s1xEW JU0NIY3 JO 1wawkojdap |nyssIsong Ansnpu] | [eloueuy-uoN aapelend) U [BUONIPEN) UY UOHIBAGUL] Apg ase) e O ‘99 (2]
*UOIRAOULI UB ;
10 912K 9J1] Y1 2940 JO1ABYDQ UORAOPE JO UOITEZUMDRIEYD (puomsmndwo)
SNONUTIUOD B $3pia0Id 1BY) INQLIITE UOIBAOULI UB SB 9ALDS Sunndwos ‘(vad)
e sourBukp Asuserg tou are (Konsejs soud owyurew Jo Afonse|d 30ld sisA[euy dfwouoy
+2°1) sa8ueyd soud o) suot (suoneziuediy d soseyand Jweguiepy Jo neaing ) ‘siskjeuy
UOISTYJIP UONBAOUU 3Y3 U 30308 juepioduwil ue 51 0ud 10 14 sAgenend L1 jo uondope [euoneziuedy eieq A1spuoss (9661) "AM ‘weL :[£11]
‘SUONEZIUEZIO Ul S1S0J J0qe] SIoNPA wn
LI 1841 S0UIPIAS OU 5eM DL "SOURAILOd JIf[EWS Uey) Jo pousd & 240 padesas (/LD
nay) jo 28 d 8 sB A30j0U33) UONBULIOJUL sayes Jo 33ruaorad v s8 18pnq J|
uo ow puads satuedios 19358 ‘51500 PEIYIIAO IFrians (ppommnduwo)))
1231y pue ‘51500 |810) 9381248 Jamo] ‘51500 uononposd Ansnpuy uuy siskjeuy {9661) MV
2311248 JoMO[ yIm POIBIDOSSE U8 susunsaAul I 12ySi | pue uonezivedip Jersueuy aanmnuend) Y1 £q SpBLU SIUSLISIAUL |1 JO [9AF] Bl AIBpuoIeg ‘vhey) g ‘emp :[sg]
*SIASNISBJNUBLL PUB SII|IBII Y10q Sunljauaq
“I1R1940 | Yo Y1 10} dw soueunopad
snewesp e pajuasudas ‘|7 Butsn YD) JO uLoj Y Ut (dyD) wswysiudidas snonunuoo
“uBtsap $5900.d S59u1SNq [PUONEZ|UERI0IZIU] SUOHEAOUL] sapemuend | pue 1a3) s8ueyusul mep 1NN (9661) "a°q ‘PrEpporg
ssaoaud pue [earBojouysa) 331w 01 Jurepodut st 1 uoyeziuediQ Jetourul] PuE aaneNend) 30 9sn *uBisapay [euoneziueBi0mu] A2AIng ‘so1pmg 3se) SHYL e [zd
35T JO SSABUY[LM
pue Aouanbay :asn STy 1350
Aijeuonsury waisAs pue sjusurannbas
zZIs qof 31} usamiaq aduapuodsanod
uoneziuedso pus [suuosiad §] Jo Aijiqedes ‘uswaajoaur Ay woyy Bunnsas uonseystIes
19ST SB YONS $10198) S0UIN{JUL PUB Sy ue Jo soueuuopad wasAs UOLTBWLIOJUI JUOHOBISUIES (S]V)
aY) uSIMIaq SUONE[LI0D aansod sy IUBIs as8 A1 | fenpiatpu | jeousuy-uvoN aanejend) w31s£s uolsuLIcjul SUNUNOOR 1S Asaing (9661) "W-"r “20yD :[12]
“SIUSUNSIAU
359t} ydepe pue aFeuews [9A1198 O} 151X $3559001d SSOURANIYYS Sunerado parauduy
onueukp ‘paesdaiut ssajun {eurdrew e (uonieAOUUL $901A195 pus s1onpoid maN (96-661) V'O ‘]
8) 1] woy potedionus siyauaq 3y, uoneziuwBig | [ejoueUl-UON dAnmiEnd Buures| jeuoyezuedin Apnig ase) +O'f wost3pudy] (6]
“SILSTPAL 3ANdsar
213 Ul suuy 1930 uey) djqenyesd asow pus sanonpaid
210w 9q 0} pApu suuyy 353y sreak wanbasqns u *(S1S)
swaisAs uoneuuojun IfB3jeAs [nyssIcons Juisn aam susy Ansnpuj (Jusunsaaur) swiasAs uoneuLOul (msndwo)) emieq (S661) O ‘SYAH "'V
12} SIUSUISOUNOUUE 0 A|GRIOAR] PIJE I)IRW Y2015 9y | puw uoneziuedip [eURUL] aaneuend) Sulsn are suLy 181 SUANUISUNCULY 1R ‘APIIS 1UAg ‘usnen 'Y ‘umosg (1]




258

II. RELATED EMPIRICAL STUDIES

STUDY
102}: Rice, D.E. (1994)

[56]: Holden,T.; Wilhemij, O. (1995-6)

[62]: Karami, J.; Gupta, Y.Y.; Somers, T.M. (1996)

[116]: Subramanian, G.H.; Zamich, G.E. (1996)
[68]: King, W.R.; Teo, T.S.H. (1996)

[40]: Edberg, D.T.; Bowman, B.J. (1996)

[23]: Clemons, E.K.; Croson, D.C.; Weber, B.W. (1996)
_[53]: Hitt, L.M.; Brynjolfsson, E. (1997)

(79]): Maier, J.L.; Rainer, K. Ir. ; Snyder, C.A. (1997)
[27]: Clemons, E.K.; Weber, B.W. (1998)

1. RELATED THEORETICAL STUDIES

STUDY

[87): Mukhopadhyay, T.; Cooper, R.B. (1993)

[24]: Clemons, E.K.; Reddi, S.P., Row, M.C. (1993)
[4]: Bakos, J.Y., Brynjolfsson, E. (1993)

[26]: Clemons, E.K.; Weber, B.W. (1994)

[107]: Sampler, J.L.; Short, J.E. (1994)

[126]: West, L.A. Jr. (1994)

99]: Post, G.V.; Kagan, A.; Lau, K.-N. (1995)

71}: Kumar, R.L. (1996)

[112]: Seidmann, A.; Sundararajan, A. (1997)




259

{1 LY.1SNdWOD)
“38mueape aAnnadued siskjeuy (¥661) ‘H'V ‘sredag
JO AiniqeuteIsns 10§ P3pasU Y104 18 Aifjiqe]ieas [B1OUBLY-UON AJBYS IEW ANEY e Arepuosg 'S BynD A “RACID
[endea pue aseq [ea150[0uY33) JO JUILIYSHQEIST 10 | pue feroueuly aapenuend) Aunqeiyoud aaney pue sisdjeuy w0y I e8umsy (99)
astpueqassw Aupenb Janog ssooaid
| pUB 51500 padnpayY nenjed moyBnany isidojowsd
Anonpad paseaion . Joj uoddns uois1ap jo Aitjiqe]resy
10U00 [BowEUY PuB AWABEUTLY 13558 Joog Je1SUBUY-UON 1 way 10§ pannbar sw] (r661) v
11 pINNsas wajshg [euosiezuedl) | pue [eouBuL aansiEnd) Ajamaf J0 UONEBIYHUSPI 3ANISOd Apmig 3s8) ‘rezoy tf ‘uewmaN :[p6)
Wa1sAs Bul[|Iq 1uaredsuel]
STeufuLY) Saisuadxay)
‘Iny$$300ns pue Aqejosd sem usks 0B ISN-01-A5B]
X109PIA [BUONIBU YOUaL] 94 ], "SIIUN0D 950y Uy Aesado I0MI5U UOISSILISURY
12} serueduiod a1} Joj 58 |[am SB It dOJoASp 1B SALYUNOD eep pue suoyda(a) we-oqi-jo-a1e1g
a1 10 aBerurape 3ANN2dW0D B 3piaaid uBd AMdRRSRYUL {B1oureuy-uoN SI35N pu9 0} SIPIsqng (v661) "L ‘1ssejor
ABojouy30] uoHEULIOUI [BUONEU pIdUBADE UB BuIpjing |suoneN | pus [eroueuly aaneiend }Jo ouAsIXy Aprug 583 ST A lueg-sied :(gi)
*S1500 $1509 [Suuosiad 19u1pu]
5, WSAS 3Y) PAIIX3 0) PUNO) UM SI2UIG SISTI PAB|A 1500 15311p 19%90d JO IO
-g19 uuopad o1 jauuosixd papiaoud oym sdnosd Sunyeiado syauaq Ijqrduriul HYNO
AQ paqIosqe SIS0 193J1pul Y3 puB S Syi Sutureiurews jo sBunAeS 1500 Judwoe|dal Aremyog
$1S03 13311p 3y} pIpNoU] 51507 'sBulALS 1500 JuswaoE]dal SBULAES 1509 JuIWoe|dal $I0IAIRG
UBMYOS pus ‘sBUIAES 1509 JuaWRoR|dal SIOIAIIS [euoneziuedio sBuiAes 3500 UONNGLISIP UOTBWIOJU]
‘SBuLAES 1500 UOHNGLISIP UOKHEULIOJUS ‘BUD{EL UOISI®SP pue | [eueul-uoN aansmuend) osduw Buppew uoisiaq (€661) '['H ‘uosiepm
poscudut *Ayianonpaud porauduir papnjow syysuag | “dnosB ‘enpuaipyy | pue jeroueury pue 3aneiend) siusuzAoidwi Aanonpold Aprug 9583 M1 vyag o1l
“Apsanp
UONBULIOJU $59008 0) 1ndwos 3 Buisn sy YRl
AU [ 3 ALIpIw 0} yels woddns pasn (g0
yim paysies 1sow szadeuspy ssaujyasn Jo uondaazsd
s sfeuew o paryyye asn 1Andwod jo LS 5198 wswadeuewr suonerdo
puz [0 30 A1lj1q1ssa00e pus Aiifend) ‘suonesado jo J0J |G JO SSIUINYIS PIAIAUI]
wswidBuBW 3Y1 UBY) SIAMOSI! [BISUBNL O [ONUOD A} 10]
3jqenjea azow [g)) punoj pakaAns sideueu 3] ‘31 UO juswadeuew (g661) 11 ‘Bury 3°Q
tuapuadap A[awanxa are A3y uodas Auewr pus ‘saBeusw aanmuuend) [etousuy 103 (16) voneuuosn ‘ppung N 1e8izueq
150w 10§ Wypodw] st UOHBULIOjUI PIsEq Jandwoy [ENPIAPU] | [BIOUBUY-UON pue aaneend | paseq indwo JO SSIUJYISN PIAIIS] Kaamg =T ‘ewaeny :[69]
Teuoneu/Ansnp
-uyjeuoneziedio | TVIONVNIA STANSVAN
fdnosB/fenpiatpu -NON FALLVUITVNO
—SISATVNY lo/pus Jlo/pue STTAVIIVA INFANTd3a (S)AOHLAN
SLINSTH 40 (SY13AT1 | TVIONVNIS | HALLVIINVNO SSASSV O1 gdsn SANSVIN HOYVISTY AQnls
AdZATVNV SHTOLLYEV T

A).49140n0) Swia1SAS uoypuLIOfur 1uaWaSDUDY

¢ Slowa(

Al XIONdddV




260

"1oU ase a5UBYD [BIUSWIAIOUT UD PISNd0) aTe
1eq) asou 3|1y ‘waied suy 31qIyxa 01 Ay are ABajens
u1 a3ueyo SNONULILOISIP Suiduaadxd are jeys satredwo)

'$9]04 [euosadanul puB [BUOISIAP UL SWY) SS3] puB suy(uo juads aw jo sBory
SIJ0J UoHEULIOjUY UT Jwy 0w Bulpusds (im paleIoosse SanIAnge [eusgeuew (8661) 'S ‘preary
‘skem[s 10U Inq ‘saWNawWos st 38esn [] jeuafeuspy [enpiatpu] | eousuy-uoN aanemuend) snoLea ul juads aum jo s80] AaAing “y “neauuosuid :[L6)
SWoduy
‘uonisodios Joxiom wmnnuaid 0) asuadxa Suneiado o]
uy saBueyd £q porueduioods usym siauaq Atanonpaid [E1oueUy-uoN 33£0]dwd sod awoout winfalg (VWO siskjeuy (8661) 'H
UM PAIBIOOSSE 3Jam JUILNSAAUL [] UL SIsBAIOU] Isuoneziwedly | pue [eroureury daneuend) ‘Aanonpolg meg Arepuoxds | ‘fejen iD ‘ouejesuely :[gp)
“ANALeald 191505 puw swsjqoid sje[nuiioy djay 0) pasn SSAUIALIRYD pus ASudL2
3q 0s]e pNod S| I9AIMOH ‘SSIUIANDAYS Ul sured o) uey) [euonezivedi) :soueunopad jeuoneziuedio (£661) "1'S ‘BNH
Apuanbayy asow A5u91d1J2 Ut suted 0) pAINQLIUOD SSIT pue [EnpIAIpU] | |eIOWBUI}-UON anelend) ul sjuswaAoxdul paaidaIag Aprig ase) g ‘yasoquapuen :[czi1]
“Anpqeigord
ssautsng paBUBYOUN PUB ‘3N[BA JSWINSUOD PISBAIOUL snjdins sounsuoy)
‘Atanonposd paseasout UssmIaq UONIIPRIUOD JUAISYUL Aniqeiyosd ssauisng (Aaaing Burpuadg 1t
ou st sy “Ajiqesyoud ssauisnq jeunioveldns uj Jjnsas {eroueuY-uoN Ananonpoyg | jenuuy Q) siskjeuy (9661) ‘3 ‘uossjjofulag
10U PIp Inq ‘anjea Jawnsuod pue Kianonpod paseassur [ [evonezvedsy | pue jeroueurq aanBIUENd) UONDUTY UONINPOIJ ejeg Asepuoseg ST 0 [1s)
S13W0ISNS 07 papiacid
"3oud [ony (18121 343 JO %7 | [eloueUl-UON sanenuend) {013U00 PUE JIPAID ‘I0UIIUAUCD) (s661) 'S’V
PUE %¢ usamiaq suiniwasd 3oud popjaik 1] jo uoneonddy fevoneziredig | pue feoueuly pue sAneend 131y jo 3dud Apmig as8) “a1xog ty°g ‘unen :[z6]
%se1 1y 1snw ASojouysa], ouspuadap
PazIIN 3q 1snw Ao[ouyoa washs parzaiad 10 uonezyLn
:2oueuopad asueuuopad pue (5661) 14 ‘uosdwoy |
tenpiarput uo yoeduit 3anisod g 3Aey 03 1] Jo4 [ENPIAIPY] | [BIOURUH-UON saneyend Ananonpozd ‘SSIUsANORYS ARG Aaning 7@ *anypoon :[op]
uononpogm syed maN
Kaurea sueg
swnjoa uononpoid fenuury
ureSoxd
1qg 9pun sI8]|0p [BLBIL JO %
WBiey wnnwarg (s661)
(uoy[u 0zz$ Jo sdulaes [enuuw [BIoUBUL-UON K10ju9AUl 31310SG0 'S “nijieley g ‘anfey|
‘310124 sod sfutaes g01$) suononpal 1509 vy paynsal [gg jevoneziueBi) | pue [eousuly danmnuend) Janowiny A103udAu] Apmig as8) +L ‘Aekypedoyyniy [68]
“uoddns justwaBeuew pue ‘Ajenb padxs GIBWop
“‘Kynotgy1p wisjqord ‘JUAWIA[OAUT JISN *SONSUIORIEYD |13YS (s661)
‘KI[IGRIISIP ‘SOUSLIIOBIRYD JISN-PUS “[[1ys 13d0[aA3p 0} UO{JoBJsnes Jasn O “[BINLO ¢ ‘SemiewiIng
parejal Ajaanisod 3q 01 punoj sem §s300ns wajsAs padxy [enpiAIpU] | [BIOUBUY-UON aanenend Aq parnsesw s5300ns WasAs padxg Kaaing ©A ‘uooy :[gz1]
SI9NIRW OJUOAII]D JO UOHN0AT
SIO}IEW DU}
PIEMO) JUSWIAOW UIALIP IOWOISNY)
armngonus j1ayrew ut saduey?)
*SIONIBW SIUO[IIS JO UOHN[OAD s33eduow awoy W661) 4D
pue judwystiqeiss ay 1o woddns payuy papaaid sQ1D Jeuoneziued) | [eroueun-uoN aaneend) 10} SIONIBW S1U0N0AJ3 JO uswdo[aAag Aprug ase) | “4asaway WD ‘ssaH :[1¢]
a8eiueApe aAnnadwod pepracud RYS 11BN
pus ‘Ananonposd pasealout ‘sioud poonpal ‘urssaoousd suosLredod 1500
1apIo {eisiut jo paads paAodl ‘SISO0 PAIAMO) ‘SISWIOISNO [RIOUBULY-UON anunwend) JUSUIISIAUT UO Wiy (v661)
g diysuonegas paaorduu wisAs 13 Jo uonejuswa|diy [euoneziuediQ | pue [erousuLy pue aaneiend) 1a3 Suisn S1WOISND JO IGUINN Aprag ase) | -0 ‘uoBig 1 “issepor :[65]




261

. RELATED EMPIRICAL STUDIES

STUDY

[96]: Pinsonneault, A; Kraemer, K.L. (1993)

[17]: Caron, J.R.; Jarvenpaa, S.L.; Stoddard, D.B. (1994)
[42]: Finlay, P.N.; Mitchell, A.C. (1994)

[44]: Gill, T.G. (1995)

[98]: Pitt, L.F.; Watson, R.T,; Kavan, C.B. (1995}
{57): lacovou, C.L.; Benbasat, L; Dexter, A.S. (1995)
[1]: Abdul-Gader, A.H.; Kozar, K.A. (1995)

[81]: Massetti, B. (1996)

[129]: Ytterstad, P.; Akselsen, S.; Svendsen, G.; Watson, R.T.
(1996)

[45]: Gill, T.G. (1996)

[82]: Massetti, B.; Zmud, R.W. (1996)

[41]: El Sawy, O.A.; Bowles, G. (1997)

[95): Nidumolu, S.R.; Knotts, G.W. (1998)

III. RELATED THEORETICAL STUDIES

STUDY
[83]: Mata, F.1.; Fuerst, W.L.; Bamey, J.B (1995)




Copyright of Journal of Management Information Systems is the property of M.E. Sharpe Inc. and
its content may not be copied or emailed to multiple sites or posted to a listserv without the
copyright holder's express written permission. However, users may print, download, or email
articles for individual use.



