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Iterated Revision and Minimal Change of Conditional Beliefs

Craig Boutilier
University of British Columbia

Abstract

We describe a model of iterated belief revision that extends the AGM theory of revision to
account for the effect of arevision on the conditional beliefs of an agent. In particular, this model
ensures that an agent makes as few changes as possible to the conditiona component of its belief
set. Adopting the Ramsey test, minimal conditiona revision provides acceptance conditions for
arbitrary right-nested conditionals. We show that problem of determining acceptance of any such
nested conditional can be reduced to acceptance tests for unnested conditionals. Thus, iterated
revision can be accomplished in a“virtual” manner, using uniterated revision.

1 Introduction

The acceptance conditionsfor subjunctive conditional s have been widely studied, but no criterion has
drawn more attention recently than the Ramsey test. Supposing an agent to possess some belief set
K, itisinstructed by Stalnaker to accept the conditional A > B iff it satisfies the following test:

First add the antecedent (hypothetically) to your stock of beliefs; second make whatever
adjustments are required to maintain consistency (without modifying the hypothetical
belief in the antecedent); finally, consider whether or not the consequent is true. [32,
p-44]

The crucia step in the Ramsey test is the revision of the belief set. The notion of revision adopted
will determine which conditionals are accepted and rejected. Conversely, given afixed (complete)
set of accepted conditionals, the revision function adopted by an agent will aso be determined.

The AGM theory of revision dueto Alchourron, Gardenfors and Makinson [2] providesguidelines
for the revision of objective belief sets (containing no conditional sentences). These are usualy
presented as postulates that constrain the behavior of revision functions. We use K7 to denote the
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belief set resulting from the revision of K by A. Unfortunately, the theory does not address the
issue of revising conditional belief sets. Gardenfors [14] proposes that belief sets be extended to
include conditional beliefs, requiring only that the following postulate, reflecting the Ramsey test, be
respected:*

(RT) A>Be Kiff Be K.

This description of the revision of conditional belief sets says nothing about the preservation
of conditionalsin a belief set during the course of revision. A hallmark of the AGM theory is its
commitment to the principle of informational economy: beliefs are only given up when there are
no less entrenched candidates. Yet this principle isignored in this formulation of conditional belief
revision, as well as many related proposals. Given an ordering of entrenchment and belief set K,
the AGM theory will determine the form of K. The extended theory, in contrast, when applied
to a conditional belief set, imposes almost no constraints on the conditionals deemed acceptable in
the new belief set. This has a tremendous impact on the analysis of revision sequences. Should an
agent revise its belief set K by A, its conditionals A > B determine the form of K. However, if
a revision function imposes no constraints on subsequently accepted conditionals, there can be no
logical constraints on subsequent revision of £7%.2 The fact that K was reached by revision of K
becomes meaningless.

Inthispaper, we extend the AGM model of revisionto account for such sequences of belief change.
We take the epistemic state of an agent to consist of both objective beliefs and (unnested) conditional
beliefs. These conditional beliefs can be viewed as capturing the rel ative degrees of entrenchment of
objective beliefs, or equivalently, as completely specifying the agent’s revision policies. Acceptance
of anew belief forces achangein the agent’s objective belief set in accordance with the AGM theory.
This necessarily requires some change in the agent’s revision policies, or conditiona beliefs. We
describe how this change can be effected semantically by minimally changing the agent’s judgements
of the relative entrenchment of objective beliefs. This in turn has the effect of changing as few
conditional beliefs as possible consistent with the dictates of the AGM theory (when restricted to the
objective component of the belief set). Thus, the origina conditional belief set uniquely determines
the revised conditional belief set. In particular, from aset of simple, unnested conditionals, the effects

L0of course, Gardenfors points out that, given the other constraints of the AGM theory (even weakened somewhat), such
a condition is untenable. This celebrated triviality result has been devoted considerable attention. But very compelling
arguments (e.g., [23, 27]) have been put forth suggesting that the postulates of the AGM theory should not hold in the case
of nonobjectivebeliefs. Thisis the point of view adopted here, as we elaborate below.

2At least, there can be no constraints other than those imposed by the objective part of K7%.



To appear, Journal of Philosophical Logic, 1995

2 A SEMANTIC MODEL FOR AGM REVISION 3

of arbitrary sequences of revisions can be computed. We will demonstrate an especially interesting
consequence of thisresult, namely, that any right-nested conditional arbitrary depth can be effectively
reduced to an unnested conditional with the same acceptance conditions.

2 A Semantic Model for AGM Revision

We assume an agent to have a deductively closed set of beliefs K taken from some underlying
language. For concreteness, we will assume this language to be that of classica propositional logic
LcpL, generated by some set of variables P, and with an associated consequence operation Cn. The
identicaly true and false propositions are denoted T and L, respectively. We say K is finitely
specifiable if &' = Cn(.5') for somefinite set of premises 5. The expansion of K by new information
A is the belief set K7 = Cn(K U {A}). Therevision of K by A is denoted K. The process
of revision requires some care, for A may contradict elements of K. Alchourron, Gardenfors and
Makinson [2] propose a method for logically delimiting the scope of acceptable revisions. To this
end, the AGM postul ates bel ow, are maintained to hold for any reasonable notion of revision [15].

(R1) K isabelief set (i.e. deductively closed).
(R2) A e K%,

(R3) K3 C K.

(R4) If =A ¢ K then KT C K7.

(R5) K% =Cn(1) iff = -A.

(R6) If = A= Bthen Ky = K%.

(R7) Kinp C (K3)5-

(R8) If =B ¢ K7 then (K3)5 C K75

An alternative model of revisionishbased on the notion of epistemic entrenchment [15, 16]. Given
abelief set K, we can characterize therevision of K by ordering beliefs according to our willingness
to give them up when some contradictory information requires such. If one of two beliefs must be
retracted in order to accommodate some new fact, the less entrenched belief will be relinquished,
while the more entrenched persists. Gardenfors [15] presents five postulates for such an ordering
and shows that these orderings determine exactly the space of revision functions satisfying the AGM
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postulates. We let B <p A denote the fact that A is at least as entrenched as B in theory K. A
complete set of sentences of thisform issufficient to specify arevisionfunction. We notethat thedual
of an entrenchment ordering is a plausibility ordering on sentences. A sentence A is more plausible
than B just when — A isless entrenched than — B, and means that A would be more readily accepted
than B if the opportunity arose. Grove [19] studied this relationship and its connection to the AGM
theory.

2.1 A Semantic Modd

Our extension of the AGM theory will be based on a dlightly different semantic representation
of revision functions. Grove [19] observed that an entrenchment relation over sentences can be
represented using a plausibility ordering over models. Our semantics captures thisintuition, though it
is(cosmetically) distinguished by the use of an explicit ranking function rather than Grove's system of
spheres. Inwhat foll ows, we describe our basi c semantic model sand thetruth conditionsfor anumber
of connectives. While we do not give details here, we note that this system can be axiomatized in
using asimplemodal logic CO*, and that each of the connectives and semantic restrictions described
below can be represented in thislogic. We refer to [8, 9, 5] for details of thistype.

We imagine an agent to have some objective belief set X' C Lcp. as well as a collection of
revision policies to guide changes of this belief set. A revision moddl isatriple M = (W, <,¢)
intended to capture both aspects of the agent’s epistemic state. W isaset of worldsand ¢ : P — 2%V
is avaluation mapping, assigning atoms to the subsets of worlds at which they hold. The truth of an
arbitrary proposition at any world is defined in the usual way. We write M |=,, A toindicate that A
holds at world w, and denote by || A|| the set of such A-worlds (M is usually understood). We also
us this notation for sets of sentences .5, ||.5|| denoting those worlds satisfying each element of .5, and
somewhat |oosely refer to worlds falsifying some element of .5 as —.5-worlds.

Finaly, < is a binary relation over 1. We insist that < be transitive and connected.® The
interpretation of < is as follows: » < w iff v is as a least as plausible a state of affairs as w.
Plausibility is a pragmatic measure that reflects the degree to which onewould accept w asapossible
state of affairs. If » ismore plausiblethan w, loosely speaking » is“more consistent” with the agent’s
beliefsthan w. Since < isa“total preorder,” W is partitioned into <-equivalence classes, or clusters
of equally plausible worlds. These cluster are themselves totally ordered by <. Thus, < can be

3< is (totally) connected if w < v or v < w for any v, w € W (this implies reflexivity). This restriction is relaxed in
[9], where we develop aweaker logic based on areflexive, transitive accessibility relation.
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viewed as a qualitative ranking relation, assigning to each world a degree of plausibility. Figure 1
illustrates the structure of such an ordering.

We require that epistemically possible worlds be more plausible than epistemically impossible
worlds, and that al epistemically possible worlds are equaly plausible. In other words, K -worlds
should be exactly those minimal in <:

w<vforalve Wiff M =, K

Such models are called K -revision models and have as their minimal cluster the set || A|| (see
Figure 1).* Althoughthisis sufficient structure to define a reasonabl e revision function, we adopt two
more restrictions. First, we insist that K -revision models are “complete;”that is, every propositional
valuation is associated with some element of 1. In other words, the valuations induced by ¢ and
associated with each w € W must cover the entire range of logical possibilities. This ensures that
an agent accords every possibility some degree of plausibility. Second, we assume that each model
satisfies the following (restricted) well-foundedness condition.

Definition 1 Let M = (W, <, ) beaCO-model. For any A € Lcp. we define
mnM,A)={weW: M, A and M =, Aimpliesw < vforall v € W}

A model iswell-founded iff, for al A, min(A, M) # (.

We are now in aposition to define a conditional connective and associated belief revision function
(suitable for 7). When anew belief A isaccepted, the agent should adopt the set of most plausible
A-worlds, min(M, A), asitsset of newly epistemically possible situations. The conditional sentence
A > B assertsthat “If the agent were to adopt belief in A, it would believe B.” The acceptance of
such aconditional relative to M is specified as follows:®

MEA>B iff mn(M,A)C|B|

The Ramsey equivalence immediately provides us with the revision function induced by M (w.r.t.

41f K isfinitely specifiablethen this constraint can be expressed in language of CO. Intuitively, this correspondsto the
notion of “only knowing” K: al and only K -worlds are epistemically possible [22, 5].

5The acceptance condition can be specified in a way that does not presume the well-foundedness restriction, and the
equivalenceto the AGM theory described below is unaffected. Thus, the logic CO* provides a mechanism for expressing
with unary modal connectives the truth conditions proposed by Lewis [24] to avoid the Limit Assumption [9]. However,
the representation result of Grove ensures that the class of well-founded models is sufficient to capture all AGM revision
functions.



To appear, Journal of Philosophical Logic, 1995

2 A SEMANTIC MODEL FOR AGM REVISION 6

More
Plausible

Oreri@s

Figure 1. Truth conditionsfor the conditional A > B
K). Forany A € Lcp. we define
K3 ={BecLcep: M| A> B} (1)

We can show that = satisfies the AGM postulates for belief revision and any AGM revision operator
has an equivaent formulation as such a x.

Theorem 1 [9] Let M bea K-revision model and + ™ the revision function determined by . Then
* M satisfies postulates (R1) through (R8).

Theorem 2 [9] Let + be a revision function satisfying postulates (R1) through (R8). For any theory
K thereexistsa K -revision model M such that K7 = K;M for all A.

We cal A > B asimple conditional iff A, B € Lcp.. Such unnested conditionals are especialy
interesting since they alone determine the revision function « ™.

In Figure 1, we have atypica K -revision model with each large circle representing a cluster of
mutually accessible (equally plausible) worlds, with arrows indicating accessibility between clusters.
Theminimal cluster consistsof all K -worlds, andwehavethat & = = A. Theset of minima A-worlds
isindicated by the shaded region, and this set forms the set of “newly possible’ worlds when K is
revised by A. Thus A > B should hold just when B istrue at each world in the shaded region.
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2.2 Extended Belief Sets

We will have occasion to use severa other connectives whose semantics we introduce here. First, we
define amodality for belief, reading Ba as* « isbelieved:”

M = Ba iff mn(M)C |« iff MET>a

This holds just when « istrue at each epistemically possible world, those minimal in the plausibility
ordering <. We note that B behaves according to the usual weak S5 interpretation of belief [5].

Statements regarding the relative entrenchment and plausibility of various propositions can aso
be expressed. We write B <y A todenotethat A isat least as entrenched as B, meaning that A isat
least as strongly held abelief as B. We have

MEB<g A iff minM,-B)<min(M,-A)

The dua notion of plausibility, where B <p A denotesthefact that A isat least as plausibleas B, is
captured by

M|IBSPA iff min(M,A)gmin(M,B) iff M|I —-A<gp-B

For any revisionmodel, we definethe objective belief set associated withit to bethose propositional
sentences that are “believed” in the model, namely.

{a € Lep, : M |: Ba}

We will sometimesrefer to thisasthe propositional belief set or smply thebelief set for M. Naturally,
the belief set for any K-revision moddl is just K. We will be more interested here in “subjective
beliefs’ associated with a revision model, those sentences that are believed, but contain modal
operators. Of particular concern are those conditionals that are believed by an agent. We therefore
extend the notion of belief set to cover arbitrary sentences. We denote by L the full language that
includesthe connectives >, B, <p, and any other connectivesthat wei ntroduce.® The extended belief
set associated with M is
{a € L: M |= Ba}

5Technically, we can take this to be the modal language of CO*, in which all such connectives are defined.
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We note the following properties of belief sets and extended belief sets. Clearly, for any K-
revision model we have K C E. Furthermore, extended sets are stable sets of beliefs in the sense of
Stalnaker [33]:

Proposition 3 Let /' be the extended set determined by M. Then: a) A € FiffBAc E;b)A¢ FE
iff -BA € F; andc) F isclosed under tautological consequence.

Thisisareasonablerequirement onthebelief set of any rational agent with full powersof introspection.
Given this introspective ability, we expect an agent to be able to completely determine the beliefs
contained inany revised belief set K. Whilethe Ramsey test ensuresthat simpleconditionals A > B
will bein £ if B € K7, we have an even stronger property: if aconditional fails the Ramsey test its
negation is believed.

Proposition 4 Let F bethe extended set determined by M. Then for any simple conditional A > B,
either A > Be For—-(A>B)e L.

We refer to this property as the compl eteness of conditional beliefs.

We note that the connectives B and > have “global” truth conditions. By thiswe mean that if, say,
A > B holdsat someworldinamodel M, thenit holdsat al worldsin A . Its acceptance does not
depend ontheworld at which it isbeing evaluated, but rather on the global (rather than local) structure
of M. This hasimportant consequences when we consider the meaningfulness of iterated belief and
conditional statements in extended sets. For instance, we immediately have that B(A > B) € E
iff A> B € FE. Thus, extended sets provide a mechanism for incorporating both objective beliefs
and belief in simple conditionasinto a single collection. However, the global nature of acceptance
conditions ensures that non-simple conditional s add nothing of interest to the language.

Let us dub any sentence such that all atomic variables lie within the scope of a modality B or a
conditional > a subjective sentence. We concentrate on the case of conditionals whose consequent
is subjective. It is easy to see that the truth conditions for any conditional A > «, for any purely
subjective sentence «, are uninteresting. Aslong as A issatisfiable, A > « holdsiff « does. Thus,
thismodel of the AGM postulatesis suitable only for objective belief sets. For example, we have that
MEA>(B>C)iffmnM,A) C||B>C|iff M =B > C. Thisiscertainly not areasonable
property of extended belief setsor revision models. In particular, if the Ramsey test istaken seriously
this semanticsis not suitable for iterated revision. However, it can be easily extended.
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3 Minimal Conditional Revision

3.1 TheProblem of Iterated Revision

Suppose an agent possesses a belief set K. Its revision policies and judgements of entrenchment are
captured by the K -revision model M. If the agent is curious about the status of proposition B after
an arbitrary propositiona revision A, it may simply consider whether B € K. In other words, for
objective formulae B simply asking whether B is true at each world in min(M, A) is appropriate,
and is sufficient (via the Ramsey test) to determine acceptance of the conditiona A > B. While
this characterization of K7 is clear, it isless obvious just what form the revised extended belief set,
7, should take. As made clear above, the new subjective beliefs of the agent cannot be captured by
the set of worlds min( M, A). If it were, an agent could drastically change its objective belief set K
without altering its conditional beliefs, its nested beliefs, or its judgements of entrenchment.

It should be clear why this difficulty arises. The modd M isa K-revision model, suitable for
modeling the revision of belief set k', and for determining the truth of conditionals relative to K.
When the agent’s objective beliefs are revised, giving rise to belief set A%, such amodel isno longer
adequate as a representation of the agent’s epistemic state. It cannot retain the same conditionals
given adifferent belief set. Recall, the Ramsey test provides acceptance conditions for conditionals,
not truth conditions; and acceptance is relative to a given state of belief. Similarly, if the agent’'s
beliefs change, so too must its “nested” beliefs and its judgements of entrenchment and plausibility.
Thus, the K -revision model must be given up. The agent must adopt arevised model of its epistemic
state, which we denote A . It isthismodel that determines the agent’s revised extended belief set
ot

What are the natural requirements on the new model A/ ? Since K% is uniquely determined by
M weinsist that £ C E7 and that /7 form the entire objective component of £. That is, M7}
should be a K% -revision model, or that A7 isonly known in 3/%. The minima cluster of worldsin
M; should be exactly min(M, A). Thisisillustrated in Figure 2. Let us dub this constraint the Basic
Requirement on revision functions as applied to models.

The Basic Requirement: If M is a K-revision model determining revision function *, then the
revision model M must be such that min(M7%, T) = min(M, A).

In fact, from a purely logica perspective, thisis probably all we want to say about A/ . If one
changes an objective beief, it isimpossiblein genera to predict what becomes of one’s conditionals.

"Similar observations have been made by Levi [23], Rott [29] and Hansson [21].
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Figure 2: Genera constraints on the mapping to a new revision model

This model of iterated revision is captured by Gardenfors's [15] belief revision systems, athough not
in this semantic fashion. Such a system consists of a set K of belief sets and a revision function
that maps (&', A), where k' € K and A € Lcp, to 7% € K. Thefunction + must satisfy the AGM
postulates, but the behavior of + on the extended belief set £ associated (by the Ramsey test) with K
is left unspecified. Only postulates (R7) and (R8) constrain how revision of £ should take place,
and these constraints are quite mild. This model provides no guidance as to what conditionalsin ¥
should be accepted or rejected in £7. Put another way, no hints are provided on how to revise K7,
given its “origination” as arevision of K by A. The ordering of worlds in the nebulous region of
Figure 2 (b) is completely unspecified.

Belief revision systems of the Gardenfors type possess two unattractive features, one logical and
one pragmatic. First, epistemic states are distinguished solely by their objective component. For any
K, the extended belief set I/ associated with K (via the Ramsey test) is fixed, since K7 is fixed.
There can be no two distinct extended belief sets that share the same objective part. In other words,
there can only be oneway of revising abelief set. Thisis certainly an unnatural restriction, onethat is
not imposed by our notion of K -revision models. There existsamultitude of A -revision modelsfor
any fixed K, reflecting the view that conditionals and judgements of entrenchment form an integral
part of an agent’s epistemic state. An agent can be in two different belief states, but have the same
propositiona beliefs in each and differ only on its accepted conditionals. Thisisa natura extension
of revision systems, but it is also quite straightforward. The semantic “ characterization” of such a
system is completely captured by Figure 2. The general method of Rott [28] is based on the same
considerations. He identifies the epistemic state of an agent with an ordering of entrenchment over
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LcpL, capturing exactly the same information as a revison model. Hansson [21] also associates
potentially distinct revision functions with equivalent belief sets.®

The second criticism is of a more pragmatic nature and is the point we address in the rest of the
paper. Everything above pointsto a mapping of M to A satisfying one condition, that the objective
belief set associated with M7 be precisely the set A7 determined by M. As Figure 2 illustrates,
just about al of the ordering information, capturing an agent’s conditional beliefs and judgements
of entrenchment, is (potentialy) lost in this mapping. There is something unsatisfying about this
model. The ordering relation < is intended to reflect the informational content or importance of
beliefs. When certain beliefs must be given up, it seems reasonable to try to keep not only important
objective beliefs, but as much of the ordering a possible. Revision should not generaly change on€’s
opinion of the relative importance of most sentences.

3.2 TheSemanticsof Minimal Conditional Revision

Instead of arbitrary mappingsfrom A to A}, wewill proposeaclass of natural mappingsthat preserve
as much ordering information as can be expected. This determines the class of minimal conditional
revision functions, that tend to preserve the entrenchment information and conditional beliefs found
in an extended belief set. It isimportant to note that the model we proposeis not completely general,
for it permits only a subset of those revision functions (on extended sets) allowed by the arbitrary
mappings described above. However, it isavery natura subset, for it extends the notion of minimal
change to subjective formulae. Furthermore, it is suitable for determining the result of propositional
revision sequences, or the acceptance of right-nested conditiona's, when the general model has little
to offer.

Theconditional saccepted by an agent aredetermined by itsordering of plausibility. If weinsist that
revision preserve as much of thisordering as possibl e, then, for the most part, therel ativeentrenchment
and plausibility of sentences (hence conditional beliefs) will remain intact. Let M = (W, <, ¢) be
the revision moded reflecting some extended belief set . Given a propositional revision A of F (or
the associated /'), we must find arevision model M7 = (W, <, ¢) such that <’ reflects the minimal
mutilation of <.

If w € min(M, A), by the Basic Requirement w must be minimal in <’, and these must be the
only minimal worlds in <’. For any such w the relationships w <’ v and v <’ w are completely
determined by membership of » in min(M, A), independently of their relationship in <. Figure 2

8We discuss the relationship with these systems further in the concluding section.
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B

Figure 3: The minimal conditional revision of amodel.

illustrates this. For w, » notinmin( M, A), thispictureleaves v < w completely unspecified. If < is
to be left intact to the largest possible extent then the most compelling specification is to insist that
w <" v iff w < v. Thishas the effect of leaving < unaltered except as indisputably required by the
Basic Requirement. Such amove, applied to the origina model in Figure 2, isillustrated in Figure 3.
We dub such a mapping on revision models the minimal conditional revision operator, and describe
the revision function it induces on the associated belief and extended belief sets.

Definition 2 Let M = (W, <, o) be arevision model. The minimal conditional revision operator
(or MC-revision operator) x maps M into M%, forany A € Lep, Wwhere M5 = (W, </, ¢),
and: @) if v e min(M, A) thenv <" wforal w e Wand w <’ v iff w € min(M, A); and b) if
v,w g mn(M, A) thenw <" viff w < v.

Definition 3 Let F' be the extended belief set associated with the revision model M. The minimal
conditional revision function associated with M is , defined for all A € Lcp. asfollows:

Ey={BeL:M; BB}

Let K C F be the objective component of £. The minima conditiona revision (or MC-
revision) of K, denoted K7, istherestriction of £ to Lcpy ; that is

](:1 = {B € LepL - Mjfl |: BB}
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The MC-revision function is simply the AGM operator determined by M, when restricted to K.

Proposition 5 Let M bearevision model for K, «+ ™ be the AGM revision function deter mined by M
(as given by Definition 1), and * be the MC-revision function determined by M. For any A € Lcp,
we have K" = K7%.

Notice that this enhances the AGM mode! of revision. The revised extended set I} is defined using
the updated revision model M and incorporates subjective beliefs, such as conditionals, statements
of entrenchment and plausibility, and nested belief sentences.

If we are to extend the Ramsey test to include nested conditionas, the truth conditions for
statements A > F must be recast in this framework for subjective 5. For M to satisfy A > 5, we
must have 3 € E7. If 3 € LcpL, given Proposition 5, these truth conditionswill be identical to those
provided in Section 2. Thus, our new truth conditions for > based on the Ramsey test will form a
“conservative extension” of the old definition. However, for arbitrary 3 € Lg, especialy sentences
of theform 3 = (B > C'),wemusttest B > C'in M}, nota min(M, A).

Definition 4 Let M = (W, <, ) bearevisonmodel, A € Lep. and B € L. M sdatisfies A > B
(written M = A > B)iff M} = BB.

We now have a conditional connective whose truth conditions are specified directly by the Ramsey
test. In particular, conditionals with arbitrary consequents have meaningful acceptance conditions;
and right-nested conditionals impose constraints on the process of iterated revision. We will see,
however, that their acceptance can be verified using only conditionson the origina revision model.

Notice that the truth of A > B isunspecified for A ¢ Lcp.. MC-revision functions are suitable
only for sequences of objective updates. The nesting of conditionals sanctioned in a meaningful way
in this framework is right-nesting, for instance, A > (B > C') where A, B,C' € Lcp.. A sentence
(A > B) > ( has an unspecified truth value for it asksif C' is believed when a knowledge base is
revised to include A > B. This framework does not specify how to revise a knowledge base with
non-obj ective sentences, though we return to this problem in the concluding section.

3.3 Minimal Change of Conditional Beliefs

In this section, we investigate some of the properties of single changes to arevision model or belief
set using the MC-revision function x. We assume throughout some revision model M capturing the
extended belief set £ andthebelief set X' C £. When M (or K or F)isrevised by A the properties of
Ky areobvious: K7 = K;M, where x " isthe AGM operator determined by A . Of moreinterest is
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Figure 4: MC-revision with a consistent revision.

the characterization of of the new extended set 7. Since minimal mutilation of the ordering relation
< isintended to preserve as many conditional beliefs as possible, we must determine precisely which
conditionalsin £ remain in £7 and which are sacrificed. Since we are interested in single revisions,
we restrict our attention (for the time being) to simple conditionalsof theform A > B where both A
and B are objective. One important property to note is the following:

Proposition 6 Let M bea K -revison model where A € K. Then M} = M.

Updating by asentence already in abelief set not only causesno changeinthebelief set A, asrequired
by the AGM postulates, but also leavestherevision model M intact. Moregenerally, consider thetwo
scenarios, illustrated by Figures 4 and 5, that might arise when M isrevised by A. Figure 4 shows
the situation where A isaconsistent revision, K t/ = A, while Figure 5 demonstrates the behavior of
an inconsistent revision, K + —A. We are interested in those simple conditionals B > (' that are
trueinthemodel M. In each of these two scenarios (in each figure) there are two cases to consider,
-B ¢ K% and—-B € K either B is consistent with the new belief set K7 or it isnot.

Consider thefirst situationwhere =B ¢ K%; thatis, M = =(A > —B). Thismeansthat thereis
some B-world among theset min( A, A) of minimal A-worldsin M (the shaded region of thefigures).
Clearly then we havethat min(M7%, B) = min(M,AAB);soMi =B > Cift M = AANB > C.
Therefore, whenever K7 I/ =B, aconditional B > C'isin £ iff AN B > C'isin E. Noticethat the
status of B > (' in E has no bearing on its acceptance or rejection in £%. This behavior is exactly
in accordance with the AGM postulates (R7) and (R8). Any AGM revision function must ensure
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Figure 5: M C-revision with an inconsistent revision.

that subsequent (iterated) consistent revisions are treated in the same manner as uniterated consistent
revisions.

Thesecond situation arisesswhen - B € K7%; thatis, M = A > - B. When K" (or V) isrevised by
A, =B isintheresulting belief set. Thisistrue exactly when no B-world is contained inmin( 3, A)
(again, the shaded region). Now, M% = B > C just in case the set min(A/}, B) contains only
C-worlds. Since =B € K7, the set min(M}, B) is not contained in the minimal cluster of M.
However, al worlds outside the minimal cluster stand in exactly the same relation as they do in
M. Therefore min(M73, B) = min(M, B) and it followsthat M} = B > Ciff M = B > C.
For conditionals B > ' whose antecedents are not made plausible by the acceptance of A (i.e,
K3 i/ -B), B > Cisin k7 iff B> Cisin E. Since nothing forces the conditional to be abandoned
when A is accepted, it isretained.

We can summarize these considerationsin the following theorem and equivaent corollaries.

Theorem 7 Let M bearevision model, let «+ bethe MC-revision operator and let A, B,C' € LcpL.
a)lf M} =B-BthenM% =B > Ciff M =B >C.
b)If M £ B-BthenM}; =B >Ciff M= AANB > C.

Corollary 8 Let M bea K -revision model and let « be the MC-revision function.
a)If Ky F-BthenC ¢ (K%)5iff C € K5.
b)If K3 / ~BthenC € (K})5iffC € K7, 5.
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Corollary 9 Let M bean F-revision model and let « be the MC-revision function.
a)if A>-BeFEthenB>CecFEy(ie,A>(B>C)eE)iffB>Cc¢cE.
b)If A>-B¢g EthenB >Cec Ey(ie,A>(B>C)e E)iffANB>CeE.

These results precisely characterize the conditionalsthat will be preserved in a revised extended
belief set. Each shows that the sentences accepted in the new revision model or belief state can be
determined by appeal tothe original model or belief state. Theorem 7 showsthat the conditional belief
set captured by M can be determined by the conditional beliefsof M. Furthermore, it demonstrates
that MC-revision preserves as much conditiona information in the revised belief set asis consistent
with the AGM postulates. The conditionals removed from £ when constructing £ are only those
compelled by postulates (R7) and (R8). These are just those conditionals B > ¢’ whose antecedent
B is consistent with K. Thisis reflected in clause b) of the theorem. However, as indicated by
clause @), the remaining set of conditionals (or negated conditionals) in I; coincides precisely with
the conditional information in the origina extended set F. Thus, no AGM revision function could
preserve more conditional information than the MC-revision function.

Corollary 8 shows that the sequence of two revisions applied to K can be reduced to a single
revision, requiring noiterated revision, and that thetest to establish which conditionholdsa so requires
no iterated revision. Similarly, Corollary 9 shows that the revised extended belief set £ and the
nested conditionalsin £ can be captured by the simple, unnested conditionalsin £. These properties
will play avita rolein our characterization of revision sequencesin terms of single updates.

3.4 Revison Sequences

The objective belief set A7 formed by revising K with A relies only on one application of « to K.
Somewhat surprisingly, the simple conditionals in £% can also be discovered by referring only to
applications of « to K. Astheresults aboveindicate, to ask if B > C' € E7, onefirst asksif =B is
in K7. If thisistrue, then asking if B > C' € I isequivaenttoasking if C' € K5. If thisisfalse,
then asking if B > C' € E7 isequivaentto asking if C' € K%, 5. A “hypothetica” revision of i’
by B or by A A B issufficient to determinethe status of B > C'in £7% (or equivaently, the status of
A>(B>C)ink).

Suppose we have a revision sequence, A1, ... A, to be appliedto £, where K C E. We can
clearly use a single revision to verify whether some simple conditional B > C'isin £} , or if
M}, = B > C. However, if wereplace B by A, we see that these conditionals determine precisely
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Figure 6: The order dependence of MC-revision.

the beliefs obtained when £ isrevised by Ay, thatis, (£}, )%, If singlerevisionsapplied to &A™ can
establish the content of the belief set obtained by an iterated revision of two levels, there seems no
reason single (uniterated) revisions of & cannot be used to decide the outcome of arbitrary revision
sequences. We will examine the properties of such sequences and show how they may be reduced to
single uniterated revisions, or unnested conditionals. This hasimportant computational implications,
for it meansthat queriesregarding the beliefs of an agent after asequence of revisions can be answered
using only “virtual” revision of itsbelief set. In particular, it isnot necessary to construct anew belief
set and entrenchment ordering after each update. Information contained in the origina ordering is
sufficient to determine the result of an arbitrary sequence of revisions.

34.1 Order Dependence

The simplest true “sequence” of revisions consists of two elements A and B. An important property
of the M C-revision function applied to revision sequencesisitsorder dependence. In general, the sets
(K7%)p and (K'5)% will differ. To seethis, consider arevision model M suchthat M [~ A > - B,
but M = B > —A (see Figure 6). When M isrevised by A, the dark shaded region of A-worlds
become most plausible, and when M isthen revised with B, the subregion of min( M, A) containing
B-worlds becomes most plausible. By theresultsabove, since -B ¢ K% we have (K%); = K%, 5.

In contrast, when M is revised with B initialy, the light shaded region min(}, B) becomes
most plausible, and when M isrevised with A, the dark region min( A/, A) becomes most plausible,
“leaving behind” the set min( M, B). Again, thisis supported by our results of the previous section:
since A € K3 wehave (K%)% = K. Inthiscase, of course, K7 # K3, 5, S0 (K5)% # (K3)5-
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For thisreason, it isimportant to keep in mind that we are dealing with revision sequences rather than
simple sets of updates. Revision of a belief or extended belief set by some set of new facts will not
be order insensitive. In the example above, applying A before B is the same as applying A A B (to
K at least), while applying B before A isthe same as simply revising by A.

This difference exists for two reasons: first, B isincompatiblewith A inthesensethat B > - A
holds; second, A isless plausiblethan B. Because A isless plausible than B, revision by A causes
more damageto K than revison by B. A isless expected, or conflicts with K™ to a greater degree.
The belief set K7 can be thought of as a “radical shift” in belief from K (we draw a very loose
analogy to Kuhn’s notion of paradigm shift). When update B is encountered, it must reconciled with
the radically different set K. If itis consistent with K7 then (K7%)5 = K%, 5. In contrast, if K
is revised with B first the results can be thought of as arising from a “routine” revision (routine in
comparison to A) followed by the more “radical” revision A. Even though B has been incorporated
in K5, theradical shiftto (/5)% offersno protection for B. A radical shift haslittlerespect for most
routine information in abelief set, and B is as vulnerable as any other fact in K%.

Given thisinterpretation, it is easy to ascertain just when the order of two revisionsisirrelevant,
that is, when (K5)% = (K73)52

Definition 5 Let M bearevision model for belief and extended belief sets K and F/. Updates A and
B are mutually compatible (with respect to M or E) iff M £ A > -Band M [£ B > —A.

Two revisions are mutually compatible just when each is a “routine” revision, relative to the other.
Thisisequivalent to saying A and B are equaly plausible: A <p Band B <p A.

Proposition 10 If A and B are mutually compatible with respect to K -revision model M, then
(KB4 = (K3)p-

Now, if A and B are incompatible (if one is more plausible than the other) the order of revision is
critical. But there are circumstances where the order may still be reversed.

Proposition 11 Let M bea K-revision model suchthat M |= A > —B. Then (K%)% = (K735 iff
M E B > A.

Since (K% )5 = K5 whenever A > - B, itis easy to see that this holds. We simply observe that if

9Theorder of revisionis“irrelevant” only with respect to the objective set K. Rarely will the revised modelsor extended
sets be order insensitive. While (K'3)% = (K 4)5 may hold, it will not generally be the casethat (M3)% = (M4)5. We
will discussthis below for arbitrary sequences.
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B > Athen K5 = K7, 5 and (K%)% = K%, 5. Of course, the only situation left is that where A
and B are “super-incompatible’. In no instance will the order be irreversible.

Proposition 12 Let M bea K-revision model suchthat M = A > -Band M |= B > —A. Then
(K35 = Kg,and (K3)5 = K3, and K5 # K.

3.4.2 Reduction to Single Revisions

In this section, we examine the possibility of simplifying the revision process. Given a revision

sequence Ay, ... A,, we would like to determine the resulting belief set ((K7}, )%, -+ +)%, Without

L
having to perform each these n distinct revisions of different belief sets. In fact, we will show that
any sequence of revisions can be “reduced” to a single revison. To be more precise we define a

characteristic sentence for a revision sequence.

Definition 6 Let A, ... A, be arevison sequence. We say this sequence is characterized by the
sentence o iff ((K4,)%, )%, = K-

Here we show that every revision sequence has such a characteristic sentence, and that this sentence
can itself be determined by the simple unnested conditionals contained in the belief set (or, using the
Ramsey test, by “hypothetical” unnested revisions of k).

While mutual compatibility is sufficient to ensure that revision ordering can be reversed, we are
typically more concerned with processing updatesin the order they arereceived. When A isprocessed
before B, we have seen that (K )5 = K ,g Whenever A > - B isfase. The mutual compatibility
of A and B isnot important when revisions are processed in order. Rather the forward compatibility
of B with A determines the content of (A7 )%, and how it may be achieved with a single revision.
If B isforward compatible with A, that is, if =B ¢ K%, then (K% )% reducesto K%, 5. If B is
incompatible, then (K7 )5 reduces to K';. This can be extended in the obvious fashion to arbitrary
sequences of revisions.'®

Definition 7 Let M be a K -revision model determining MC-revision function x. The revision
sequence Aj, ...A, is forward compatible with respect to + (or model M) iff —A; 41 €
((K3,)%, ), foreachl <i < m.

Owe concentrate on revision of models and belief sets, taking for granted the straightforward connections to extended
sets and nested conditionals.
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This can be restated as
M |7A A]_ > (Az > (AZ > _‘AH—l))

for each i < n. Loosely, we say that the sequence is forward compatible (or simply compatible) for
K, when x, M or I isunderstood. Clearly, we have the following:

Proposition 13 If arevision sequence Ay, ... A,, isforward compatible, so is each subsequence A,
. A fore < on.

An obvious inductive argument, generalizing the case of the two-element sequence, gives us the
following:

Theorem 14 If Ay, ... A, isforward compatiblefor &', then (K73 )%, )%, = K44, -
Corollary 15 Aj, ... A, isforward compatiblefor K iff = A;11 ¢ K na, for each ¢ < n.

Thus (by Corollary 15) testing for compatibility can be reduced to the application of single revisions
to the belief set K, or testing simple conditionals A1 A --- A; > A;41. Iterated revision or nested
conditionalsare not required to test for compatibility, nor (by Theorem 14) arethey needed to compute
the result of such arevision sequence applied to K. Computing compatible revision sequences is a
straightforward extension of the case of two compatiblerevisions, and isreducibletoasinglerevision,
the conjunction of the e ements.

In the incompatible instance, the two-el ement sequence was again reducible to asingle revision:
(K%)s = K3 when A > = B. Accounting for an incompatible revision after alonger sequence of
compatible revisions, however, is not so straightforward. Suppose we have a revision sequence, Aj,
... A1, Where Ay, ... A, is compatible but the longer sequence is not. The analogy to the two-
element case breaks down here, for in general ((K7% )%, )4, # K4, ,,- Unfortunately, earlier
revisions leave aresidual trace on the structure M, as shown in Figure 7. While ((K7 )%, -+ )%, =
K3 n...a,» most certainly (M3 )%, - - +)5, isdifferent from M7} . ., . The history of the belief set
K, the process by which it was formed, plays avitd rolein future revisions.

In thismodel, the original structure of the K -revision modd lies primarily above the dashed line.
Revision by A1 moved the minimal A1-worlds to the cluster just below the dashed line. Since A4,
is compatiblewith A1, revision by A, removed the A,-worlds from this new cluster (leaving behind
A1 A = Az-worlds) and moved them to the second cluster below the line. This process was repested
up to A, resulting in afinal minimal cluster of A1 A --- A,,-worlds (shaded in Figure 7). The same
minimal cluster would have been formed had K simply beenrevised by A3 A - - - A,,, but the sequence
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Figure 7: A sequence of compatiblerevisions.

of revisions has adrastically different effect on the structure of M, leaving a number of intermediate
clustersin its wake. Simply revising by the conjunction A; A --- A,, would have caused only the
shaded cluster to form below the dashed line.

Referring still to Figure 7, if a subsequent revision A,, 1 isnot compatible with the sequence A1,
... A, then ((th)f42 )%, F Ay Thatis, no A, 1-worlds can be found in the shaded minimal
cluster. When ((M}, )%, - --)%, isrevised with A1, it need not bethe case that K7 results. If
theminima A, 1-worlds are found in some cluster below the dashed line, that is, if K3, V=A,11,
then (K74, )%, - )4, Will not usually equal K7 .

So exactly where will minimal A, 1-worlds be found in (M7, )%, -+ )%, and what sentences
will bein (K73 )%, - )%4,,,? Suppose the sequence Ay,. .. Ay, An41 isincompatible. This means
there can be no A,, y1-worldsin the cluster formed when (( K73 )%, - - +)%, _, isrevised by Ay, that is,
the cluster of A1 A --- Ag-worlds. Of course, thisimplies that there can be no A,,1-worlds is any
lower clustersformed by the subsequent revisions A1 through A,,, since each of theseis compatible
and will only “select” worlds from this set of —=A,,11-worlds. Conversely, if Aj,...Ax, A,y1iS@
compatible sequence, there must be some A, 1-worlds among the the cluster of A; A - - - Ai-worlds
representing (K73, )%, -+ Vi, -

It now becomes clear that theminimal set of A,,1-worldsmust belocated in the cluster of worlds
“labeled” AjA--- Ap A= Agy1, Wherek < nismaxima amongtheset of ¢ suchthat Ag,... A;, 4,41
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is a compatible sequence of revisions. Since Ay,. .. Ay, iscompatible, (K73, )%, )%, = Kia.a,
andtheminimal A, ;1-worldsinthisset arecaptured by (((K7%,)%, -+ )4, )4, ,,- Butthisisequivalent

10 K7 n.ana,,, SINCE Ayy iscompatiblewith therest of the sequence.

Definition 8 Let Aj,...A,, be arevision sequence. Update A, (¢ > 1) is incompatible in this
sequenceiff = Ay € ((K3,)%, )4, _,- A sequenceisincompatibleiff it contains at least one
incompati ble member.

Proposition 16 Sequence Aj,. . . A,, isincompatibleiff it is not forward compatible.

If thebelief set (K73, )%, - - +)%, ischaracterized by asinglerevisiona but A, 11 isincompatible,
then the sentence representing (K73, )%, - - -4, ,, isclearly notequivalentto o A A, 1. Thesituation
we have have described above, where only the last revision in a sequence is incompatible, is easily

characterized.

Theorem 17 Let Aj,... A,+1 beanincompatible sequence such that A;,. .. A, iscompatible. Let £
be the maximal € ement of

{i<n:=An & ((K3,)%, )4}
Then ((](21)22 o ')2n+1 = ](21/\~~~Ak/\An+1'

Thus a sequence with one incompatible revision as its last element is reducible to a single revision.
Notice that when the set of revisions compatible with A,, 1 is empty, when this maximal element %

does not exist, we have (K7, )%, - )%, = K%, - Thisisdirectly analogous to the two-element

n+1l
case, since there is no subsequence compatiblewith A,, ;1. In Figure 7 thisoccurs exactly when there
are no A,,+1-worlds below the dashed line; that is, when —=A,, .1 € K3,

It should be quite clear that subsequent compatible revisions, A,, 2 and so on, should be treated

as previously and simply “conjoined” to (( K7, )7, - - -)1*4”“.

Proposition 18 Let A;,... A, be a revision sequence with one incompatible element A, and let
J < k be the maximal compatible revision for Ay (asin Theorem 17). Then ((K7% )%, - )4, =

Kn a A
The fina piece in the puzzle is the process by which subsequent incompatible revisions are
achieved. Consider arevision sequence A1,. . . A,, where Ay isincompatibleand has asitsmost recent

compatiblerevision A; (the element defined in Theorem 17). Thissituationisillustrated in Figure 8.
Now suppose update A,,.1 is incompatible, so that no A, 11-worlds are located in the minimal
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Figure 8: A sequence with an incompatiblerevision.

cluster. This occurs when KﬁxlA...AJAAkA...An F —=A,4+1. Again, to find the minimal A, 1-worlds
in this structure we must look for the most recent compatible revision in the sequence Ag,... A,.
If A; is this update then (K73, )%, - -)%,,, isidentical to (((K7%,)%, )4, )4,,,- Furthermore,
since Aj,... A, has only one incompatible revision, by Theorem 14 and Proposition 18, we have
((K%,)%, )4, = K for some sentence ov. Thus ((K75,)%, -+ *)4,,, = Kia4,- Itisinteresting,
however, to examine the various situationsthat arise with respect to the occurrence of this most recent
compatiblerevision A;.

First,consider i > k. Inthiscase, 4,41 iscompatiblewiththe previousincompatiblerevision Ay.
The set of minimal A,,1-worlds lies below the third dashed line, among those worlds representing
K3 pen; na, - INthiscircumstancewe have (K7 )7, -« )%, L0 = KA acd; AdpnediAdngs

Second, consider j < ¢ < k. Clearly, A, 1 isincompatible with the incompatible revision
Ay, but is compatible with the sequence A4,...A;. This case is rather interesting for we cannot
simply “backtrack” within our representative revision for Aj,... A,. Because (K3 )%, )%, =
K4 nooa; A n-..a,,» ONEMIgt think we could simply “back up” to the most recent compatiblerevision
A; in this representation and arrive at K7 ..., . However, this ignores the consistent revisions
between A; and A, (between the second and third dashed lines) that were “left behind” when the
incompatible revision A; was incorporated. The minima A, 1-worlds lie in this region and this
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must be taken into account. Indeed, since Aa,... A; is compatible we have (K7, )%, -+ )%, =

](j{]_/MnAi/\An_H_'
Finally, consider 7 < j. Since (K73, )%, -+ )4,.,,
mentioned. It is distinguished by the fact that the single revision A; A - - - A; that represents it is a

= K} n...4, thiscaseismuch like the one just

proper subsequence of the update Ay A -+ A; A Ap A - -+ A, representing ((K73 )%, -+ )%, -

These considerations can be generalized to accommodate any number of incompatible revisions.
Furthermore, they provide a constructive means (described inductively) of reducing any sequence of
revisions of belief set K to asinglerevision of K, and demonstrate (through compatibility testing)
how that revision can itself be determined using only single (non-iterated) revisions of K. Finaly
we shall seethat, although the inductive description indicates a dependence of the characterization of
((K3,)%, )3, onthe characterization of (K7 )%, )%, for each i < n, itis only necessary to
keep track of those sentences that characterize incompatible revisions.

Definition 9 Let A4,... A,, be arevision sequence with ¢ incompatible updates. We use the strictly

increasing functiono : {1, -+, ¢} — {1,---, n} to denotetheseincompatibleelements: A, (1),

Ay Foreach 1 < j < n, the maximal consistent incompatible revision for A; is Ay,
where

k= ma{o(i): oi) < jand=A; & (K5,)5, V)

Foreach 1 < j < n, the most recent compatiblerevisionfor A; is Ay, where
E=max{i:i<jand-A; & (K} ), )4}

If either of these sets is empty, we take the most recent or maximal incompatible revision for

A;tobeT.

Lemma 19 Let A;,... A, be arevision sequence such that each proper subsequence As,... 4; is
characterized by some sentence s( 4;). Then Aj,. .. A, ischaracterized by s(Ax) A A,,, where Ay is
the most recent compatiblerevisionfor A,,. Inother words, (( K7, )%, )%, = K ana,-

This leads to the main result of this section.

Theorem 20 For any revision sequence Ai,...A,, there is some subset of these updates S C
{A1,--+, Ay} suchthat (K7 )%, -+ )%, = Kjand A = AS.

Coroallary 21 For any revision sequence Aj,...A,, there is some subset of these updates 5 C
{Ag,---, A} suchthat (E3)%, ), , = A > Biff E|= A> B,and A = AS.
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This result is given its constructive character by Theorem 14, but it seems to suggest that one
must keep track of acharacteristic sentence s( A;) for each revision A;. Infact, the critical sentences
are only those corresponding to incompatiblerevisions, s( A, ;). Every other characteristic sentence
s(A;) issimply the conjunction of subsequent revisions to the most recent incompatible revision.

Theorem 22 Let A,,... A, be arevision sequence with ¢ incompatible updates represented by o.
For each 1 < k < n, if A, isa compatible revision, then (K} )%, )%, = K74, Where: @)
s(Ag) = s(As@i)) N Ag(iy41 N - Aps D) o(i) <k < o(i+1),0ro(i) < kifi=c; andc) s(A,))
characterizes subsequence As,. .. A, ;).

We can provide a similar characterization of incompatible revisions, but these must be in terms
of the maximal consistent incompatible revision rather than the most recent incompatible revision.

Proposition 23 Let A1,... A,, bearevision sequence with ¢ incompatible updates represented by o.
Let A, ;) bethemaximal consistentincompatiblerevision for Ay. If A; isthe most recent compatible
revisionfor Ay, theno(i) < j < o(i 4+ 1).

Theorem 24 Let A,,... A, be arevision sequence with ¢ incompatible updates represented by o.
For each 1 < k < n, if Ay isan incompatible revision, then ((K73 )%, )4, = K734,y Where:
@) s(Ar) = s(Asi)) N Ag(iy41 A - Aj A Ay b) Ay is the maximal incompatible revision for
Ay; €) A; isthe most recent compatiblerevision for A;; and d) s(A,(;)) characterizes subsequence
Axy Ay

Taken together, thesetheorems show that onemay i mplement aprocedurethat testsfor membership
of B inamultiply-revised belief set (K7, )%, - --)%, usingonly an “oracle” that answers requests of
theform*“Is3 € K7 for o, 3 € Lcp.. Furthermore, the characteristic sentences s( A ;) that need to
be recorded are only those of the form s( A, ;) ) where A, ;) is someincompatiblerevision. The core
of thisalgorithmisprovidedin Figure 9. It takesasinput arevision sequence As,. . . A, and computes
the characteristic sentence A suchthat K7 = ((K7}3,)%, )%, - Theadgorithmisincremental in the
sense that a subsequent revision A, 11 requires only one further execution of the main “for loop”. To
ask whether B € ((K7,)%, - *)%,,» one simply computes the required characteristic sentence A and
asksif B € K.

3.5 Information Preservation

One desideratum of any model of the revision process is the minimization of informationloss. In the
AGM framework for single revisions, postulate (R4) ensures that no beliefsfrom set K are retracted
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Input: revision sequence As,. . . A,; revision function x applicableto belief set K’
Output:  characteristic update A — K% = ((K4,)%, -+ )4,
Variables: I — list of updates
11 —list of incompatiblerevisions: elements haveform
(ind, S), where A;yq isincompatible and subsequence
Ajq,. .. Ainq is characterized by sentence S
S — characteristic sentence A built up here

Initialize A—T;L— T;IL—{(0,T)
fori:=1ton ;1; oneloop for each update A;
L — L+ A
if -A;, & K} then ;i Ay iscompatible
A— ANA;
el se i A; isincompatible
for j=length(IL)to 1 ;;; find maximal incompatible revision consistent with A;
S — 1L(3).8
ide — IL(j).1nd
if -A, & K:then ;15 found maximal incompatible revision
if ¢« =length(IL)then ;15 top ismax location of most recent compatible revision
top —1—1
el se top — IL(j).ind
end if
br eak
end if
end for
for k=1idr+1totop—1 ;1; find most recent compatible revision
if —A; € K5ap then
br eak
el se S — SAL(k)
end if
end for
A~ S
IL —1IL+{(S)
end if ;1 end of incompatible revision
end for

Figure 9: Algorithm to compute characteristic update A for revision sequence Aj,. . .

26
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if none need to be. An arbitrarily long sequence of consistent revisions will simply make a belief set
larger, resulting (in the limit) in a complete belief set. Eventually, we will believe either A or — A for
each objective sentence A. Once an inconsistent revision is processed, the AGM model asserts that,
among those beliefs that could be given up to accommodate A, only those that are least entrenched
are retracted. Unfortunately, no constraints are levied on the relative degrees of entrenchment of the
members of the new belief set A%. Much of the information associated with K, including relative
degrees of entrenchment, islost.

The MC-revision model is unique in the sense that thistype of information is preserved. When a
consistent revision A is processed, the minimal cluster of arevision model M isdivided, resultingin
two smaller clusters. A subsequent consistent revision breaks the minimal cluster of A/, and so on.
Eventually (supposing somefinite language) after a suitable sequence of consistent revisions, we end
up with aminimal cluster containing one possibleworld, representing a complete belief set.

The processisnot atogether different for inconsistent revisions. Rather than dividing the minimal
cluster of K -worlds, the cluster containingmin( M, A) isdivided. However, any information implicit
in previousrevisionsthat caused theformation of variousclustersin M ispreserved. All other clusters
remain undisturbed. In no case will a revision cause any cluster to “grow” or “lose information.”
Typically, arevision will cause the number of clusterstoincrease by oneby splitting min( A/, A) from
acluster, thus“shrinking” a cluster and ensuring information gain. Only in certain cases will no new
clusters be formed, for example, when werevise K by A where A € K. Thus, we have a continual
“thinning” of our revision models.

Proposition 25 Let revision model M} = (W, <, ) bethe MC-revision of M by A. IfC C W is
acluster in M%, then C C C’ for some cluster C’ in M. Furthermore, if min(A, A) C C’ for some
cluster C' in M, then the set of clustersin M consists of the set of clustersin M distinct from C’
together with min(Af, A) andC’ L min(M, A). If min(M, A) = C’ for somecluster C’ in M, the the
set of clustersin M7 isidentical to that in A .

Thus, arevisionsequence A1,. . . A,, causesanon-decreasing changein“information” inabelief state.
No belief set farther along in the revision sequence can be smaller than an earlier belief set.

Corollary 26 Let M be a K-revison model and A1,... A, arevision sequence. If : < j then
(B35, ), @ (K73 )%, )4, -

This suggests that, as we process a revision sequence, our revision model becomes more and more
informationally complete in the following sense.
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Definition 10 A revision model M is informationally complete iff each cluster in M is a singleton
Set.

Proposition 27 Let M be an informationally complete K -revision model. Then K7 is a complete
theory for any A € Lcp.. Furthermore, M isinformationally complete.

Corollary 28 If M isan informationally complete K -revision model then K isa complete theory.

Proposition 25 ensures furthermore that A7 will beinformationally completewhenever M is. It also
showsthat if werestrict our attention to languages with afinite number of propositional variables, we
can eventually attain informational completeness.

Proposition 29 Let M bearevision model and A;,. .. A,, arevision sequence such that every satis-
fiable sentence « is represented in this sequence; thatis, A; + o for some A;. Then ((M 3, )%, )4,
isinformationally complete.

An example of such arevision sequence, for alanguage with p propositional variables, would be the
set of the 2P complete (truth-functionally distinct) conjunctions of literals, each capturing a possible
world or valuation, and each causing the corresponding world to be broken off into its own cluster.
From that point on al revisions will result in complete belief sets since the set of most plausible
A-worlds will have one element for each revision A.

4 Reasoning with Revision Sequences

The algorithm for reducing nested conditional s requires some method of establishing the truth of
B € K for A, B € LcpL. Typicaly, asis the case in most reasoning tasks, our premises do not
provide us with complete knowledge, and we can only hope to derive as much as possible, leaving
certain gapsin our knowledge. It isnot reasonable to expect a completely specified revision function
*, or equivaently, a complete set of conditionals containing one of A > B or =(A > B), among
our set of premises. Naturaly, the algorithm can then easily be modified to ask whether A > B or
—~(A > B) is provable from a given premise set.}? If either is the case, the algorithm can proceed,
having an answer to thequery B € K7;. If neither is derivable from the premises, then the algorithm

MwWe assume that models contain no “duplicate” worlds having the same associated valuation. If so, our informational
completenessin the following result is the type that ensuresthat K is completefor all A.
2This requires alogic in which conditionals can be expressed and reasoned with, e.g., [9].
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must halt unsuccessfully, or proceed as if either could be the case.’® As should be expected when
reasoning with incompleteinformation, the answer “unknown” must be returned for certain queries.

Whilethe revision function * is usualy specified only partially by means of conditional premises
(as well as direct statements of plausibility and entrenchment), there may be circumstances when the
revision function is completely known. The problem changes from that of reasoning with incomplete
information to that of specifying complete information in a reasonable manner. We cannot expect
one to specify a complete conditional theory explicitly containing A > B or =(A > B) for each
objective A and B, for we do not want to be forced to reason with infinite sets of premises. Even
for finite languages with p atomic variables, where we require only a conditional or its negation for
semanticaly distinct A and B, we are forced to reason with 271 premises. !4

There are cases, though, where a revision function can be captured finitely, and often with a
manageable number of sentences. Often when a set of conditional premises is given, we have in
mind a certain intended model (e.g., preferred entrenchment orderings are described in [26, 4, 28]),
and these can often be represented finitely [4]. In general, a revision function can be compactly
represented if thereis a corresponding revision model that is*“well-behaved” in the following sense.

Definition 11 A revision model M = (W, <, ) isfinitely specifiableiff W = U;<,.C;, where each
C;isaclusterin M andC; = ||.5;]| for some sentence 5; € Lcp .

In other words, M iswell-behaved if it consists of afinite number of clusters, each corresponding to
somefinite classical theory or sentence. It iseasy to verify that if M isfinitely specified by sentences
51, ....59, in the definition above, then these sentences are “mutually exclusive” and “exhaustive’;
that is, = 5; D —~5;if ¢ # j,and - 51V ---5,. We assume that 51 characterizes the minimal (most
plausible) cluster of M, 5> the next most plausible and so on. We denote the model described above
by FSM(S1,---5,).1°

Definition 12 A revision function * isfinitely specifiable (for belief set K) iff thereis somefinitely
specifiable K -revisonmodel M = FSM(S1,---5,)suchthat « ¥ = .

Given a finitely specifiable revision function for belief set K (in which case K is also finitely

3t often makes sense to continue, for a subsequent revision may be incompatible with previous revisions, and failing to
reduce an earlier revision may have no effect on the effort to reduce an entire sequence.

1 Alternatively, one could provide acomplete set of entrenchment sentences, specifying the relative degrees of entrench-
ment of each pair of sentences: A <y B andlor B <y A for each A, B € Lp.. This would allow the derivation of
every simple conditional or its negation, and seems to be what Gardenfors and Makinson [17, 25] have in mind in their
presentation of expectation inference (see also [16]).

¥such amodel can be described compactly in the logic CO* as afunction of the sentences Sy, - - - S, [6].
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specified by 51), we can use the sequence of sentences 51, - - - 5, to represent the model M, as well
as determine the truth of every simple conditional sentence.

Theorem 30 Let 51, -5, € LcpL besuchthat = 5; O -5, ifi # j,and - Sy v ---5,,. For all
A, B € Lcp either

FSM(S1,---5,) F A> B; or

FSM(S1,---5,) F (A > B)

Fortunately, the ability to finitely specify a revision moddl is not disturbed by MC-revision. If
FSM(S1,---5,) characterizes a revision model M, then M is formed by simply “dividing” the
minimal cluster consistent with A in two clusters: 5; A A becomes most plausible; and 5; A = A
replaces cluster 5;.

Theorem 31 Let revision model M = F'SM(Sq,---5,) and let S be the minimal sentence in this
set consistent with A; thatis, 55 ¥ -A and S; - A if i < k. Then M} ischaracterized by

FSM(Sk NA, Sy, - SE_1, 9 A ﬁA,Sk_H_, .- -Sn) if 9% |7/ A
FSM (S, 51 Skt Stats - - ) if 5, F A

Thus we can completely specify arevision function with a compact set of premises and use this
premise set to reduce nested conditiona queries to simple conditionals and then establish the truth
of these simple conditionals. Furthermore, we can explicitly revise a model and retain a compact
representation. It aso becomes clear that testing for thetruth of asimpleconditional in such arevision
model is reducible to a simple propositional reasoning task.

Relative to propositiona satisfiability tests, this“algorithm” isrelatively efficient, for the minimal
A-consistent cluster or sentence can be found using a linear search technique. Thus we need only
perform O(n) satisfigbility teststo determinethe truth of A > B. The complexity of these tests will
depend on the size of thetheories .5; and their structure. For instance, if the 5; are Horn theories, this
test will be linear in the size of the theory.

5 Concluding Remarks

We have presented a model for iterated revision that captures sequences of objectiverevisions. The
hallmark of M C-revision isthe preservation of subjectiveinformation, such asconditional beliefsand
entrenchment, throughout such a sequence. Because this information is retained across belief sets,
simply knowing how arevision function behaves on singlerevisions is sufficient to characterize the
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results of any sequence of revisions. If we adopt the Ramsey test for acceptance of conditionals, this
demonstrates that right-nested conditionals are equivaent to simple unnested conditional's, and that
this reduction can be performed using only knowledge of unnested conditionals.

The MC-revision model has other compelling propertiesaswell. Becauseit preserves conditiona
information, the sequence of belief sets corresponding to a revision sequence can never decrease in
propositiona information content. 1t preserves nice properties of the revision models and functions
being revised aswdll, for example, informational compl etenessand finite specifiability. In caseswhere
arevision function is described simply (e.g., by aset of propositional sentences), the characterization
of MC-revisionisalso easily computed.

5.1 Fixed Sentence Orderings

Severa other proposals have been put forth that extend the AGM theory (or variants of it) to desl
with iterated revision, but these all have a somewhat different nature. In particular, the question
of minimizing the change in the conditional beliefs of an agent appears to have been unaddressed.
Safe contraction [3], generalized epistemic entrenchment [29] and the probabilistically motivated
system of Schlechta [30] each take a similar approach to the problem: each assumes the existence
of a“global” ordering of entrenchment over al sentences in the language. For any belief set K
the appropriate revision function is immediately available, and iteration of the process requires no
additional apparatus. These models have the rather severe drawback that any objective belief set
K is associated with a unique revision function. In particular, K uniquely determines the set of
conditional beliefs. So while the ordering of entrenchment can change as K evolves, these changes
are predetermined by the global ordering; the entrenchment ordering associated with A cannot depend
on how K evolved. This standsin contrast with our model, where the ordering itself can be revised.
Hansson [21] makes a similar observation, that many systems of iterated change fix the connection
between objective and extended sets. Hansson proposes that instead a revision method be associated
with belief bases rather belief sets. Thus, the same belief set may be revised in different waysif it is
generated by different basesin each instance. While clearly theissue of base revisionis crucid, it is
not a problem we address here. In particular, the revision of conditional beliefs depends on existing
conditional beliefs and, as in the AGM theory, there need not be strong ties to the underlying belief
base.16

180f course, such ties can be added. Work on base contraction [20, 21, 13] can beviewed in thislight.
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5.2 Nonminimal Changeof Conditionals

The proposal most similar in structure and spirit to ours is that of Spohn [31], and indeed inspired
this investigation of MC-revision. Spohn’s use of ordina conditional functions to represent belief
states is much like the possible worlds model we have used, except that “clusters’ are given explicit
ordinal rankings. Spohn’s notion of conditionalization on such models assigns to a proposition A a
new “degree of belief” or ordinal ranking (which should be thought of asthe degree of entrenchment).
This is analogous to revising by A, and is achieved by “shifting” the rank of all A-worlds so that
the minimal A-worlds have an ordina ranking that is lower (or more plausible) than that of any
- A-world by the specified degree of belief. The key distinction between Spohn’'s approach and ours
isthat MC-revision by A requires the shift of only the minimal A-worlds. Spohn’'s approach is more
reminiscent of probabilistic conditionalization, and if we applied our truth conditionsfor conditionas
to OCF update, we would see a much larger change in conditional beliefsin general.

Spohn’s approach is certainly more sophisticated, and in many ways is more compelling than
MC-revision. In particular, when evidence A is brought to light all A-worlds become somewhat
more plausible. However, this x-conditionalization cannot be applied in our setting, for it requires
that degrees of entrenchment be given an explicit quantitative interpretation and that the strength of
the evidence be quantified on the same scale.l” MC-revision is an applicable in settings where only
gualitative entrenchment information isavailable. Indeed, it ishard to imaginewhat possible shifts of
nonminimal A-worldsare justifiableif only therelative plausibility of worldsisknown. Furthermore,
the MC-model requires the simple shifting of one partia cluster, a more computationaly feasible
mechanism for revising a ranking than shifting all A-worlds. Thus, MC-revision may proveto be a
useful approximation method in quantitative settingsaswell. The utility of MC-revision isespecially
noticeable if new evidence tends not to contradict earlier evidence.

Darwiche and Pearl [12] propose two postul ates extending the eight AGM postul ates that gov-
ern iterated revision. These impose rather mild constraints on the conditionals (or ordering) that
results from arevision; indeed, both Spohn’s OCF model (or more accurately a suitable qualitative
abstraction thereof) and MC-revision satisfy these postulates. Hence, their proposal cannot be used
to fix a particular revision method (as the AGM postulates cannot). What is missing, and what
will alow the exploration and specification of iterated revision methods, is a means to express the
rel ative entrenchment of conditional sentences. This hasreceived little attention in the literature, but
severa possibilitiesexist (e.g., using nested conditional sentences as in Section 4 without the specific

1 spohn’s use of OCFs requires that the magnitudes of the rankings are meaningful.
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constraints of MC-revision; see aso [10, 11]). With thisin place, a general theory such as that of
Darwiche and Pearl can be used to construct revision functions.

Darwiche and Pearl also suggest that the constraints of MC-revision are too strong, for they give
little* priority” toincoming evidence. Anexampleof thisisthefollowing: webelievethat Mary won't
cometo the party, M, and that Ted won't either, T'. We necessarily believetherule M = T. But Ted
may or may not come should Mary decide to. We are first told that M (and now are uncommitted to
T or T) and then that 7. Some time later we are informed that we were correct initially and Mary
isn't coming M after al. Should we still believe that Ted is coming? This depends on the relative
importance or weight of rules versus plain beliefs. If we accept the rule M = T more strongly than
the evidence 7', then we should return to our original state of belief (A4,T) as M C-revision suggests.
This is certainly plausible given this scenario. However, if priority is to be given to the evidentia
report, then perhaps we should abandon our rule. One way MC-revision can be interpreted is as a
system in which ultimate priority is given to existing rules. Darwiche and Pearl seem to come down
on the side of evidential superiority (and argue that one should keep believing T) — aview that is
just as extreme. Again, a genera theory for specifying the relative importance of conditionals and
propositiona beliefs will allow one to adopt less extreme revision methods. With such a theory in
place, M C-revision can still be viewed as acomputationally attractive approximation method for such
“ideal” revision.!®

5.3 Nested Conditionals

It isalso interesting to note that anested conditional A > (B > (') isoftenequivaentto AA B > C
(whenever A and B are compatible). It has been suggested by a number of people that nested
conditionals should be reduced to unnested conditionals with all antecedents conjoined to form a
single antecedent, Adams [1] and Levi [23] among them. This reduction is sanctioned by the MC-
revision model for nested conditionals with compatible antecedents. But as described in Section 4,
thisis not the case when incompatible antecedents are present. For instance, A > (B > (') reduces
simply to B > C when A and B are incompatible. As suggested by Levi, this reduction may seem
inappropriate in normal linguistic usage, for the nested conditional seems to imply that A should
continue to hold when B > (' is evaluated with the Ramsey test, thus suggesting the reduction to
AN B > C. Indeed, the MC-revision model cannot account for this circumstance when incompatible

8The party exampleis arewording of the examplein [12] of observing ared bird. That exampleis somewhat misleading
for it describes an instance of adding new beliefs (about new domain objects) rather than revising old beliefs.
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antecedents are involved. In contrast, our model provides non-trivia acceptance conditionsfor nested
conditionalssuchas A > (=A > B).

Levi [23] is rather critical of the enterprise of determining truth or acceptance conditions for
nested conditionals, or even alowing conditionasto be part of abelief set. He offers the opinion that
an element of abelief set or corpus ought to be practicable as a standard of serious possibility. Since
conditionals do not perform thisfunction, they are not accorded the status of beliefs. While certainly
their role differs from that of garden-variety propositiona beliefs, they perform an indispensable
function in the process of deliberation. Conditional ssuggest hypothetical possibilitiesto an agent and
aid an agent in changingitsmind. If conditionalsare not “beliefs,” they at | east must be representations
of an agent’s revision policies; and such policiesthemse ves must be the objects of revision from time
to time. Whether or not such policies are called beliefs, amodel of conditional revisionis crucial.

A few words on triviaity are in order, as well. The Gérdenfors triviality result ensures that
no meaningful notion of belief revision can be applied to belief sets that contain conditionals in
accordance with the Ramsey test and satisfy all eéight AGM postulates.’® It is clear that MC-revision
isarevision function that can be applied to conditiona belief setsin a nontrivial fashion, giving rise
to new conditiona belief sets.?® Furthermore, by Proposition 5, MC-revision applied to K satisfies
all AGM postulates. Notice, however, that trividity is avoided because the MC-revision function
satisfies the postulates when restricted to K. Thus, the postulates do hold when we consider the
“objective component” of the revision, but not when considered with respect to an extended set F.
Upon reflection, however, it becomes clear that the postulates, in particular postulates pertaining to
consistent revisions such as (R4), lose much of their appeal when applied to conditional belief sets.
As argued convincingly by Levi [23] and Rott [27], among others, the proper escape from “triviality”
requires relaxing the requirements of the AGM theory when discussing hon-objective belief sets.

5.4 Extensions

There are anumber of interesting avenuesthat remain to be explored. Thismodel isrestricted to right-
nested conditionals, or propositional revisions. In general, we want to allow revision of a knowledge
base with conditiona information, or statements of entrenchment as well. A fully general model of
this typeis currently under investigation. Some preliminary results may be found in [10, 11]. Other
modelsthat allow arbitrary nesting include Hansson's [21] base-set model.

Indeed, only afew of the properties of AGM operators are required for this result.
20ne need only construct a K -revision model for a suitably rich &~ to show that MC-revision is nontrivial.
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We are currently developing a model of revision and conditionalization for single revisions that
adds to the basic revision model probabilistic degrees of belief [7]. If this model can be grafted
onto the MC-revision model, “conditional objects’ that make statements of conditional probability
can be nested in a meaningful way, and given a natural semantics. We are aso exploring the
application of these ideas to the processes of J-conditionalization and L-conditionalization. These
model s were proposed by Goldszmidt and Pearl [18] to capture changesin belief that have degrees of
certainty attached, these degrees corresponding to Spohn’s OCFs. Both extensions of MC-revision
(either probabilisticor possibilistic) offer ways of attaching quantitative strength measurementsto our
conditionals and revising these conditionals.

Finally, this model reflects the bias of the AGM model to accepting without question the most
recent update. The primacy of the most recent information is clearly not a principle that should be
accepted in al circumstances. Sometimes things we learn are so radically incompatible with our
knowledge that we reject them out of hand, and do not attempt to reconcile them with our current
beliefs. Generaizing the AGM and MC-revision modelsin this way is a difficult task, but one that
certainly deservesinquiry.
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A Proofsof Main Results

The truth of many of the propositionsin the paper is rather obvious and their proofs are excluded.
Certain results are described in the body of the paper and have their proofs sketched there. These
proofs are also excluded.

Theorem 7 Let M bearevision model, let «+ bethe MC-revision operator and let A, B,C' € Lcp..
a)lf M} =B-BthenM% =B > Ciff M =B >C.
b) If M £ B-Bthen M5 =B >Ciff M EAAB > C.

Proof The proof of thistheorem is sketched, for the most part, in the text preceding its statement in
the body of the paper. B

Theorem 17 Let Aj,... A,4+1 beanincompatible sequence such that A;,. .. A,, iscompatible. Let £
be the maximal € ement of

{i<n:i—Anga & ((K3,)4, )4,
Then ((](21)22 o ')2n+1 = ](21/\~~~Ak/\An+1'

Proof Let M betherevision modd for & and * the MC-revision function. Let A;, bethelast e ement
of Aq,... An_|_1 such that —|An_|_1 Q (([(21)1‘42 .. )Ek
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a) If there is no such element then K} F —A, ;1. The minima cluster of M isformed
by the set min( M, A1). Since the relative ordering of al other worlds is unaffected by this
revision, min( M} , A,11) = min(M, A,1). Now, each subsequent revision is compatible, so
min(((M3,)%, - )4,_,» A:) iscontained in the minimal cluster of ((M3, )%, -+ <)%, , for each
+ < n. An obviousinductive argument shows that (since no A,,+1-worlds are contained in the
first minima cluster)

mln(((le)Ez o ')EnvAn-I-l) = min(Mv An-l—l)

Hence((th)jlz---)1*4 = K3 ..

n+1

b) If such ak existsthe, by Proposition 13 and Theorem 14,

((](21)22 o )Ek = ](21/\~~~Ak

Furthermore, since (K73, )%, - - )4, 7 = Ant+1, thesstmin(((M3)%, - )4, » Ant) lieswithin

theminimal clusterof (M}, )%, - - )4, - Sincesequence Ay,. .. A, iscompatible, min(((M3, )%, -+ )74, Akr1)
must also lie within the minimal cluster of ((M3, )%, - -+)%, . However, by the maximality of

k, this set must be digjoint from the set min(((M 3, )%, -+ -)%, » An+1). Thus,

Min(((M,)a, - Vayyer Antt) = MIN(M3, )5, - )4 Ant)

Since all subsequent revisionsup to A,,,1 are compatible, asin case a) above,

min(((M3,)7%, -+ )4, Anta) = MIN(((M3, )%, - )4, Anya)

But A,,,1 iscompatiblewith A;,... Ay, SO

(W53 Vawss = Kinetinnan
u

Lemma 19 Let A;,... A, be arevision sequence such that each proper subsequence As,... 4; is
characterized by some sentence s( 4;). Then Aj,. .. A, ischaracterized by s(Ax) A A,,, where Ay is

the most recent compatible revision for A... In other words, (A7, )%, - )4, = K4, 04,-
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Proof Let A; be the most recent compatible revision for A,,. Since A,, is compatible with the
subsequence Ay,. .. Ay, wehavethat min(((M3 )%, )4, » An) lieswithintheminimal cluster
of (M3,)%, ), However, each subsequent revision Agy1, ...A,-1 is incompatible
with A, so there can be no A,,-worlds in the set min(((M73, )3, )5, ,,4:) for k <4 <
n. Since only the relative status of these worlds is changed by these subsequent revisions,
an obvious inductive argument (on the number » | &k of subsequent revisions) shows that
min(((M3,)%, )4, An) = MIn(((M3)%, )4, , An). Since Ay,... Ay is characterized
by s( Ay ), theminimal cluster of (M3, )%, ---)%, ismin(M, s(Ag)). Clearly thenthe minimal
clusterof (M3, )5, -+ )%, issimplymin(M, s(AgA A, )). Therefore Ay,. .. A, ischaracterized
by s(Ax) AN A,. W

Theorem 20 For any revision sequence Ai,...A,, there is some subset of these updates S C
{A1,--+, Ay} suchthat (K7 )%, -+ )%, = Kjand A = AS.

Proof This result can be shown using a simple inductive argument on n, the number of updatesin
the sequence. If n = 1 then the theorem obviously is true, for A; characterizes itself. Now
suppose each subsequence A1,... A;, ¢ < n, is characterized by some sentence s(4;) = AS,
where S C {A;,---,A;}. By Lemma 19, the sequence Aj,... A, is characterized by the
sentence s(Ay) A A,, for somek < n, where A;, isthe most recent compatiblerevision for A,
(or it is characterized by A,, if no such £ exists). By the inductive hypothesis, s(A,,) = AS
where 5 C {Ag,---,Ax} U {A4,} C {A41,---,A,}. (If & = 0 we simple observe that
§={A} C{An---.A}) ®

Theorem 22 Let A,,... A, be arevision sequence with ¢ incompatible updates represented by o.
For each 1 < k < n, if A, isa compatible revision, then (K} )%, )4, = K74, Where: @)
$(Ar) = s(Ag@i)) N Agiy41 A - Apy D) o (1) < k < o(i+1),0r o(i) < kifi = ¢;and ) s(A, ()
characterizes subsequence As,. .. A, ;.

Proof Let A; beacompatiblerevisioninthesequence A1,. .. A,,. If noincompatiblerevisionfollows
Ap, thenk > o(¢), where i = ¢. Otherwise o(i) < k < o(i¢ + 1) for somei < ¢. In either
case A,(;) isthe maximal incompatible revision in the subsequence Ay,. .. Ag. Let s(A,(;))
characterize Ay,. .. A, ;). Sinceeach revision A, ()41, - . . Ay iscompatible, A;_1 isthe most
recent compatible revision for Ay, and by £ L o(7) applications of Lemma 19, we have that
Az,... Ay ischaracterized by s(Ax) = s(Ay i) A Agiygr A - A B
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Theorem 24 Let A,,... A, be arevision sequence with ¢ incompatible updates represented by o.
(A’ where:
@) s(Ar) = s(As)) N Agiy41 A - Aj A Ay b) Ay is the maximal incompatible revision for

For each 1 < k < n, if Ay isanincompatible revision, then ((K7 )%, )4, = K7

Ag; €) A; isthe most recent compatible revision for Ay; and d) s(A,;)) characterizes subsequence
Al,. .. Ag(i).

Proof Let A; be the most recent compatible revision for A;. By Theorem 22 and Proposition 23,
A, ... Aj ischaracterized by s(A;) = s(Ay) A Ayiy41 A - -+ A By Lemmalo, Ay, .. Ay
ischaracterized by s(A;) A Ag. W

Theorem 30 Let S1,---5, € LcpL besuchthat = 5; O -5, ifi # j,and - Sy v ---5,,. For all
A, B € LcpL ether

FSM(S1,---5,) Fcox A > B; or

FSM(S1,---5,) Fcox 7(A > B)

Proof Thisfollowsimmediately sincethetheory 'S M (51, - - -5, ) is*“categorica” in the sense that
their is only one CO*-structure satisfying it (modulo “duplicate worlds’, which can have no
influence on the truth of any sentencein the model). |

Theorem 31 Let revison model M be characterized by 'S M (51, ---.5,,) andlet 5 betheminimal
sentence in this set consistent with A; that is, 5, ¥ ~A and 5; = —A if i < k. Then M7 is
characterized by

FSM(Sk NA, Sy, - SE_1, 9 A ﬁA,Sk_H_, .- -Sn) if 9% |7/ A
FSM (S, 51 Skt Stats - - ) if 5, F A

Proof Clearly theminimal clusterin M containing A-worldsisthat cluster specified by the sentence
Sk. Thustheset min( M, A) consistsexactly of thoseworldsin M satisfying 5x A A. In M7, this
set forms the minimal cluster and all other clustersremain in the samerelative order. However,
the cluster that was specified by 5 is now reduced to those worlds satisfying S; A —=A. If
Sk F A, thisis still true; but the sentence S, A A is equivalent to 5%, and the cluster in M}
satisfying S A —A isempty. B





