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Iterative Frequency-Domain Channel Estimation and Equalization for
Single-Carrier Transmissions without Cyclic-Prex

Hong Liu and Philip Schniter

Abstract—Compared to conventional time-domain equaliza-
tion, frequency-domain equalization (FDE) presents a compu-
tationally efcient alternative for the reception of single car-
rier (SC) transmissions. In this paper, we consider iterative
FDE (IFDE) with explicit frequency-domain channel estimation
(FDCE) for non-cyclic-prexed SC systems. First, an improved
IFDE algorithm is presented based on soft iterative interference-
cancellation. Second, a new adaptive FDCE (AFDCE) algorithm
based on per-tone Kalman ltering is proposed to track and
predict the frequency-domain channel coefcients. The AFDCE
algorithm employs across-tone noise reduction, exploits temporal
correlation between successive blocks, and adaptively updates
the auto-regressive model coefcients, bypassing the need for
prior knowledge of channel statistics. Finally, block-overlapping
is used to facilitate the joint operation of IFDE and AFDCE.
Simulation results show that, compared to related IFDE and
adaptive channel estimation schemes, the proposed schemes offer
lower mean-square error (MSE) in channel prediction, lower bit
error rate (BER) after decoding, and robustness to non-stationary
channels.

Index Terms—Iterative frequency-domain equalization,
frequency-domain channel estimation, Kalman lter, MMSE,
single carrier, time-varying frequency-selective channels.

I. INTRODUCTION

BROADBAND wireless access systems offering high data-
rates are likely to face severe multipath fading, including

channel delay spreads spanning tens or hundreds of symbol
intervals. While orthogonal frequency division multiplexing
(OFDM) is a popular means of combating these multipath
effects, its drawbacks include high peak-to-average power ratio
(PAPR) and high sensitivity to carrier-frequency offset (CFO).
Single carrier (SC) transmission with frequency-domain equal-
ization (FDE) presents an alternative to OFDM that retains
robustness to delay spread without the disadvantages of high
PAPR and CFO-sensitivity [1]. SC transmission without cyclic
prex (CP) [2] offers, in addition, spectral efciency advan-
tages relative to CP-based OFDM systems. When FDE is
accomplished via turbo equalization (TE) [3], [4], an iterative
reception scheme whereby the equalizer and decoder itera-
tively exchange soft information to jointly exploit channel
structure and code structure, signicant performance gains
result with only modest increase in demodulator complexity
[5], [6]. Hence, the focus of this paper is SC transmission with
turbo FDE.
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When targeting practical implementation, accurate and ef-
cient channel estimation (CE) is critical. For OFDM sys-
tems, various frequency-domain channel estimation (FDCE)
schemes have been proposed to track and predict either slow-
fading or fast-fading wireless channels, with or without pilot
symbols, and with or without knowledge of channel statistics
[7]–[9]. For SC systems, time-domain channel estimation is
the typical approach [10]–[12], though a few pilot-aided FDCE
schemes have been proposed [13]–[15].

In this paper, we propose a new joint channel-estimation/
equalization scheme for the reception of SC transmissions
over wireless channels with relatively fast fading and long
delay spread. First, an improved iterative FDE (IFDE) algo-
rithm based on frequency-domain TE is presented. Second, a
new adaptive FDCE (AFDCE) algorithm based on per-tone
Kalman ltering and across-tone noise reduction is proposed.
The AFDCE also exploits the temporal correlation between
successive blocks and adaptively updates the channel’s auto-
regressive (AR) model [16] coefcients when they are un-
known or varying. Finally, to facilitate the joint operation of
IFDE and AFDCE, a block-overlapping scheme is used. Our
approach differs from related work for single-carrier systems
in the following three ways. 1) Existing IFDE algorithms [2],
[5], [6] are derived in the time domain and approximated in
the frequency domain, while our IFDE algorithm is derived
in the frequency domain directly. 2) Existing CE algorithms
work [10]–[12] in the time domain, while ours works in
the frequency domain, thereby reducing complexity for long
delay spread channels. 3) Existing FDCEs [13]–[15] are pilot-
aided. Since the use of pilots decreases spectral efciency, we
consider CE that is exclusively decision-directed.

II. SYSTEM MODEL

Consider1 coded single-carrier transmission where a bit
stream {bm} is coded and mapped to symbols {sn} in a
nite alphabet S and transmitted over a noisy linear time-
varying multipath wireless channel. For simplicity, we assume
{sn} to be uncorrelated. The complex-baseband channel can
be described by the time-varying length-Nh impulse response
{hn,l}Nh−1

l=0 , where hn,l denotes the time-n response to an im-
pulse applied at time n− l. The complex-valued observations

1Notation: Upper (lower) bold face letters are used for matrices (column
vectors). A∗, AT , AH and A−1 denote the conjugate, transpose, Hermitian
transpose, and inverse of A, respectively. I denotes the identity matrix, in the
nth column of I, and F the unitary N ×N discrete Fourier transform (DFT)
matrix. C(a) denotes the convolution matrix constructed with rst column
a, D(a) the diagonal matrix constructed from vector a, and diag(A) the
vector formed from the diagonal elements of square matrix A. δp denotes
the Kronecker delta, and 〈n〉N denotes n-modulo-N . Finally, CN (µ, Σ)
denotes the multi-dimensional circular Gaussian distribution with mean µ
and covariance Σ.
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Fig. 1. Receiver structure.

{rn} are then given by rn =
∑Nh−1

l=0 hn,lsn−l + νn,where
{νn} is zero-mean circular white Gaussian noise with variance
σ2

w. Note that this describes SC transmission without cyclic
prex.

To implement IFDE and AFDCE jointly, we use overlapped
block-processing with block length N and block shift interval
Nd < N (discussed in Section VI-A). Furthermore, we
consider channel time-variation slow enough to model the
channel as time-invariant within the N -block. In terms of
the block-based quantities rn(i) = riNd+n, sn(i) = siNd+n,
νn(i) = νiNd+n, and hl(i) = hiNd+ N

2 ,l (sampling the channel
in the middle2 of the N -block), the signal received during the
ith block can be expressed as rn(i) =





νn(i) +
n∑

l=0

hl(i)sn−l(i) +
Nh−1∑

l=n+1

hl(i)s〈n−l〉N
(i − 1),

0 ≤ n < Nh − 1,

νn(i) +
Nh−1∑

l=0

hl(i)sn−l(i), Nh − 1 ≤ n < N.

(1)

Note that {rn(i)}Nh−2
n=0 contains inter-block interference

(IBI), i.e., symbol contributions from the previous block.
In the sequel, we will make extensive use of the N -
dimensional vectors r(i) := [r0(i), . . . , rN−1(i)]T , s(i) :=
[s0(i), . . . , sN−1(i)]T , ν(i) := [ν0(i), . . . , νN−1(i)]T , and
h(i) := [h0(i), . . . , hNh−1(i), 0, . . . , 0]T .

III. RECEIVER STRUCTURE

The proposed receiver processing is illustrated in Fig. 1
and the corresponding processing steps are described below
(for the ith block). Since the entire procedure can be repeated
several times per block, the superscript j is used to denote the
iteration index.

S1) Perform IBI-cancellation and CP-restoration on r(i)
using the methods of [17], [18].

S2) With the aid of FFTs, perform frequency-domain MMSE
equalization assuming symbol means and variances ob-
tained through the previous round of decoding. From
the time-domain symbol estimates ŝ(i), extract the
conditional probabilities

{
p(j) (ŝn(i)|sn(i) = s) , ∀s ∈

S
}N−1

n=0
for use in decoding.

S3) Perform maximum a posteriori (MAP) decoding, and
update the extrinsic a priori distribution p(j)

ext(sn(i)).

2For a slowly-varying channel, we reason that the channel sample in the
middle of a block is most representative of the channel during that block.

S4) Using p(j)
ext(sn(i)), generate symbol means s(j)(i) and

variances v(j)
s (i) to be used as priors in the next round

of equalization.
S5) Generate hard decisions from s(j)(i) and use them to

smooth the current channel estimates and predict the
channel for the next block.

For Step S3, we assume that the LOGMAP algorithm [19] is
used for MAP decoding and that the the a priori distribution is
generated in the standard way (see, e.g., [4]). In the following
two sections, we describe the IFDE algorithm (Steps S1, S2,
and S4) and the AFDCE algorithm (Step S5) in detail.

IV. ITERATIVE FREQUENCY-DOMAIN EQUALIZATION

Throughout this section, we will assume perfect knowledge
of the channel coefcients {hl(i)}Nh−1

l=0 . In Section V, we
detail how channel estimates and their errors are computed
and incorporated into IFDE.

Our IFDE begins with IBI-cancellation and CP-
reconstruction. As with the RISIC algorithm [17], we
perform IBI-cancellation with {ŝn(i − 1)}—the nal
estimates of previous-block symbols, and CP-reconstruction
with {s̄(j−1)

n (i)}—the most recent estimates of current-block
symbols, according to y(j)

n (i) =





rn(i) −
Nh−1∑

l=n+1

hl(i)ŝ〈n−l〉N
(i − 1) +

Nh−1∑

l=n+1

hl(i)s̄
(j−1)
〈n−l〉N

(i)

0 ≤ n < Nh − 1
rn(i) Nh − 1 ≤ n < N

(2)

When j = 1, s(j−1)(i) is replaced by a linear estimate of s(i)
obtained from r(i + 1) and r(i), as in [18]. More details on
the generation of {ŝn(i−1)} and {s̄(j−1)

n (i)} will be provided
in the sequel.

Assuming that IBI-cancellation and CP-restoration are per-
fectly executed, y(j)(i) := [y(j)

0 (i), . . . , y(j)
N−1(i)] can be con-

sidered as a noise-corrupted output of a circular convolution
between the channel h(i) and the transmitted symbols s(i),
i.e., y(i) = C

(
h(i)

)
s(i) + ν(i). For notational simplicity,

we suppress the iteration index j for the remainder of this
section. Taking the discrete Fourier transform (DFT) of both
sides of the previous equation, we obtain the frequency-
domain description x(i) = G(i)t(i) + w(i), where x(i),
t(i) and w(i) denote the DFTs of y(i), s(i) and ν(i),
respectively, and where G(i) = D

(
g(i)

)
, g(i)=

√
NFh(i),

and w(i) ∼ CN (0,σ2
wI). We refer to elements in t(i) as

synthetic subcarriers.
Stacking the mean and variance of each element in s(i) into

the vectors s(i) and vs(i), respectively, we can dene t(i) :=
E[t(i)] = Fs(i) and Rtt(i) := cov(t(i)) = F D

(
vs(i)

)
F H .

To simplify the equalization task, we use the approximation
R̃tt(i) := D

(
diag

(
Rtt(i)

))
in place of the true correlation

matrix Rtt(i). This approximation is perfect (i.e., R̃tt(i) =
Rtt(i)) when the elements of s(i) are i.i.d. Note that the
APPLE algorithm proposed in [5], [6] makes the more severe
approximation R̃tt(i) = I .

Taking t(i) and R̃tt(i) as priors, the minimum mean square
error (MMSE) estimate of t(i) is [16]

t̂(i) = t(i) + R̃tt(i)GH(i)R−1
xx

(
x(i) − G(i)t(i)

)
(3)
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for Rxx = G(i)R̃tt(i)GH(i) + σ2
wI . A straightforward

examination of Rtt(i) reveals that the elements on its diagonal
equal vt(i) = 1

N

∑N−1
n=0 vsn(i), so that R̃tt(i) = vt(i)I .

Therefore, from (3), the kth element in t̂(i) can be conve-
niently computed via

t̂k(i) = tk(i)+
vt(i)g∗k(i)

vt(i)|gk(i)|2 + σ2
w︸ ︷︷ ︸

:= bk(i)

(
xk(i) − gk(i)tk(i)

)
. (4)

The time-domain symbol estimates are then obtained via
inverse FFT as ŝ(i) = F−1t̂(i). Approximating the symbol
estimation error distribution as Gaussian (invoking central
limit theorem [20] arguments for large enough N ), we can
generate priors for the MAP decoder via

p(ŝn(i)|sn(i) = s) =
1√

πσ2
n,i|s

exp

(
−(ŝn(i) − un,i|s)2

σ2
n,i|s

)
,

(5)
where un,i|s := E{ŝn(i)|sn(i) = s} and σ2

n,i|s :=
var{ŝn(i)|sn(i) = s} for s ∈ S. It can be shown
[21, App. 2.A] that un,i|s and σ2

n,i|s can be written as

un,i|s = sn(i) + s−sn(i)
N

∑N−1
k=0 bk(i)gk(i), and σ2

n,i|s ≈
1
N

∑N−1
k=0 |bk(i)|2

(
|gk(i)|2ṽn(i) + σ2

w

)
, where ṽn(i) :=

1
N

∑
k %=n vsk(i) and where bk(i) was dened in (4). The latter

approximation follows from the use of R̃tt(i) in place of
Rtt(i), as in (3).

Finally, we consider the update of a priori information for
the MMSE estimator using the extrinsic information provided
by the decoder. As in [4], the soft feedback information can
be expressed as {P (sn(i) = s|ŝ(i))}s∈S , which can be used
to update the mean and variance of sn(i) as follows:

s̄n(i) := E{sn(i)|ŝ(i)} =
∑

s∈S
sP (sn(i) = s|ŝ(i)) (6)

vsn(i) := var{sn(i)|ŝ(i)} =
∑

s∈S
|s−s̄n(i)|2P (sn(i) = s|ŝ(i)).

(7)

V. ADAPTIVE FREQUENCY-DOMAIN CHANNEL

ESTIMATION

In this section, we propose an adaptive frequency-domain
channel estimation (AFDCE) technique that works in conjunc-
tion with our IFDE. Unlike previous approaches to single-
carrier FDCE systems, which are either exclusively pilot-aided
[13], [14] or partially pilot-aided [15], ours is exclusively
decision-directed. The proposed FDCE consists of two stages.
First, per-tone Kalman ltering is used to track the channel
in the frequency-domain, and second, across-tone ltering is
used to rene the channel estimates. This two-stage approach
is motivated by a signicant reduction in complexity relative
to joint Kalman ltering of all tones. In addition, we propose
a method to track the AR model coefcients, since in practice
they will be unknown and time-varying.

A. Per-Tone Channel Estimation

In this section, we assume a wide sense stationary uncor-
related scattering (WSSUS) channel, in which case we can

write E[hl(i)hl+p(i + q)] = σ2
hl
ρqδp, where {ρq} is the time-

domain autocorrelation sequence (normalized so that ρ0 = 1)
and where {σ2

hl
}Nh−1

l=0 is the ISI-power prole. A state-space
model for the kth frequency bin can be formulated using an
M -th order AR model as (see [21, App. 2.C]):

g
k
(i) = Ag

k
(i − 1) + η

k
(i), (8)

xk(i) = gk(i)tk(i) + wk(i) (9)

where we have approximated the synthetic subcarriers corre-
sponding to the hard symbol decisions by the error-free quan-
tities {tk(i)}N−1

k=0 . Here we used g
k
(i) = [gk(i), . . . , gk(i −

M + 1)]T , η
k
(i) = [ηk(i), 0, . . . , 0]T , ηk(i) ∼ CN (0,σ2

η),
and A =

[
αT αM
I 0

]
, where α := [α1,α2, . . . ,αM−1]T

and {αm}M
m=1 denote the AR model coefcients. Given the

channel statistics, {αl}M
l=1 and σ2

η can be obtained via the
Yule-Walker method [16].

Kalman ltering [16] can then be carried out iteratively
through (10)-(14). For this we dene Xk,i := {xk(j)}i

j=0

as the set of observations up to the ith block and P k(i) :=
E

[
εk(i)εH

k (i)
]

where εk(i) := g
k
(i) − ĝ

k
(i|Xk,i−1). Also,

we dene σ2
η := [σ2

η, 0, . . . , 0]T and use ik to denote the
kth column of the identity matrix. Then, assuming that P k(i)
and ĝ

k
(i|Xk,i−1) are available from the previous block, and

initializing (i.e., i = 0) with ĝ
k
(0|Xk,0) = 0 and P k(0) =

R := E{g
k
(0)gH

k
(0)},

qk(i) = P k(i)tk(i)∗i1
(
tk(i)iH

1 P k(i)i1t∗k(i) + σ2
w

)−1
(10)

ek(i) = xk(i) − tk(i)iH
1 ĝ

k
(i|Xk,i−1) (11)

ĝ
k
(i|Xk,i) = ĝ

k
(i|Xk,i−1) + ek(i)qk(i) (12)

ĝ
k
(i + 1|Xk,i) = Aĝ

k
(i|Xk,i) (13)

P k(i + 1) = A(I − qk(i)tk(i)iH
1 )P k(i)AT + D(σ2

η). (14)

B. Across-Tone Channel Renement

Because the channel tracking scheme in Section V-A is
done on a per-tone basis, it has signicantly less complexity
than the full Kalman ltering (i.e., across all tones). However,
it is suboptimal because it ignores correlation between the
elements of g(i). In this section, we propose a computationally
efcient means of rening the per-tone channel estimates that
leverages the correlation structure of g(i).

Say that ĝ(i|Xi) := [ĝ0(i|X0,i), . . . , ĝN−1(i|XN−1,i)]T de-
notes the per-tone estimates of g(i) generated via (10)-(14),
and that ε(i) := g(i)−ĝ(i|Xi) denotes the per-tone estimation
error. The linear renement ğ(i) = Bĝ(i|Xi) that minimizes
the MSE E{‖g(i) − ğ(i)‖2} can be derived as follows.
Assuming that ε(i) is zero-mean with E{ε(i)εH(i)} = σ2

εI
and that E{ε(i)gH(i)} = 0, the orthogonality principle of
MMSE estimation (i.e., E{(g(i) − ğ(i))ĝH(i|Xi))} = 0)
straightforwardly implies that B = Rgg

(
Rgg + σ2

εI
)−1

with
Rgg := E{g(i)gH(i)}. For our WSSUS channel, we show in
[21, App. 2.C] that E[gk(i)gp(i)∗] =

∑Nh−1
l=0 σ2

hl
e−j 2π

N (k−p)l,
which implies that Rgg = F D(Nσ2

h)F H for σ2
h :=

[σ2
h0

, . . . ,σ2
hNh−1

, 0, . . . , 0]T ∈ RN . Writing B = F D(γ)F H

for γ := [γ0, γ1, . . . , γN−1]T and γl =
(
1 + σ2

ε/(Nσ2
hl

)
)−1

shows that MMSE renement can be accomplished using a
fast FFT-based algorithm. In the case that {σ2

ε/σ2
hl
}Nh

l=0 are
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TABLE I
COMPUTATIONAL COMPLEXITY

Task Real Multiplications Real Additions

IFDE 8N log2(N) + 19N 8N log2(N) + 13N
APPLE 8N log2(N) + 11N 8N log2(N) + 10N
MF 14N log2(N) + 12N + 24Nh log2(2Nh) 14N log2(N) + 8N + 24Nh log2(2Nh)
AFDCE N(6M2 + 14M + 9) N(5M2 + 9M + 6)
(from ATCR) + 8MN log2(N) + 8MN log2(N)
(from ATARMC) + M2N + 3MN + 2

3M3 + 3M2 + 2N + M2N + 3MN + 2
3M3 + 2M2 + 2N

LMS-FDCE 8N log2(N) + 6N 8N log2(N) + 6N

unknown, the high-SNR approximation σ2
ε → 0 can be used,

which implies that γl = 1 for l ∈ {0, . . . , Nh − 1} and
γl = 0 otherwise. In any case, it can be shown that the rened-
estimate error ε(i) := g(i) − ğ(i) has covariance Rεε =(
R−1

gg + σ−2
ε I

)−1 = F D(ζ)F H for ζ = [ζ0, ζ1, . . . , ζN−1]T

and ζl =
(
1/(Nσ2

hl
) + 1/σ2

ε

)−1
.

For practical IFDE, the rened channel estimates
{ğk(i)}N−1

k=0 are used in place of {gk(i)}N−1
k=0 in (4). In

this case, x(i) = D(ğ(i))t(i)+z(i), where the effective noise
z(i) := D(ε(i))t(i) + w(i) includes channel estimation error.
Assuming ε(i), t(i), and w(i) are uncorrelated and treating
t(i) as unknown (i.e., Rtt(i) = I) yields Rzz = σ2

zI with
σ2

z =
∑N−1

l=0 ζl + σ2
w, which is then used for σ2

w in (4).
So far we have discussed across-tone renement of a single

vector ĝ(i|Xi). Merging the across-tone renement procedure
with the per-tone Kalman algorithm (10)-(14) requires that,
for each i, across-tone renement is applied to the entire M -
sample block Ĝ(i|Xi) := [ĝ

0
(i|X0,i), . . . , ĝN−1

(i|XN−1,i)]T
and that the rened outputs are used in the forward-prediction
step (13). In total, this procedure consumes 2M FFTs at each
index i.

C. Adaptive Tracking of AR Model Coefcients

When the Doppler spread of the channel is unknown or
time-varying, AR model coefcient estimates can be ob-
tained by tracking the channel statistics. Note that (8) and
the denition of A imply gk(i) = αT g

k
(i − 1) + ηk(i)

for α := [α1,α2, . . . ,αM ]T . For a stationary channel with
Σ := E{g

k
(i)gH

k
(i)} and ) := E{g∗k(i + 1)g

k
(i)}, the

Yule-Walker equations [16] specify that α = Σ−1). When
the statistics are slowly varying, the latter equation can be
used to track the unknown AR coefcients α(i) via estimates
of Σ(i) and )(i). In particular, we can use the recursive
estimates )̂(i) = λ)̂(i−1)+ (1−λ)

N

∑N−1
k=0 ĝ∗k(i)ĝ

k
(i−1) and

Σ̂(i) = λΣ̂(i− 1) + (1−λ)
N

∑N−1
k=0 ĝ

k
(i− 1)ĝH

k
(i− 1), where

λ ∈ (0, 1) is a suitably chosen forgetting factor, to generate the
AR-coefcient estimate α̂(i) = Σ̂

−1
(i))̂(i). Given estimates

of gk(i), α and g
k
(i − 1), the AR model suggests that an

estimate of σ2
η(i) can be obtained via σ̂2

η(i) = λσ̂2
η(i − 1) +

(1−λ)
N

∑N−1
k=0 |η̂k(i)|2 for η̂k(i) = ĝk(i) − α̂T (i)ĝ

k
(i − 1). A

related method of tracking basis expansion coefcients was
proposed in [9] for M = 1 and without the averaging over k.

VI. IMPLEMENTATIONAL CONSIDERATIONS

A. Block Overlapping

Due to causal channel dispersion and lack of CP, the Nh−1
symbols at the end of the block contribute relatively little
energy to the observation and hence are more difcult to
estimate. MAP-decoding error propagation also makes their
neighboring symbols somewhat difcult to estimate. For these
reasons, we choose to keep only the leftmost Nd = N − 2Nh

symbol estimates in each block. Recalling that Nd is the block
shift interval, it can be seen that every symbol will appear
in the beginning of exactly one block. A similar idea was
proposed for CDMA multiuser detection in [22].

B. Complexity Analysis

The computational complexities of IFDE, AFDCE, and re-
lated algorithms from the literature are reported in Table I. For
the symbol detection algorithms,3 Table I reports the number
of real mults/adds required per-iteration to yield N time-
domain symbol estimates. Since the APPLE/MF algorithm
from [5], [6] alternates between the APPLE and MF tasks
depending on the system state, an exact complexity count is
impossible. But if we assume that APPLE/MF complexity falls
midway between that of APPLE and MF, then it can be seen
that IFDE is slightly cheaper.

For the CE algorithms, Table I reports the number of real
mults/adds required to yield N frequency-domain channel
coefcient estimates. In the typical case of large block-length
N and small AR-model order M (e.g., M = 2), the dominant
complexity terms4 in Table I indicate that the complexity of
AFDCE is about M times that of the LMS-based FDCE
algorithm from [23]. In reporting AFDCE complexity, we
isolated the costs of across-tone channel renement (ATCR)
and adaptive tracking of AR model coefcients (ATARMC).

VII. NUMERICAL RESULTS

A. Setup

We considered a single-carrier non-CP system, where the
information bit sequence was encoded with the code gen-

3Complexity is specied per-iteration since both APPLE/MF and IFDE
require approximately the same number of iterations before saturating. Also,
Table I includes the cost of generating priors for MAP-decoding, but not
the cost of computing priors for MMSE-equalization, since this latter cost is
identical for APPLE/MF and IFDE.

4We assumed radix-2 FFTs that cost 2N log2(N) real multiplications and
real additions per real N -vector and 4N log2(N) real multiplications and
real additions per complex N -vector.
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Fig. 2. BER versus SNR for WSSUS Rayleigh channels.
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Fig. 3. Channel-estimate-MSE versus SNR for WSSUS Rayleigh channels.

erator G(D) = (1 + D2, 1 + D + D2) and Gray-mapped
to QPSK. Channel realizations were generated using Jakes’
model with delay spread Nh, exponential power prole
σ2

Nl
= e−l/Nl/

∑Nh−1
l′=0 e−l′/Nl , and autocorrelation ρq =

J0(2πfdTsNq), where J0(·) denotes the 0th-order Bessel
function of the rst kind. The factor “N” appears in ρq because
“q” denotes time-lag in blocks. We focused on (single-sided)
normalized Doppler spread fdTs ∈ {0.00001, 0.00005} and
delay spread Nh = 128, which, e.g., corresponds to Doppler
spread fd ∈ {100, 500}Hz and delay spread of 12.8 µs at sam-
pling rate T−1

s = 10 MHz. We used block-length N = 512,
block-shift interval Nd = 256, AR model order M = 2, and
Niter = 5 iterations for both APPLE/MF and IFDE (since
more iterations did not signicantly improve performance).
For AFDCE across-tone channel-renement, the “high-SNR”
approximation from Section V-B was used, avoiding the
need to know σ2

ε . Our results represent the average of 1000
independent experiments of 51200 consecutive data symbols.
Each length-51200 data-symbol sequence was preceded by
a length-N (random QPSK) pilot-symbol sequence for CE
initialization.
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Fig. 4. BER versus SNR for WSSUS Rayleigh channels.

B. Results

First, we compared our proposed IFDE/AFDCE to IFDE
with a perfectly known channel. Figure 2 shows that our
IFDE/AFDCE performed within 1dB of this genie-aided
bound. Next, we compared our IFDE and AFDCE algorithms
to the most closely related frequency-domain equalization
and channel estimation algorithms in the literature. In one
test, we combined our IFDE with the LMS-based FDCE
algorithm from [23]. For this LMS-based FDCE algorithm,
we empirically chose step-size µ = 0.1 when fdTs =
0.00001, and µ = 0.5 when fdTs = 0.00005, since no
optimal choice of µ was specied in [23]. The resulting
steady-state BER and channel-estimation-MSE are reported
in Fig. 2 and Fig. 3, respectively, where it can be seen
that our proposed IFDE/AFDCE outperformed the IFDE/LMS
combination throughout the SNR range, and more signicantly
so at higher Doppler. In another test, we combined our
AFDCE with the APPLE-MF equalization algorithm from [5],
[6]. Figures 2 and 3 show that our proposed IFDE/AFDCE
outperforms APPLE-MF/AFDCE throughout the SNR range.

To investigate the effect of the across-tone channel rene-
ment (ATCR) procedure proposed in Section V-B, we plotted
BER versus SNR with and without ATCR in Fig. 4. There it
can be seen that the gain of ATCR is signicant throughout the
SNR range, despite the use of the high-SNR approximation.

In Fig. 5, we again compared the performance of our
IFDE/AFDCE combination to IFDE/LMS, but this time we
used an adaptive-step-size version of the LMS-based FDCE
from [23] and tested the algorithms with a non-stationary
channel. For this, we used a channel where fdTs = 0.00001
for the rst 51200 symbols, fdTs = 0.00005 for the last 51200
symbols, and where the Doppler spectrum smoothly transi-
tions between these cases during the middle 51200 symbols.
Figure 5 shows that IFDE/AFDCE achieved lower channel-
estimation-MSE than IFDE/LMS and that IFDE/AFDCE has
the ability to adapt to varying channel statistics while main-
taining excellent BER performance.
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Fig. 5. Channel-estimate-MSE and BER versus block index at SNR= 7dB
for a non-stationary Rayleigh channel which transitions from fdTs =
0.00001 to fdTs = 0.00005.

VIII. CONCLUSION

In this paper, we presented an algorithm for joint frequency-
domain equalization and channel estimation appropriate for
the reception of single-carrier non-CP transmissions over
time-varying long-delay-spread channels. In particular, we
detailed an improved IFDE algorithm based on frequency-
domain turbo equalization, and proposed a novel AFDCE
with robustness to fast-fading. Numerical results show that
the proposed IFDE-plus-AFDCE scheme demonstrates state-
of-the-art performance in both stationary and non-stationary
channels while maintaining low complexity via its frequency-
domain operation. Deeper analytical insights into the conver-
gence behavior of AFDCE will be the subject of future work.
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