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Abstract—Considering the dearth for spectrum in the con-
gested microwave band, the next generation of cellular com-
munication systems is envisaged to incorporate part of the
millimeter wave (mm-wave) band. Hence recently, there has been
a significant interest in beamforming aided mm-wave systems.
We consider a downlink multiuser mm-wave system employing a
large number of antennas combined with a fewer radio frequency
(RF) chains both at the base station (BS) and at each of the user
equipment (UE). The BS and each of the UE is assumed to
have a hybrid beamforming architecture, where a set of analog
phase shifters is followed by digital precoding/combiningblocks.
In this paper, 1) we propose an iterative matrix decomposition
based hybrid beamforming (IMD-HBF) scheme for a single-
user scenario, which accurately approximates the unconstrained
beamforming solution, 2) we show that the knowledge of the angle
of departure (AoD) of the various channel paths is sufficient
for the block diagonalization (BD) of the downlink mm-wave
channel and hence for achieving interference free channelsfor
each of the UEs, 3) we propose a novel subspace projection
based AoD aided BD (SP-AoD-BD) that achieves significantly
better performance than the conventional BD, while still only
requiring the knowledge of the AoD of various channel paths,4)
we use IMD-HBF in order to employ SP-AoD-BD in the hybrid
beamforming architecture and study its performance with respect
to the unconstrained system. We demonstrate using simulation
results that the proposed IMD-HBF gives the same spectral
efficiency as that of the unconstrained system in the single user
scenario. Furthermore, we study the achievable sum rate of the
users, when employing SP-AoD-BD with the aid of IMD-HBF
and show that the loss in the performance with respect to the
unconstrained system as well as the existing schemes is negligible,
provided that the number of users is not excessive.

Index Terms—Block diagonalization, mm-wave communica-
tion, Hybrid beamforming, precoding and combining.

I. I NTRODUCTION

The increased demand for higher data rates in 5G are
envisaged to be met by utilizing the large unlicensed spectral
resources of millimeter wave (mm-wave) frequencies [1]-
[3]. However, operating at mm-wave frequencies comes with
several hurdles that have to be overcome, which include
the severe path loss due to the high operating frequency,
limited scattering resulting in both spatially and temporally
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sparse channels [4], [5], the high implementation complexity
of the associated multi-carrier system etc. The issue of path
loss and channel sparsity can be overcome by employing
beamforming (BF) at both transmitter and receiver, which
allows us to achieve a sufficiently high signal-to-noise ratio
(SNR) [6], which is imperative for reliable communication.
Furthermore, operating at mm-wave frequencies has the advan-
tage of accommodating a large number of antennas in a limited
space, since the antenna dimension as well as theλ/2-based
antenna spacing will be of the order of millimeters. Since
employing digital BF for a large number of antennas imposes
a high system complexity, a hybrid architecture that uses
analog phase shifters in conjunction with a reduced number of
radio frequency (RF) chains is conceived [7]-[14], [29], [30].
Beamforming using this hybrid architecture is often referred to
ashybrid beamforming(HBF). Furthermore, the antenna array
structures considered in the HBF literature can be broadly
classified as 1) Full-array structures (FAS), where the signals
from all the receive (and transmit) antennas are phase-shifted
and combined for baseband processing at the receiver (and
transmitter) and 2) Array of sub-arrays (ASA), where the
signals from asubsetof receive (and transmit) antennas are
phase shifted and combined for baseband processing at the
receiver (and transmitter).

The optimal precoding/combining matrices designed for
HBF are obtained by maximizing the system capacity over
the feasible set of analog and digital BF matrices at both the
transmitter and receiver [7]-[14]. Specifically, the authors of
[8]-[10] propose a Basis Pursuit aided method for obtaining
an analog BF matrix and a Least Squares (LS) based method
for the digital BF matrix computation, Niet al [11] pro-
pose a Convex Quadratic Programming based approach for
obtaining an analog BF matrix and an LS based digital BF
matrix computation method, [12] while Singh and Ramakr-
ishna propose adominant beambased selection approach for
obtaining an analog BF matrix and then invoke a predefined
codebook for the digital BF matrix. Furthermore, Daiet al [13]
present a successive interference cancellation based approach
for obtaining the analog BF matrix and a mean square error
minimization approach for the digital BF matrix computation,
Raghavanet al [14] study the advantages of directional BF
by considering two-path mm-wave channels. All the existing
approaches either assume the knowledge of full channel state
information (CSI) or of partial CSI and obtain the optimal
BF matrices that best approximate the dominant left and right
singular vectors of the channel matrix.
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TABLE I
COMPARISON OF VARIOUS EXISTINGHBF SOLUTIONS FOR MULTI-USER COMMUNICATION.

BS BS BS BS No. of streams Comments on BF
Antenna array Analog BF Digital BF CSI per user and CSI usage

Le Liang et al [16] FAS EGT/ ZF Full and perfect 1 Generic
PZF

Stirling et al [17] ASA Combinatorial MMSE/BD Full and perfect Ns ≥ 1 Generic
search

Jinho Choi [18] FAS OMP None Imperfect estimate 1 Specific to
mm-wave

Ahmedet al [19] FAS Combinatorial ZF Imperfect baseband 1 Specific to
search channel estimate mm-wave

Weihenget al [20] FAS EGT BD Full and perfect Ns ≥ 1 Generic

Specific to
Bogaleet al [21]† FAS OMP LS Full and perfect Ns ≥ 1 mm-wave

† Approximates conventional full-digital BD solution.

Apart from the above methods conceived for single-user
communication, recently there have been a few significant
developments in HBF also for multi-user (MU) communica-
tion [16]-[20]. Specifically, Lianget al [16] present a phased-
zero forcing (PZF) method, where the analog BF matrix of
the base station (BS) is chosen to be the phase matrix of
the conjugate of the composite downlink channel, while the
digital precoder is chosen based on the conventional zero
forcing (ZF) approach. The analog beam selection of [16] is
similar to that proposed in [22]. In [17], the authors propose
both single and multi-user based analog beam selection, while
considering both minimum mean square error (MMSE) and
ZF based solutions for digital precoding. In [18], the authors
propose beam selection algorithms based on the compressive
sensing approach, which rely on the orthogonal matching
pursuit (OMP) algorithm [23] for finding dominant beams. In
[19], the authors propose a two-stage algorithm in which the
first stage obtains the analog BF matrices and the second stage
obtains the digital BF matrix based on the classic zero-forcing
approach. In [20], the authors propose equal gain transmission
(EGT) based analog BF combined with block diagonalization
(BD) based digital precoding. It is worth mentioning that most
of these schemes aregeneric in the sense that they do not
exploit the mm-wave channel characteristics and hence can be
used in other channels as well. In [21], the authors considerthe
conventional BD solution [25] and then approximate it with the
aid of an OMP based hybrid BF solution. The performance of
the proposed hybrid BF solution in [21] is upper bounded by
that of the full-digital version [25]. Table I compares various
aspects of the above methods.

Against this background, the following are the new contri-
butions of this paper.

1) Considering an FAS based single user communication
system, we propose a low-complexity iterative matrix
decomposition (IMD) that factors the dominant singular

vectors of the channel into equal-gain element analog
BF matrix and a power-constrained digital BF matrix.
We show with the aide of simulation results that the
proposed IMD based solution gives an accurate rep-
resentation of the singular vectors and hence achieves
nearly the same throughput as that of the unconstrained
massive multiple input multiple output (MIMO) system.
Furthermore, we evaluate the angular resolution of the
analog phase shifters required for achieving nearly the
same throughput as that attained by having infinite-
resolution phase shifters.

2) It is widely recognized that operating at mm-wave
frequencies is expected to impose less inter-user inter-
ference compared to systems operating at microwave
frequencies, an advantage which is yet to be sufficiently
exploited. Note that most of the schemes considered
in Table I are generic and do not explicitly exploit
the specific characteristics of the mm-wave channel. By
exploiting the spatial-domain sparsity of the mm-wave
channel, first we show that it is not necessary to have full
CSI at the BS. Indeed, having only the knowledge of the
angle of departure (AoD) of the signal paths associated
with the various users is sufficient for achieving BD
of the composite multi-user channel. This method of
BD is termed as AoD aided BD (AoD-BD), which was
first studied in [25] (Section III-C), although not in the
context of mm-wave communication. Even though, the
knowledge of AoD is sufficient to block-diagonalize the
multi-user channel, we show that this approach is not
suitable for mm-wave communication, since it would
result in poor signal power owing to the channel’s
spatial sparsity. We propose a novel BD scheme in order
to overcome this problem by ensuring that the block-
diagonalized channel of each user falls in the corre-
sponding user signal-space, thus enhancing the user’s
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signal quality. Note that this approach is fundamentally
different from the existing BD schemes [24], [25], where
the precoders are designed only to block-diagonalize the
multi-user channel without any explicit motivation to
enhance the signal power. The BD schemes in the exist-
ing mm-wave communication literature are employed in
the digital domain, while the RF precoding is generally
employed using beam-steering [18], [19]. Explicitly, the
BF and BD are performed independently in the analog
and digital domains, respectively. In contrast to this, the
proposed scheme combines BD and BF into a single
amalgamated operation, resulting in a novel digital BD
precoder which is different from the existing BD solu-
tion [25]. The proposed scheme is termed as subspace
projection based AoD aided BD (SP-AoD-BD). While
the proposed scheme enjoys the benefit of partial CSI for
achieving BD, it suffers from a marginal performance
loss w.r.t. the existing schemes (see Section V), when
the number of usersK is excessive. Note that this issue
can be overcome by employing a larger antenna array at
the BS, thus making the proposed solution an attractive
downlink mm-wave communication technique.

3) The above SP-AoD-BD is proposed for unconstrained
systems. Hence we further extend it to realistic con-
strained FAS based systems with the aid of the IMD
based HBF described in 1) above. This scheme is
referred to as the subspace projection based AoD aided
BD combined with HBF (SP-BD-HBF).

The remainder of the paper is organized as follows. Sec-
tion II outlines the system model that describes the BS and
the UE antenna arrays as well as the mm-wave channel model
considered. In Section III, we present our IMD proposed for a
single user scenario. Section IV presents the proposed AoD-
BD and SP-AoD-BD methods. Finally, our simulation results
and discussions are presented in Section V, while Section VI
concludes the paper.

Notations:Uppercase and lowercase boldface letters repre-
sent matrices and vectors, respectively. The Frobenius norm
of a matrix or the two-norm of a vector is represented by
‖ · ‖. Furthermore,CN (µ, σ2) denotes a complex Gaussian
random variable with meanµ and varianceσ2, and the field
of complex and real numbers are represented byC and
R, respectively. IfB ∈ Cm×n such thatai,je

jbi,j is the
polar representation of the(i, j)th elementB(i,j), then ∡B

represents a matrix whose(i, j)th element∡B(i,j) = ejbi,j .
The |B| represents the determinant of the matrixB. The
span(B) represents the space spanned by the columns ofB.
Furthermore, the notations of(·)T , (·)H , and(·)∗ indicate the
transpose, Hermitian transpose, and complex conjugate of a
matrix/vector, respectively. Furthermore,C([q : r], :) defines
a matrix with rowsq, q+1, . . . , r−1, r of C andC(:, [p : q]) is
a matrix with columnsp, p+1, . . . , q−1, q of C. The expected
value of a random quantityY is represented byE[Y].

II. SYSTEM MODEL

A. Channel Model

Assuming the geometric model of [8]-[11] for the narrow-
band mm-wave channel between the BS and each UE, we

have

Hj =
√

NtNr

Lj
∑

i=1

β
(j)
i er(θ

(j)
i )eH

t (φ
(j)
i ), 1 ≤ j ≤ K, (1)

whereLj is the number of channel paths between the BS and
the jth user,β(j)

i ∼ CN (0, 1) is the gain of theith path of the
jth user’s channel,(θ(j)

i , φ
(j)
i ) represent the angle of arrival

(AoA) and angle of departure (AoD) of theith path of the
jth user,er andet represent the spatial receive and transmit
signatures of a uniform linear array (ULA), respectively, which
are given by

er(θ) =
1√
Nr

[

1, ej 2π
λ

d cos θ, . . . , ej 2π
λ

d(Nr−1) cos θ
]T

,

et(φ) =
1√
Nt

[

1, ej 2π
λ

d cos φ, . . . , ej 2π
λ

d(Nt−1) cos φ
]T

,

whered is the separation between the antenna elements and
λ is the carrier’s wavelength. We assume thatLj = L,
(θ

(j)
i , φ

(j)
i ) ∈ [0, 2π] for 1 ≤ j ≤ K. Equation (1) can be

expressed in a compact form as

Hj = E(j)
r D(j)E

(j)
t

H
, (2)

where

E(j)
r =

[

er(θ
(j)
1 ), er(θ

(j)
2 ), . . . , er(θ

(j)
L )

]

, (3)

E
(j)
t =

[

et(φ
(j)
1 ), et(φ

(j)
2 ), . . . , et(φ

(j)
L )

]

, (4)

andD(j) is a diagonal matrix whosekth diagonal entry is given
by D

(j)
(k,k) =

√
NtNrβ

(j)
k . Note that the results presented in

this paper also hold for other antenna array structures as well,
such as uniform planar arrays or uniform circular arrays.

B. Unconstrained System

Assuming that both the BS and the UEs haveNt and Nr

RF chains and employ complete digital processing, the signal
received at thejth UE is given by

yj = WH
j HjFx + WH

j nj ∈ C
Ns , (5)

whereWj ∈ CNr×Ns is the receiver’s combining matrix of
the jth user,F ∈ C

Nt×KNs is the transmit precoding matrix,
x =

[

xT
1 ,xT

2 , . . . ,xT
K

]T ∈ CKNs is the transmit vector in
which the jth user’s symbols are represented byxj ∈ CNs

such thatE[xxH ] = P
KNs

IKNs
, where P is total transmit

power at the BS andnj ∈ CNr is the additive white Gaussian
noise vector whose elements are fromCN (0, 1). Furthermore,
the precoding matrix is normalized to satisfy‖F‖2 = KNs

and the combining matrix of each user is normalized to satisfy
‖Wj‖2 = Ns. We use this system for benchmarking the
performance of the various methods proposed that rely on
constrained precoding and combining matrices.

C. Constrained FAS based System

Since havingNt and Nr RF chains imposes a high cost
and complexity, HBF has gained popularity which uses fewer
RF chains in conjunction with analog phase shifters [8]. Let
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us consider a MU-MIMO system, where the BS is assumed
to haveNt antennas andMt RF chains, whilst each of the
K users is assumed to haveNr antennas andMr RF chains.
At the BS, the signal from each RF chain is appropriately
phase shifted before being fed to each of the antenna elements.
By contrast, at the UE, the signal received at each of the
antenna elements is appropriately phase shifted before being
fed to each RF chain. In this paper, we consider only downlink
communication, where the BS acts as the transmitter while the
UEs act as the receivers. Furthermore, the number of downlink
data streams sent to each user is assumed to beNs = Mr. The
signal received by thejth user is given by

yj = GH
j ΦH

j HjΘCx + GH
j ΦH

j nj ∈ C
Ns , (6)

whereΦj ∈ CNr×Ns andGj ∈ CNs×Ns are the analog and
digital combining matrices of thejth user, respectively,Θ ∈
CNt×KNs and C ∈ CKNs×KNs are the analog and digital
precoding matrices, respectively. Furthermore, the analog and
digital precoding matrices are normalized to satisfy‖ΘC‖2 =
KNs, while the analog and digital combining matrices of each
user are normalized to satisfy‖ΦjGj‖2 = Ns.

III. PROPOSEDITERATIVE MATRIX DECOMPOSITION FOR

HBF

Considering the single user scenario(j = 1), the optimal
precoding and combining matrices for the unconstrained sys-
tem are the right and left singular vectors associated with the
Ns dominant singular values of the channel. Several methods
are available in the existing literature that approximate these
singular vectors [7]-[13] by the product of the analog and
digital precoding/combining matrices. Most of these meth-
ods use matrices constituted by the beam steering vectors
or equal gain elements in order to obtain analog precod-
ing/combining matrices. In this section, we present a simple
iterative method conceived for obtaining the analog and digital
precoding/combining matrices that are close approximations
of the singular vectors that are optimal for unconstrained
systems. We assume that the transmitter and receiver have
perfect knowledge of the right and left singular vectors of
the channel, which can be acquired with the aid of channel
sounding (refer Section III-A [9]).

Algorithm 1 presented below gives the details of the pro-
posed iterative method of obtaining the precoding/combining
matrices for HBF.

The physical interpretation of the above algorithm is as
follows. In Step 1 of the Algorithm 1, the equal-gain element
precoding/combining matrices are obtained. In Step 2, the
digital precoding/combining matrices are generated that best
approximate the unconstrained solution in the LS sense. In
Step 3, theresidual information in the unconstrained solution
is obtained, which is approximated in the next iteration.
Step 4 gives the precoding and combining matrices for the
constrained FAS based system. We term this approach as the
IMD based HBF (IMD-HBF).

A. Convergence of IMD-HBF:

The main idea used in the IMD algorithm is to alternatively
project the unconstrained solution into the feasible spaces of

Algorithm 1 Proposed IMD Algorithm for HBF

Require: k = 0, H = UΣVH , max_iterations,
W = U(:, [1 : Mr]), F = V(:, [1 : Mt]),
Wtmp = W, Ftmp = F,
while k < max_iterations do

1. Φ = ∡Wtmp, Θ = ∡Ftmp,
Φ← Φ√

Nr
, Θ← Θ√

Nt
,

2. G = (ΦHΦ)−1ΦHW, C = (ΘHΘ)−1ΘHF,
3. Wtmp = WG−1, Ftmp = FC−1,
4. W′ = ΦG, F′ = ΘC,

W′ ← W
′

‖W′‖
√

Mr, F′ ← F
′

‖F′‖
√

Mt

end while

the analog and digital BF matrices, so that the residual error
monotonically reduces every iteration. Fig. 1 gives a pictorial
depiction of the IMD iterations. Before proceeding further, let
us introduce the following definition.

Definition 1: Let A andB selected fromCm×n, with m≫
n. The subspacesspan(A) andspan(B) are said to benon-
intersecting or parallel, if C = [A B] has rank of2n. In other
words,span(A) ∩ span(B) = φ.

Assuming that the HBF precoding and combining matrices
in the kth iteration areF′

k = ΘkCk and W′
k = ΦkGk, the

residual error is given by

F− F′
k = F−ΘkCk = ∆k, (7)

W −W′
k = W −ΦkGk = Γk. (8)

We use the following terms in order to quantify the residual
error as a function of the number of iterations:

‖∆k‖2 = ‖F− F′
k‖2 = ‖F−ΘkCk‖2, (9)

‖Γk‖2 = ‖W−W′
k‖2 = ‖W−ΦkGk‖2, (10)

where (9) represents the error inF′
k and (10) gives the error in

W′
k. The matricesFtmp andWtmp used in the next iteration

are given by

FC−1
k = Θk + ∆kC

−1
k , (11)

WG−1
k = Φk + ΓkG

−1
k , (12)

where the terms∆kC
−1
k and ΓkG

−1
k act as the correction

factors for the analog precoding and combining matrices,
since they belong to the orthogonal space ofΘk and Φk,
respectively. This can be readily verified as follows:

ΘH
k ∆k = ΘH

k (F−ΘkCk), (13)

= ΘH
k F−ΘH

k ΘkCk, (14)

= ΘH
k F−ΘH

k Θk(ΘH
k Θk)−1ΘH

k F, (15)

= O. (16)

Similarly, it can be shown thatΦH
k Γk = O. In the next

iteration, we haveΘk+1 = ∡(FC−1
k )/
√

Nt and Φk+1 =
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∡(WG−1
k )/
√

Nr, which satisfy

Θk+1 = argmin
|Θ(i,j)|=1/

√
Nt

‖FC−1
k −Θ‖2, (17)

Φk+1 = argmin
|Φ(i,j)|=1/

√
Nr

‖WG−1
k −Φ‖2. (18)

Please refer to Appendix A for an explicit proof of (17) and
(18). From (17) and (18), we have

‖FC−1
k −Θk‖2 > ‖FC−1

k −Θk+1‖2, (19)

‖WG−1
k −Φk‖2 > ‖WG−1

k −Φk+1‖2. (20)

Note thatF, Θk, and Θk+1 form a set of mutuallynon-
intersectingsubspaces1 as depicted inIteration 2 of Fig. 2,
which follows from the following facts:

1) ∆k is orthogonal toΘk (16);
2) FC−1

k ∈ span(F) is obtained by translatingΘk by
∆kC

−1
k (11);

3) Θk+1 is not in the space spanned by eitherF or Θk

(19).

In Fig. 2, the circle represents the set of equal-gain matrices
given by

{

A ∈ C
Nt×Mt

∣

∣

∣
|A(i, j)| = 1/

√

Nt

}

. (21)

From (19), it is evident thatFC−1
k ∈ span(F) is closer to

Θk+1 than toΘk. Considering the fact thatF, Θk, andΘk+1

arenon-intersecting, it is reasonable to expect that

‖F−ΘkCk‖2 > ‖F−Θk+1Ck‖2. (22)

Note that if Ck is unitary, then (22) follows directly from
(19), since‖FC−1

k −Θk‖2 = ‖F−ΘkCk‖2 and‖FC−1
k −

Θk+1‖2 = ‖F − Θk+1Ck‖2. However, whenCk is not
unitary, we can still develop further insights by bounding (22).
The following proposition is useful in this regard.

Proposition 1: Let F, Ck, Θk, and Θk+1 be defined as
above. LetA = CkC

H
k and

B = (FC−1
k −Θk)H(FC−1

k −Θk)

− (FC−1
k −Θk+1)

H(FC−1
k −Θk+1).

(23)

Then, we have

‖F−ΘkCk‖2 − ‖F−Θk+1Ck‖2 ≥
λmin(A)tr(B) + λmin(B) [tr(A)−Mtλmin(A)] .

(24)

Please refer to Appendix B for the proof of Proposi-
tion 1. Note that in (24), we haveλmin(A) ≥ 0, since
CkC

H
k is positive semi-definite,tr(B) > 0 from (19),

[tr(A)−Mtλmin(A)] ≥ 0 and λmin(B) can be either
positive or negative. Whenλmin(B) ≥ 0, it is easy to see
that (22) holds, since the lower bound in (24) is non-negative.
Whenλmin(B) < 0, the magnitude of the quantity(tr(A)−
Mtλmin(A)) decides the sign of the lower bound in (24). Note
that(tr(A)−Mtλmin(A)) =

∑Mt

i=1(λi(A)−λmin(A)) mea-
sures thespreadin the eigenvalues ofA. Since the eigenvalues
of A = CkC

H
k are the same as that ofCH

k Ck, let us take
a closer look at this matrix. SinceCk = (ΘH

k Θk)−1ΘH
k F,

1For more details about the geometric interpretation of subspaces and linear
varieties, please refer to Chapter 2 in [26].

Θ = ∡Ftmp/
√

Nt C = (ΘH
Θ)−1

Θ
H
F

Wtmp = WG
−1

Ftmp = FC
−1

Φ = ∡Wtmp/
√

Nr G = (ΦH
Φ)−1

Φ
H
W

[Iteration 1:Ftmp = F

Wtmp = W]

Fig. 1. Pictorial depiction of the IMD iterations.

we have CH
k Ck = FHΘk(ΘH

k Θk)−2ΘH
k F. It can be

verified that each of the diagonal entries ofΘH
k Θk is 1

and the off-diagonal entries are of the form
∑Nt

i=1 eiθi/Nt.
When Nt is large, it can be readily seen that the off-
diagonal entries tend to zero, hence we have the approximation
CH

k Ck ≈ FHΘkΘ
H
k F. Furthermore, it can be easily verified

that the (i, i)th diagonal entry ofFHΘk is ‖F[:, i]‖1/
√

Nt

and the(i, j)th entry is of the form
∑Nt

k=1 |F[k, i]|(∡F[k, i] ·
∡F[k, j])/

√
Nt. Again, for largeNt, the off-diagonal entries

become negligible. Thus, based on the Greshgorin circle
theorem of [28], we have|λi(A)−‖F[:, i]‖21/Nt| < ǫi, where
ǫi is the magnitude of the sum of off-diagonal entries in theith

row of CH
k Ck. Since{F[:, i]}Mt

i=1 are orthonormal columns,
each of‖F[:, i]‖21/Nt are nearly identical, whenNt is large.
Thus, the spread in the eigenvaluesλi(A) is nearly zero, hence
(22) holds. Furthermore, it may be readily shown that

‖F−Θk+1Ck‖2 > min
C

‖F−Θk+1C‖2,

and hence we have

‖F−Θk+1Ck‖2 > ‖F−Θk+1Ck+1‖2, (25)

whereCk+1 = arg minC ‖F − Θk+1C‖2. Thus, from (22)
and (25) we have

‖F−ΘkCk‖2 > ‖F−Θk+1Ck+1‖2, (26)

=⇒ ‖∆k‖2 > ‖∆k+1‖2. (27)

Thus, the residual error in each iteration is non-increasing.
Furthermore, we validate (26) with the aid of the simulation
results in Section V (see Fig. 7).

B. Comparison with the Existing Schemes

Most of the existing schemes found in the literature [7]-[14]
consider the analog BF matrices to be beamsteering matrices
and iteratively obtain the digital BF matrices by employ-
ing Least Squares (LS) weight-optimization. A popular low-
complexity solution in this set of schemes is the Basis Pursuit
based precoding scheme of [8], [9], which uses beamsteering
matrices as the analog precoder/combiner and obtains the
digital precoder/combiner based on a greedy search method.
On the other hand, the authors of [14] propose a simple
directional BF approach, where only analog BF matrices are
employed, which are obtained based on the dominant channel
paths. All these schemes use steering vectors invoked for
analog BF, which do not completely exploit the degrees of
freedom that the phase shifters offer. Note that each phase
shifter can take any value in[0, 2π] regardless of the other
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Θ1C1
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√
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min ‖F−Θ‖
‖∆1‖

‖∆2‖

Fig. 2. Geometric interpretation of the IMD iterations.

phase shifters, but due to the nature of constant phase offset
between the elements in the steering vector, the available DoFs
are not completely exploited.

• In the proposed scheme, we have not employed steering
vectors, but instead we have used the∡(·) operator which
gives a higher DoF and enables us to more closely
approximate the unconstrained solution.

• In contrast to the existing schemes [7]-[14], where the
HBF matrix is constructed column-by-column, we con-
sider the entire unconstrained solution (i.e. all columns
taken together) and iteratively improve the approxima-
tion.

• In contrast to the scheme in [15], the proposed algorithm
iteratively improves the hybrid approximation of the dig-
ital precoder, while the approximation is anon-iterative
single-step procedure in case of the scheme in [15]. Fur-
thermore, the digital precoders of [15] correspond to the
finite input alphabet, which is in contrast to the Gaussian
input alphabet considered in this paper. Furthermore, the
scheme of [15] invokes a computationally demanding
gradient ascent method for maximizing the mutual in-
formation, while as the proposed solution requires only
three simple algebraic steps in each iteration, as shown
in Fig. 1.

Owing to the above reasons, the proposed solution attains bet-
ter performance than the existing solutions, which is confirmed
by our simulation results presented in Section V.

Furthermore, the analog phase shiftersΦ and Θ in Al-
gorithm 1 are assumed to have an infinite resolution, hence,

the phase angle of each element in them is assumed to take
continuous values in[0, 2π]. Naturally, practical phase shifters
have implementation constraints, hence they are restricted to
take discrete phase values. Thus, it is of practical significance
to study the performance of Algorithm 1 assuming finite-
resolution phase shifters. The performance of Algorithm 1
having phase shifters associated with discrete quantization
levels is characterized in Section V.

IV. PROPOSEDBLOCK DIAGONALIZATION WITH

UNCONSTRAINED AND CONSTRAINED BF

In this section, we first show that the knowledge of the
AoD of various signal paths between the BS and various
UEs is sufficient for block-diagonalizing the mm-wave MU-
MIMO channel. Then, we propose a novel AoD aided BD
method that differs from conventional BD, where the gain
of each block-diagonalized channel is improved further by
subspace projection, which is equivalent to combining both
BD and BF to each user. While these methods are primarily
proposed for unconstrained systems, we extend these methods
to constrained FAS based systems with the aid of our IMD
based HBF proposed in Section III.

A. Sufficient CSI for BD

Considering the unconstrained mm-wave MU-MIMO sys-
tem given by (5), the composite user channel can be written
as

Hcomp =
[

HT
1 ,HT

2 , · · · ,HT
K

]T ∈ C
KNr×Nt , (28)

while the precoding matrix can be formulated as

F = [F1,F2, · · · ,FK ] ∈ C
Nt×KNs , (29)

whereFi ∈ CNt×Ns is the precoding matrix associated with
the ith user.

Definition 2: A precoding matrix F is said to block-
diagonalize the composite user channelHcomp, if HiFj =
ONr×Ns

for 1 ≤ i 6= j ≤ K.
The following proposition [25] shows that the knowledge of
AoD is sufficient for achieving BD.

Proposition 2 ([25] Spencer et. al.):Given a composite
user channelHcomp, the knowledge of the AoDs of various

users given by
{

E
(1)
t ,E

(2)
t , · · · ,E(K)

t

}

is sufficient for ob-
taining a block-diagonalizing precoderF.

Proof: The composite user channel can be written as

Hcomp =











H1

H2

...
HK











=















E
(1)
r D(1)E

(1)
t

H

E
(2)
r D(2)E

(2)
t

H

...

E
(K)
r D(K)E

(K)
t

H















, (30)

= H̄rEtcomp, (31)
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where

H̄r =













E
(1)
r D(1) O · · · O

O E
(2)
r D(2) · · · O

...
...

. . .
...

O O · · · E
(K)
r D(K)













, (32)

and Etcomp =
[

E
(1)
t ,E

(2)
t , . . . ,E

(K)
t

]H

. Let Qj =
[

E
(1)
t , . . . ,E

(j−1)
t ,E

(j+1)
t , . . . ,E

(K)
t

]H

= UjΣjV
H
j for 1 ≤

j ≤ K. AssumingNt ≥ KL and L = Ns for the sake of
simplicity, we opt for

Fj = Vj(:, [Nt − L + 1 : Nt]) ∈ C
Nt×L

, (33)

which is a subset of the null-space basis ofQj . Thus, we have

QjFj = O(K−1)L×L, (34)

for 1 ≤ j ≤ K. Now, consideringHiFj for 1 ≤ i 6= j ≤ K,
we have

HiFj = E(i)
r D(i)E

(i)
t

H
Fj , (35)

= ONr×L, (36)

where the equality in (36) follows from (34). This concludes
the proof.

While the precoder of (33) is suitable for block-
diagonalizing the composite user channel, it does not
capture the user-signal power effectively. This is so be-
cause the null-space basis ofQj is of dimensionNt −
(K − 1)L, from which an L dimensional subspace
Vj(:, [Nt − L + 1 : Nt]) ∈ C

Nt×L is sought as the precoder.
Since Nt is very large andL is quite small in mm-wave
communication, a naive choice of picking the lastL basis
vectors as in (33) ([24], [25]) for constructing the precoder
would result in very poor performance, since this choice of
basis may potentially be orthogonal to the user-signal. This
problem can be severe when the number of usersK is very
small. This issue is overcome by choosing a set of basis vectors
in the null-space ofQj thatalign with the user-signal’s space.

B. Proposed Subspace Projection based AoD aided BD (SP-
AoD-BD)

While it is plausible from Proposition 2 that the knowledge
of the AoD of various signal paths between the BS and UEs
is sufficient to block-diagonalize the downlink mm-wave MU-
MIMO channel, the choice of the precoder formulated in (33)
[24], [25], does not ensure that the signal energy is maximized
in the direction of the intended UE, which would be imperative
for achieving reasonable SNRs in mm-wave communication.
Let us illustrate this problem with the aid of an example.
Consider a three-user scenario with two channel paths between
the BS and each of the users, as illustrated in Fig. 3. Let
us assume that the BS is capable of transmitting in sixteen
orthogonal directions and the channel paths associated with
the three users are aligned with the orthogonal directions,as
shown in Fig. 3. In conventional BD [25], any set of vectors
orthogonal to the directions corresponding to users 1 and 2

Fig. 3. Pictorial depiction of the signal directions and theinterference
directions associated with users 1, 2 and 3.

(i.e. beams 3, 4, 7 and 9 in Fig. 3) are picked. This could be
any beam from 1 to 16, except those corresponding to users
1 and 2. For example, beams 1 and 6 could be selected, but
this would yield nearly zero SNR for user 3. Thus, among
the beams orthogonal to those supporting users 1 and 2, only
those beams have to be selected whichalign with the channel
paths of user 3. This is achieved by projecting the orthogonal
beamspace of users 1 and 2 onto the signal space of user
3. The mathematical formulation of the proposed approach is
given as follows.

Let F
(int_null)
j = Vj(:, [(K − 1)L + 1 : Nt]), whereVj

is same as that used in (33),E(j)
t

H
= ŨjΣ̃jṼ

H
j , and

F
(sig)
j = Ṽj(:, [1 : L]). Note thatF(int_null)

j corresponds to
the orthogonal complement of the interference subspace which
spans the entire null-space ofQj andF

(sig)
j corresponds to the

signal space. LetP(int_null)
j andP

(sig)
j represent the projection

matrices associated with theF(int_null)
j andF

(sig)
j , respectively.

ConsideringP(eff)
j = P

(sig)
j P

(int_null)
j = ŪjΣ̄jV̄

H
j , the pro-

posed precoder is given by

Fj = V̄j(:, [1 : L]) ∈ C
Nt×L, (37)

for 1 ≤ j ≤ K. The main difference between the precoder
proposed in(37) and that of [24], [25], in (33) is that the
former depends both on the channels of the intended user as
well as of the interfering users, while the latter depends only
on the interfering users’ channel.

The following proposition shows that the precoder proposed
in (37) block-diagonalizes theHcomp.

Proposition 3: Given a composite user channelHcomp, the
precoder proposed in (37) satisfiesHiFj = ONr×L for 1 ≤
i 6= j ≤ K.

Proof: In order to prove the proposition, it is sufficient
to show that the columns ofFj are in thespan

(

F
(int_null)
j

)

for 1 ≤ j ≤ K. SinceFj corresponds to the right singular
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vectors ofP(eff)
j , which are the eigenvectors ofP(eff)H

j P
(eff)
j ,

we have

P
(eff)H

j P
(eff)
j = F

(int_null)
j ZjF

(int_null)H

j ∈ C
Nt×Nt , (38)

where

Zj = F
(int_null)H

j F
(sig)
j F

(sig)H

j F
(int_null)
j ∈ C

L×L. (39)

Upon invoking the eigenvalue decomposition, we have

Zj = AjΛjA
H
j . (40)

Substituting (40) into (38), we have

P
(eff)H

j P
(eff)
j = F

(int_null)
j AjΛjA

H
j F

(int_null)H

j . (41)

Multiplying both sides of (41) byF(int_null)
j Aj , we have

P
(eff)H

j P
(eff)
j F

(int_null)
j Aj = F

(int_null)
j AjΛj . (42)

It is clear from (42) that the eigenvectors ofP
(eff)H

j P
(eff)
j are

in the span
(

F
(int_null)
j

)

. Thus, the columns ofFj are in the

span
(

F
(int_null)
j

)

for 1 ≤ j ≤ K. This concludes the proof.

Note that we have assumedL = Ns for the ease of
presentation, but the proposed solution can be readily extended
to the case ofL > Ns. The proposed solution remains the
same, except for the choice of the precoder of (37). Instead
of choosing the firstL basis vectors, we choose firstNs basis
vectors i.e.Fj = V̄j(:, [1 : Ns]) ∈ CNt×Ns for 1 ≤ j ≤ K.
The extension of the proposed solution to the constrained FAS
based system is identical for both theL = Ns and L > Ns

cases.
Complexity Comparison:Note that we have used an or-

thonormal basis for the signal space and the interference
space for each user, i.e. we haveF(int_null)

j and F
(sig)
j , for

ease of presentation and for comparison with the existing
BD schemes. Instead of the above orthonormal basis, we
can chooseP(int_null)

j = I −QH
j (QjQ

H
j )−1Qj andP

(sig)
j =

E
(j)
t (E

(j)H

t E
(j)
t )−1E

(j)H

t , thereby avoiding the computation
of the SVD for obtainingP

(sig)
j and P

(int_null)
j . Thus, the

solution proposed for an unconstrained system requires only
one SVD computation per user, which is the same as that
required by the existing BD scheme of [24], [25]. Considering
the fact that the BD scheme is employed at the BS, which in
general is not limited by the power or by the computational
capability, we believe that the additional computation of the
projection matrices in the proposed approach does not impose
a serious burden.

C. Subspace Projection based AoD aided BD combined with
HBF (SP-BD-HBF)

So far we considered an unconstrained system, whereNt

RF chains are assumed to be present. Let us now consider a
constrained FAS based system as described in Section II-C,
which has fewer RF chains than the number of antennas.

Given the SP-AoD-BD precoder̄Vj(:, [1 : L]) (37) for the
jth user, we obtainΘj and Cj by using IMD based HBF

(see Algorithm 1) that approximatēVj(:, [1 : L]) i.e. V̄j(:
, [1 : L]) ≈ ΘjCj . Although, we haveHiV̄j(:, [1 : L]) =
ONr×L, HiΘjCj 6= ONr×L due to the residual error in the
approximation defined in Section III-A. We resort to BD in
the digital domain to handle the residual interference, whose
details are given as follows.

Let the baseband composite user channel be represented by

Kcomp =











K1

K2

...
KK











∈ C
KL×KL, (43)

whereKi =

[

E
(i)
t

H
Θ1C1,E

(i)
t

H
Θ2C2, . . . ,E

(i)
t

H
ΘKCK

]

for 1 ≤ i ≤ K. Let furthermore Rj =
[

KT
1 , . . . ,KT

j−1,K
T
j+1, . . . ,K

T
K

]T
= ǓjΣ̌jV̌

H
j and

Jj = V̌j(:, [(K − 1)L + 1 : KL]) ∈ CKL for 1 ≤ j ≤ K. It
may then be observed thatKiJj = OL×L for 1 ≤ i 6= j ≤ K.
Thus, the effective pre-processing invoked for achieving BD
at the BS is given by

[Θ1,Θ2, . . . ,ΘK ]











C1 O · · · O

O C2 · · · O
...

...
. . .

...
O O · · · CK











[J1,J2, . . . ,JK ] .

(44)
Given this pre-processing, the effective channel as seen bythe
jth user becomes

H
(eff)
j = E(j)

r D(j)KjJj ∈ C
Nr×L. (45)

The optimal combining and precoding matrix conditioned
for the jth user corresponds to the left and right singular
vectors associated with dominant singular values ofH

(eff)
j ,

respectively. IfH(eff)
j = ŬjΣ̆jV̆

H
j , then the unconstrained

combining matrix is taken to beWj = Ŭj(:, [1 : L]). The
analog and digital combining matrices derived for HBF are
obtained using Algorithm 1, which approximates the uncon-
strained solution as̆Uj(:, [1 : L]) ≈ ΦjGj . Each user acquires
the CSI with the aid of downlink channel training, where the
BS transmits training signals over each block-diagonalized
user channel. Upon acquiring the channel knowledge, each
UE computesV̆j and conveys it back to the BS. The BS
usesV̆j in order to diagonalize thejth user channel. Thus,
the effective pre-processing invoked for BD and user channel
diagonalization is

[Θ1C1,Θ2C2, . . . ,ΘKCK ]
[

J1V̆1,J2V̆2, . . . ,JKV̆K

]

.

(46)
The steps involved in establishing a reliable downlink are
summarized as follows:

1) The BS acquires the AoD knowledge of the channel
paths associated with each user. This can be achieved
by uplink channel sounding as detailed in [18], [19].

2) Upon obtaining the AoD knowledge, the BS obtains the
effective pre-processing matrix given by (44) that allows
to establish an interference free channel to each of the
users.
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3) With the aid of downlink channel training over interfer-
ence free channels, each user acquires the knowledge of
H

(eff)
j and obtains the combining matrix̆Uj and then

signalsV̆j back to the BS.
4) Upon obtaining the knowledge of̆Vj , the BS uses the

pre-processing matrix given by (46) for downlink data
transmission.

In this paper, we assume that all the parameters estimated
in the above steps are perfect, and study the impact of
imperfect estimation on the attainable system performancein
our future work. Assuming a Gaussian alphabet and equal-
power allocation across all the user streams by the BS, the
total sum of the spectral efficiency [31] is given by

R =
K

X

i=1

log2

„

˛

˛

˛

˛

IL +
P

KL
(WH

i Wi)
−1

W
H

i H
(eff)
i

H
(eff)H

i
Wi

˛

˛

˛

˛

«

,

(47)
which is measured in terms of bits per channel use (bpcu). By
contrast, in the unconstrained system, we haveWi = Ŭi and
hence

R =

K
∑

i=1

log2

(∣

∣

∣

∣

IL +
P

KL
ŬH

i H
(eff)
i H

(eff)H

i Ŭi

∣

∣

∣

∣

)

. (48)

In the constrained FAS based system, we haveWi = ΦiGi

and hence

R =

K
∑

i=1

log2

(∣

∣

∣
IL+

P

KL
(GH

i ΦH
i ΦiGi)

−1

GH
i ΦH

i H
(eff)
i H

(eff)H

i ΦiGi

∣

∣

∣

)

.

(49)

Comparison with the Existing Schemes:We contrast the
proposed scheme to those of [19] and [20]. Both these schemes
independently choose the analog BF matrices and the digital
BD precoders in two different steps in an independent fashion.
We refer to the scheme proposed in [19] as the two-stage
multi-user hybrid BF (TS-MU-HBF) and that proposed in
[20] as the equal gain transmission based hybrid BF (EGT-
HBF). In the first stage of TS-MU-HBF,{Θi,Φi} are obtained
jointly from a finite set of quantized beamsteering vectors that
maximize the baseband channel gain of‖ΦH

i HiΘi‖ for each
useri = 1, 2, . . . , K. In the second stage of TS-MU-HBF, the
conventional BD/ZF precoding [24] that diagonalizes the com-
posite baseband user channel is employed. The preprocessing
stages at the BS are identical to that in (44), except that theCi

represents identity matrices. Note that the analog phaseshifters
at the BS[Θ1,Θ2, . . . ,ΘK ] are used in a fashion dedicated
to each user in both the proposed as well as the TS-MU-
HBF schemes. In EGT-HBF, the analog combinersΦi of the
receivers are chosen from a DFT codebook that maximize
the received energy‖ΦH

i Hi‖, while the analog precoders
are obtained based on the equal gain transmission method
[22]. Explicitly, Θi is chosen to be∡(HH

i Φi)/
√

Nt. Upon
obtaining the analog precoders and combiners, the baseband
channel is diagonalized by employing the conventional BD
scheme [24]. Note that even in the case of EGT-HBF, the
analog precoders[Θ1,Θ2, . . . ,ΘK ] of the BS are used in a
fashion dedicated to each user and the preprocessing stages

at the BS are identical to that in (44), except that theCi

represents identity matrices.

V. SIMULATION RESULTS AND DISCUSSIONS

In this section, we study the achievable spectral efficiency
of the proposed IMD based HBF as well as that of the
proposed AoD-BD and SP-AoD-BD both in unconstrained and
constrained BF scenarios.

Simulation scenario: In all our simulations, we assume the
geometric channel model of Section II-A. Both the BS and all
the UEs are assumed to have their antenna elements arranged
in ULA with an inter-element spacing ofd = λ/2. The spectral
efficiency curves are obtained by averaging over one thousand
channel realizations at each SNR point.

A. IMD based HBF

Consider a single-user mm-wave MIMO system having
Nt = Nr ∈ {8, 16, 32, 64}, Mt = Mr = Ns = 2. Let
the number of channel clusters beL = 6. Fig. 4 portrays
the achievable rates of both the unconstrained and of the
existing schemes as well as of the proposed IMD-HBF as
a function of the SNR. It is clear from Fig. 4 that the
proposed IMD-HBF achieves nearly the same rate as that
of the unconstrained system even when the number of an-
tennas is not large, while the existing solutions suffer from
a performance loss. Furthermore, an SNR gain of about 6
dB is observed, when the number of antennas is doubled,
which corresponds to the array gain. Let us now quantify
the achievable gain in the proposed solution w.r.t. the existing
schemes at a particular SNR. Fig. 5 compares the performance
of the aforementioned schemes, when operating at an SNR
of -5dB for Nt = Nr ∈ {8, 16, 32, 64}. It is evident from
Fig. 5 that the proposed solution achieves significantly better
performance compared to the existing schemes and requires
only about ten iterations to converge. Specifically, in a system
havingNt = Nr = 8, the proposed scheme achieves a gain of
about 0.7 bpcu w.r.t. the Basis Pursuit based scheme [8], [9],
and a gain of about 0.85 bpcu w.r.t. the beamsteering based
on dominant directions [14].

Let us now study the performance of the proposed IMD-
HBF scheme considering a fixedNt = Nr = 64 and various
values ofMt = Mr ∈ {2, 3, 4, 5, 6}, when operating in a
channel havingL = 6 clusters. Fig. 6 portrays the achievable
rates of both unconstrained and of the IMD-HBF system,
when operating with the aid of the aforementioned system
parameters. It is evident from Fig. 6 that the proposed IMD-
HBF does not suffer from any significant performance loss
and achieves nearly the same rate as that attained by the
unconstrained system. Fig. 7 portrays the reduction in the
approximation error [(9), (10)] as a function of the number
of IMD iterations. It is evident from Fig. 7 that as the value
of Mt = Mr is increased, the approximation error reduces
significantly for any number of IMD iterations. This is as
expected, since a larger value ofMt = Mr results in a
higher dimensional subspace for approximating the singular
vectors better, which lie in the space spanned by theL steering
vectors. WhenMt = Mr = L, the approximation error is
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The channel is assumed to haveL = 6 clusters and the number of IMD
iterations in the IMD-HBF is taken to be 40.

less than 96% and the achievable rate coincides with that
of the unconstrained system. Furthermore, it is evident from
Fig. 7 that a maximum of 10 IMD iterations are sufficient for
the algorithm to converge, which renders it a low-complexity
solution.

So far we have assumed that the analog phase shifters
employed in HBF systems have an infinite resolution. Nat-
urally, this is not the case in practical systems, since the
variable phase shifters can only assume discrete phase values.
Fig. 8 compares the achievable rate of an HBF system having
Nt = Nr = 64, Mt = Mr = Ns = 2 and employing
phase shifters having discrete quantization levels to thatof
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Fig. 7. Variation of the residual error [(9), (10)] as a function of the number
of iterations in the IMD-HBF system havingMt = Mr = Ns = 2 and
Nt = Nr = 64, when operating in a channel havingL = 6 clusters.
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Fig. 8. Variation of the achievable rates in the IMD-HBF as well as the
existing schemes as a function of the number of quantizationbits of the
analog phase shifters associated with precoding and combining matrices. The
system is assumed to haveNt = Nr = 64, Mt = Mr = Ns = 2, and
operating in channel havingL = 6 clusters.

the unconstrained system at two specific SNR values. It is
evident from Fig. 8(a) and Fig. 8(b) that the proposed IMD-
HBF associated with five quantization bits achieve a similar
performance to that achieved by the system operating with the
aid of infinite-resolution phaseshifters.

B. BD with Unconstrained and Constrained BF

Consider a multi-user mm-wave system, where the BS has
Nt = 64, Mt = KNs and each UE hasNr = 16 and
Mr = Ns = L = 2. First, we compare the performance of the
conventional BD to that of the proposed SP-AoD-BD in the
above mentioned set-up. Fig. 9 compares the achievable sum
rate of the proposed SP-AoD-BD to that of the conventional
BD [25] for various values ofK. It is evident that the SP-AoD-
BD achieves significantly higher rates than the conventional
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Fig. 5. Comparison of the achievable rates in the unconstrained system havingNt = Nr = Mt = Mr with that of the IMD-HBF and the existing schemes
havingMt = Mr = Ns = 2 for various values ofNt andNr at SNR = -5dB. The number of channel clusters isL = 6.

BD. This is not surprising, since the conventional BD does
not ensure that the BF vectors are aligned with the AoDs of
the channel paths, which is essential for achieving reasonable
values of SNR in mm-wave communication.

In the rest of our simulation results,

• we consider SP-AoD-BD using unconstrained BF as well
as the EGT-HBF scheme [20] as the benchmark schemes
for comparison,

• each of the UEs is assumed to haveNr = 16, Mr =
Ns = 2 andL = {2, 3, 4},

• the BS is assumed to haveMt = NsK = 2K.

Fig. 10 compares the achievable sum rate of the proposed
SP-BD-HBF both to that of its unconstrained counterpart as
well as to the EGT-HBF [20] and to the TU-MU-HBF [19]
schemes as a function of the number of usersK at SNR
values of 0 dB, -10 dB, and -20 dB for various values of
L. It is seen from Fig. 10 that the proposed scheme attains
a significantly better performance than the existing EGT-HBF
scheme, when we haveL = Ns. By contrast, forL > Ns

the proposed scheme suffers from a performance degradation
w.r.t. the EGT-HBF for larger values ofK, which is mainly
due to the suppression of the signal in the user signal space.
Specifically, whenK = 10 and SNR = 0dB the proposed
scheme achieves

• a gain of 18 bpcu in case ofL = 2,
• a gain of 4 bpcu in case ofL = 3, and
• a loss of 5 bpcu in case ofL = 4,

with respect to the EGT-HBF scheme of [20] and
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Fig. 9. Comparison of the achievable sum rate in the conventional BD
and the proposed SP-AoD-BD with unconstrained BF in a systemhaving
Nt = 64, Nr = 16, Mt = KNs, Ns = L = Mr = 2.

• a gain of 36 bpcu in case ofL = 2,
• a gain of 36 bpcu in case ofL = 3, and
• a loss of 31 bpcu in case ofL = 4,

with respect to the TS-MU-HBF scheme [19]2. It is also
evident from Fig. 10 that the proposed scheme does not suffer

2We have used a DFT codebook for analog BF matrices and jointlyobtained
the precoding/combining matrices based on maximizing the effective baseband
channel power, as in Algorithm 1 of [19].
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Fig. 10. Comparison of the achievable sum rate as a function of the number of usersK at SNR values of 0 dB, -10 dB, and -20 dB, in a multi-user mm-wave
system, where the BS hasNt = 128 and employs the SP-AoD-BD with unconstrained BF and IMD-HBFas well as the EGT-HBF [20] and TS-MU-HBF
[19] schemes. Plots (a)-(c) correspond to the scenarios where the number of channel clustersL ranges from2 to 4.

from any performance loss for lower values ofK, even when
L is large. Note that the performance loss encountered in
case of larger values ofK w.r.t. the EGT-HBF scheme can
be significantly reduced by increasing the number of transmit
antennasNt.

VI. CONCLUSIONS

We have proposed a low-complexity iterative matrix decom-
position based hybrid beamforming algorithm for single-user
mm-wave communication, which is capable of achieving the
same spectral efficiency as that of the unconstrained SVD
based solution. Furthermore, we have shown that the AoD
knowledge of channel paths associated with various users is
sufficient in order to block-diagonalize the downlink mm-wave
channel. We have proposed a subspace projection based AoD
aided BD that gives a significantly better performance than the
conventional BD. We have studied the sum rate performance
of the proposed SP-AoD-BD in both an unconstrained BF
scenario as well as in constrained BF scenarios, where the
proposed IMD-HBF is employed. Furthermore, it is observed
that nearly the same performance as that of full-CSI based
schemes is attainable by the proposed scheme for moderate
number of users. For a fixed number of users, we have
observed that the sum rate performance of the constrained
BF solution approaches that of the unconstrained solution,
when the number of BS antennas is increased. Thus, future

multiuser mm-wave communication systems can be designed
with the aid of partial CSI whilst achieving reasonably good
performance.

VII. A PPENDIX A

Proof: For the ease of presentation, let us denoteFC−1
k

by F̃k. Then, from (17) we have

Θk+1 = argmin
|Θ(i,j)|=1/

√
Nt

‖FC−1
k −Θ‖2, (50)

= argmin
|Θ(i,j)|=1/

√
Nt

‖F̃k −Θ‖2, (51)

= argmin
|Θ(i,j)|=1/

√
Nt

Mt
∑

i=1

Nt
∑

j=1

|F̃k(i, j)−Θ(i, j)|2, (52)

= arg

Mt
∑

i=1

Nt
∑

j=1

min
|Θ(i,j)|=1/

√
Nt

|F̃k(i, j)−Θ(i, j)|2,

(53)

where the interchange of summation and minimization follows
from the assumption of independent phase shifters in the FAS
based system. Thus, it is sufficient to show that

∡F̃k(i, j)/
√

Nt = arg min
|Θ(i,j)|=1/

√
Nt

|F̃k(i, j)−Θ(i, j)|2.

(54)
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Letting F̃k(i, j) = αejβ and Θ(i, j) = γejθ, where γ =
1/
√

Nt, we have

fi,j = |F̃k(i, j)−Θ(i, j)|2, (55)

= (α cosβ − γ cos θ)2 + (α sinβ − γ sin θ)2. (56)

Furthermore, differentiatingfi,j w.r.t. θ and equating to zero
gives

∂fi,j

∂θ
= 2αγ cosβ sin θopt − 2αγ sin β cos θopt = 0, (57)

which yieldsθopt = β. Furthermore, it can be verified that the
optimal solutionθopt corresponds to the minimum offi,j , as
follows. Considering the second-order derivative offi,j, we
have

∂2fi,j

∂θ2
= 2αγ cosβ cos θ + 2αγ sin β sin θ, (58)

∂2fi,j

∂θ2

∣

∣

∣

θ=θopt

= 2αγ cos2 β + 2αγ sin2 β, (59)

= 2γα > 0, (60)

which implies thatθopt is a minimum offi,j . Similar argu-
ments also hold for the case of (18). This concludes the proof.

VIII. A PPENDIX B

Proof: We have

‖F−ΘkCk‖2 − ‖F−Θk+1Ck‖2

= ‖(FC−1
k −Θk)Ck‖2 − ‖(FC−1

k −Θk+1)Ck‖2,
(61)

= tr
{

CH
k (FC−1

k −Θk)H(FC−1
k −Θk)Ck

}

− tr
{

CH
k (FC−1

k −Θk+1)
H(FC−1

k −Θk+1)Ck

}

,
(62)

= tr

[

{

(FC−1
k −Θk)H(FC−1

k −Θk)

− (FC−1
k −Θk+1)

H(FC−1
k −Θk+1)

}

CkC
H
k

]

,
(63)

= tr

[

CkC
H
k

{

(FC−1
k −Θk)H(FC−1

k −Θk)

− (FC−1
k −Θk+1)

H(FC−1
k −Θk+1)

}

]

,
(64)

= tr(AB) (65)

≥ λmin(A)tr(B) + λmin(B) [tr(A)−Mtλmin(A)] .

(66)

The inequality in (66) follows from [27]. This concludes the
proof.
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