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Abstract A novel method has been developed based on the

conjoint use of digital image correlation to measure full field

displacements and finite element simulations to extract the

strain energy release rate of surface cracks. In this approach,

a finite element model with imported full-field displacements

measured by DIC is solved and the J-integral is calculated,

without knowledge of the specimen geometry and applied

loads. This can be done even in a specimen that develops

crack tip plasticity, if the elastic and yield behaviour of the

material are known. The application of the method is demon-

strated in an analysis of a fatigue crack, introduced to an alu-

minium alloy compact tension specimen (Al 2024, T351 heat

condition).

Keywords J-integral . Digital image correlation . Finite

element analysis . Stress-intensity factor

Introduction

A key requirement in fracture mechanics research is to quan-

tify the conditions that will propagate a crack. Fracture is a

thermodynamic problem, and the strain energy release rate

describes the potential elastic energy that is available to prop-

agate the crack by increasing its surface area. In linear elastic

materials, or when the small scale yielding condition is satis-

fied, the strain energy release rate can be represented by the

stress intensity factor (SIF) that describes the crack’s stress

field [1–3]. Even in cases where crack tip plasticity invalidates

the small scale yielding condition, the strain energy release

rate can be used as descriptor of the crack field [4]. Stress

corrosion cracking and fatigue cracking also propagate under

conditions that are controlled by such crack fields [5–8].

As the strain energy release rate or SIF are descriptors of

the crack’s elastic strain or stress field, it is essential to quan-

tify the crack field in fracture mechanics experiments. The

strain energy release rate can be measured directly from the

work done to propagate a sub-critical crack [9], and it has long

been the practice to calculate the SIF from the applied loads

using analytical solutions or finite element methods with

knowledge of the specimen geometry and applied load or

displacement boundary conditions [10, 11]. Elastic-plastic

fracture mechanics also enables the extraction of the SIF or

strain energy release rate via measurements of the crack open-

ing displacements [12–14]. However, in some cases these

standard solutions can be inadequate or inaccurate. For in-

stance, residual stresses from manufacturing or crack closure

following fatigue overloads, which may not be well quanti-

fied, can act against the applied loads that are the known
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boundary conditions; these effects are particularly important

in stress corrosion [15] and fatigue [16], but may also affect

fracture propagation [17]. Uncertainties in the true boundary

conditions acting on a crack, such as in a real engineering

component or a small-scale mechanics test of non-standard

geometry where factors such as friction and misalignment

can be significant, may also prevent accurate calculation of

the crack field [18].

Consequently, there is an interest in defining the crack field

by direct measurement of the deformation surrounding the

crack. Typically, this deformation is measured between two

successive observations that show the change in the field with

a change in the applied load. Various approaches have been

proposed, but such measurements are not routinely used since

the analysis methods are quite complex and can be sensitive to

measurement uncertainties. The most general method is the

field fitting approach, which fits a theoretical field to the mea-

sured displacement field in order to retrieve the SIF. An early

method by Chiang used speckle interferometry [19]; the SIF

was estimated by relating the displacements at the Young’s

fringes to the square root of their distance from the crack tip.

Shortly afterwards, Huntley [20] determined the SIF from a

full field displacement field, obtained by double exposure la-

ser speckle photography, via a least square fit to the Williams’

series. Other techniques to obtain the displacement field, such

as the grid method [21] that tracks a pattern drawn at the

surface of the sample, have also been used to extract stress

intensity factors.

Digital image correlation (DIC) is nowwidely used tomea-

sure displacement fields, due to its ease of use in a wide range

of materials. Digital image correlation (DIC) is a method

based on tracking of recognizable patterns between two im-

ages [22]; it thus allows full-field and precise measurement of

displacements. An image of the surface is obtained in both

original and deformed states, and a map of relative displace-

ment vectors can be retrieved with a sub-pixel accuracy by

considering subsets of the original image within the deformed

image. This is typically done by maximization of a correlation

coefficient (in the case where perfect correlation has unit co-

efficient). The correlation coefficient for each subset is

optimised using rigid body displacement of the subset and

the first-order displacement gradients describing the local de-

formation values of the subset [23]. The second-order dis-

placement gradient can also be included in the correlation

analysis and has been shown to improve DIC accuracy [24].

Image acquisition setups using one camera are able to deter-

mine in-plane displacements, with a requirement of negligible

out of plane displacements unless confocal optics are used;

such an example is presented by Fazzalari [25]. With two-

camera systems (stereo-DIC) [26], both in-plane and out-of-

plane displacements can be retrieved.

Since the early study by Sutton [27], in which the crack

opening displacement was measured to investigate the

cracking behaviour of friction stir welds, DIC has increasingly

been used in fracture research. For instance, DIC can be used

to detect crack initiation; examples include the effect of strain

state on high cycle fatigue initiation [28] and in situ studies of

stress corrosion crack initiation at ambient [29, 30] and ele-

vated temperatures [31]. Some early analyses used least-

squares methods to fit the Williams’ series to the DIC results,

and obtained the mode I SIF [32]. The method has also been

extended to mixed mode loading [33–37]. However, the least-

squares technique is quite sensitive to accurate definition of

the crack tip location, as highlighted by McNeill [32].

Recently, specific terms of theWilliams’ series (i.e. fields with

r −3/2 singularity) were used to provide information about the

position of the crack tip [38], which improved the precision of

the SIF calculation.

The J-integral, independently developed by Cherepanov

[39] and Rice [40] can be used to calculate the strain energy

release rate directly from the strain field of a crack. Its formu-

lation is defined as a contour path integral, which has zero

value if no crack is present in the contour. The J-integral is

contour independent, and the contour to evaluate the strain

energy release rate of a crack must start and end from a

traction-free surface, such as the crack surface. Often imple-

mented as a line integral, the J-integral can be formulated as a

surface or area integral using Green’s theorem, and this is

convenient to implement in finite element analyses. An exam-

ple of the direct evaluation of the J-integral from the measured

crack field is the JMAN method [41, 42], which implements

the area integral with DIC measurements, and the implemen-

tation of other integrals with full-field displacement data can

be found in the literature, such as [21]. Importantly, these

methods do not rely on fitting a presumed field (e.g. the

Williams’ series). A further advantage of using the J-integral

method to obtain the strain energy release rate is that its cal-

culation is quite robust to uncertainty in the crack tip position.

In the case of a linear elastic analysis with small scale yielding,

selection of the integration contours to exclude the plastic

zone [41, 43] can obtain a result that is insensitive to the

inelastic strains close to the crack tip. Alternative formulations

of the J-integral that are compatible with inelastic and plastic

models have also been presented [44].

The calculation of the area integral is implemented in stan-

dard finite element software packages to post-process the dis-

placement fields that are obtained in simulations of cracked

specimens or components; in Abaqus for instance, the virtual

crack extension/domain integral method is applied [44, 45]. In

this paper, we will show how an experimentally-measured

displacement field may be imported directly into the finite

element software, and post-processed similarly. An important

factor that needs to be considered is the reliability of the data

interpolations, which may be required when the meshes of the

displacement field and the finite element simulation are dif-

ferently optimised. Regular FE meshes can provide a poor
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description of the fields close to stress concentrations unless

sufficiently refined, whereas the displacements measured by

full-fieldmethods such as digital image correlation (DIC) gen-

erally lie on a relatively coarse regular grid, although it is

possible for DIC analysis to be tailored to retrieve displace-

ment vectors at specific locations [46] (interferometry

methods typically measure displacements only at the locations

of the fringes, for instance [47]).

Analysis of the displacement field requires knowledge of

the deformation close to the crack. However, DIC can fail to

determine the displacement vectors satisfactorily in the vicinity

of edges or discontinuities in the displacement field, such as

close to a crack [32], and several methods have been offered to

alleviate this problem. For example, Réthoré proposed an al-

gorithm based on enrichment of finite element-based DIC sub-

sets [48], while Poissant and Barthelat [49] offered a modifi-

cation of the DIC algorithm to allow the subsets to split along

the crack path. These solutions are quite complex and are not

yet generally applied, however, and it is quite common in DIC

analysis to exclude those measurements in the vicinity of the

crack (i.e. masking). Consequently, data are missing from the

crack tip regionwhere the highest strains (i.e. steepest displace-

ment gradients) occur. In the context of the J-integral evalua-

tion, data are also missing near to the traction-free surfaces of

the crack. One solution to this problem has been proposed by

Molteno [50] who used linear interpolation in the crack tip and

crack flank region, whilst Yoneyama [51] proposed a finite

element method to smooth the measured DIC displacement

field using the measured boundary conditions; smoothing al-

gorithms that are not based on FE approaches have also been

used [52]. Full-field measurements of the boundary conditions

as inputs to FE have previously been used to calculate strain

and stress fields; for instance, one of the first applications was

in 1990 when Morton et al. [53, 54] uses FE to extract stresses

frommoiré interferometry measurements of the crack displace-

ment field, and more recently, Caimmi [55] made use of FE to

compute the stresses from DIC-measured strains, using a hy-

perplastic material model.

In this paper, we demonstrate a robust and efficient method

to obtain the crack’s strain energy field, as the J-integral, by

using full-field measurements of the surface displacement

field. The analysis method makes use of a finite element ap-

proach, and is highly versatile and easy to implement, being

also able to deal with noisy datasets and missing data close to

the crack. The use of standardised FE software to perform the

J-integral calculation alleviates the difficulties that may occur

in efficient definition of integration contours. The method is

benchmarked using synthetic datasets to assess the sensitivity

to image noise and uncertainty in the crack tip position. A

validation experiment is presented that compares the obtained

J-integral with the conventional evaluation for a fatigue pre-

crack in a standard compact tension specimen of an alumini-

um alloy (Al 2024, T351 heat condition).

Method for Analysis of DIC-Measured Full Field

Displacements

Digital Image Correlation (DIC) Analysis

DIC analysis is used to both retrieve the displacements vectors

(Fig. 1, Step A) and to identify crack path and crack tip (Fig. 1,

Step B). In both steps a Zero Normalized Least Square

Matching (ZN-LSM) algorithm [56] has been used through

the use of the software Davis (version 8.3.0); this algorithm is

efficient and has the advantage of being robust to intensity

changes between images. The Step A analysis is performed

with a subset size chosen to give a good compromise between

low uncertainty in the calculated displacements and sufficient

spatial resolution; a relatively large subset size tends to be

used (such as 64 × 64 pixels to 128 × 128 pixels). The crack

and its surroundings are masked from the results (i.e. box

PQRS, Fig. 1) as its discontinuity perturbs the DIC analysis.

Displacement vectors with low correlation coefficient are also

excluded, with typically, for a good quality image, a correla-

tion coefficient threshold of 0.8.

The Step B analysis is performed using a small subset size,

typically a square of 8 × 8 pixels that provides a less precise

evaluation of the displacement field, but allows segmentation

of the crack based on detecting those subsets with abnormally

high displacement gradients (i.e. strain) and/or a low correla-

tion coefficient. The method applied here has been chosen for

its simplicity, but more sophisticated methods, e.g. based on

edge detection algorithms such as the phase congruencymeth-

od [57], may also be used.

After completing both steps, the vectors of the displace-

ments in the plane of the surface of the sample have been

determined with good precision to define the crack field

(Step A). The data lie on a regular grid, which is not fully

populated due to censoring (i.e. masking) of low quality

DIC results in the vicinity of the crack. The crack path has

also been determined (Step B), and is described using a finer

grid within the masked region.

Finite Element (FE) Treatment

A finite element approach is used to extract the J-integral from

the DIC-measured displacement fields. The displacement field

is imported as a set of full field boundary conditions into a

finite element model of the crack. A software tool1 coded in

Python facilitates this, and runs inside the Abaqus software via

its scripting capability. A FEmodel is created that is registered

1
OUR-OMA (Oxford University Reinjection-Optimized Meshing Add-on):

The software is available from the authors as a GUI or Command Line version,

compatible with Abaqus version 6.10 to 6.13. The GUI version, distributable

as an Abaqus plugin, can deal with common experimental cases (e.g. straight

cracks). The command line version is more versatile and can deal for example

with kinked and curved cracks.
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with the DIC analysis results (Fig. 1(a)) so that the Step ADIC

dataset and the FE model share the same coordinate system.

The spacing of the nodes of the FE mesh is chosen to be

coincident with the Step A DIC result grid, using square ele-

ments. The FE nodes are at the same positions as the DIC grid

nodes, which make the two grids inherently registered. This

avoids the requirement for interpolation when subsequently

applying the DIC displacement field to the FE mesh. The FE

mesh is then locally refined to insert the crack within the

region where the Step A displacement vectors have been cen-

sored using the Step B description of the path (Fig. 1(b), (c)).

The mesh density at the crack tip is aimed to be 3 times finer

than the Step A mesh, as a good mesh quality cannot be

achieved if the mesh density difference is too large between

the two regions.

The results from Step A are injected onto the model by

enforcing node displacements to the measured displacement

vectors. These local boundary conditions are applied every-

where except in a ‘free’ region that is free to deform in accor-

dance with its surrounding boundary conditions and material

properties. (i.e. box P’Q’R’S′, Fig. 1(d)). This free region

includes the remeshed region (PQRS) that surrounds the crack

and can be extended to further censor the Step A DIC dataset.

The FE software can then be used to assign a material law to

the model and to choose if plane stress or plane strain elements

are used. In this paper we have used the Abaqus FE software

package (version 6.13), and have examined both linear elastic

and inelastic (Ramberg-Osgood) material laws, which are

both compatible with the J-integral calculation.

The Abaqus software implements the domain integral

method to calculate the J-Integral. It uses the Virtual Crack

Extension method, which applies a virtual displacement field

(Q-field) to increase the crack length. The Q-field is defined

through a Q-vector; this is normal to the crack front, and, if a

3D geometry is considered [44], also lies in the local plane of

the crack. Here, the Q-vector is chosen to be collinear with the

linear segment of the crack path that is closest to the crack tip.

The J-integral calculation is performed over several contours

to check for contour independency, and thus retrieves the po-

tential elastic strain energy release rate of crack propagation

Fig. 1 Steps of the J-integral

calculation process; DIC Analysis

– the displacement field is ob-

tained in a two-step analysis with

a coarse (step A) and fine (step B)

subset size to map the field pre-

cisely and also identify the crack

path; Finite Element Processing -

(a) FE mesh registered with the

coarse DIC grid (b) The region

containing the crack [PQRS] is

deleted for remeshing (c) The

crack is inserted in the re-meshed

region, nodes are doubled on the

crack path (d) Boundary condi-

tions are enforced on the FE

nodes, except within the free re-

gion P’Q’R’S′, which always in-

cludes the region PQRS, (e) The

J-integral is calculated
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that is due to the measured displacement field (Fig. 1(e)). It

would be possible for linear elastic materials to separate both

the mode I and II stress intensity factors using the interaction

integral method [43, 58]; however, this will not be considered

here. In the case of mixed-mode cracks, also not considered

here, the Q-vector definition would require careful consider-

ation [45].

Production of Synthetic Image Datasets

To examine the sensitivity of the J-integral calculation method

to the input data quality, it is necessary to evaluate datasets

with known image noise, crack geometry and deformation.

Experimentally, these depend on the applied load and material

properties such as elastic modulus. However, obtaining these

in a controlled manner via experiments is challenging and it is

of interest to be able to vary these factors independently. These

constraints can be fulfilled using synthetic datasets, which

allow comparison between an input J-integral and the output

calculated via DIC analysis. The Williams’ series [59, 60]

provide an analytical solution for the displacement field

around a crack in an elastic material. However, they are only

relevant to linear elastic materials. The Hutchinson-Rice-

Rosengren (HRR) solutions [1, 61] for crack tip strain and

displacement fields in power law hardening solids are also

available and can be used to simulate elastic-plastic materials.

However, for both methods the assumptions made (e.g. infi-

nitely large solid) and their limitation to certain loading con-

ditions restrict their versatility.

For this work, a Matlab-coded tool,2 was developed to

produce the synthetic images, which could then be evaluated

to assess the accuracy of the DIC/FE analysis method. An

input displacement field, obtained from a FE simulation, is

used to deform digital images for subsequent DIC analysis.

The details of the algorithm are not presented here for brevity,

but are fully described in [62]. Synthetic images of a deformed

sample can be created with any material law that can be im-

plemented in the FE software, for any crack and model

geometry.

Synthetic and Experimental Datasets

Synthetic Datasets

The examined case simulates a straight crack, normal to the

edge of a 60 × 60 mm plate; the plane stress condition was

assumed. The initial crack length was 15 mm, and it was

loaded in pure mode I with tension applied to the two edges

of the plate as fixed displacement boundary conditions to

achieve the desired stress intensity factor. The other edges

were not constrained. A linear elastic model with the proper-

ties of an austenitic stainless steel (Young’s modulus

E = 170 GPa, Poisson’s ratio ν = 0.33) was considered. A

mesh with a square element size of 0.1 mm side length was

used; agreement (less than 0.5% difference) was obtained be-

tween the SIF obtained by the elastic FE solution (112.7 MPa

m1/2) and the SIF obtained from the analytical solution

(112.2 MPa m1/2) for this geometry [63].

The synthetic image (3600 × 3600 pixels) is a 16-bit un-

compressed TIFF file with a well-defined speckle pattern that

contains features of different sizes, has a good occupation of

the levels of grey spectrum and presents low periodicity. It is

therefore well suited for DIC analysis. The synthetic dataset

represented a camera pixel size of 17 μm, and an analysis of

the effect of the camera pixel size relative to the displacement

field can be found in [62]. The effect of image noise was

studied using additive white Gaussian noise for signal-to-

noise ratios (SNR) from 45 dB to −5 dB, applied to both

reference and deformed images; the SNR was the same for

both images and with different random distributions. The

noise power was evaluated as its variance and the signal pow-

er as a root mean square of the pixel intensity [64]. A good

image quality in an experiment would be expected to have

SNR values between 40 dB and 60 dB, hence the noise levels

investigated represent the range from medium image quality

(45 dB) to very poor quality (−5 dB).

Experimental Dataset

An experimental dataset was obtained using a fatigue

pre-cracked Compact Tension (CT) specimen of an alu-

minium (Al2024) alloy. The material was provided by

Airbus Group as a 20 mm thickness plate in the T351

condition (i.e. solution heat treated and stress-relieved

by stretching). The specimen dimensions, compliant

with ASTM E399–09 [65], are specified on Fig. 2; the

specimen thickness (B) is 20 mm and the orientation is

LT. The Young’s modulus, E, of the tested material was

measured to be 72.5 GPa ± 3 GPa using a resonance

me t hod 3 [ 66 ] w i t h a s amp l e o f d imen s i on s

71.7 × 20.0 × 3.67 mm; the value quoted in the litera-

ture [67] for Al2024 is 73.1 GPa. The Vickers’ hardness

was determined at 146 ± 12 (standard deviation for 10

measurements); the literature value for the T351 heat

treatment is 139 [67].

The specimen was fatigue pre-cracked at a frequency of

10 Hz at a load ratio (maximum/minimum load) of 0.1.

Load shedding and optical observation on one surface

2
ODIN – the MatLab code is available from the authors and can run with

MatLab 2014a or higher.

3
The sample used for the resonancemethodwas excited in flexural resonance.

The uncertainty in the obtained modulus comes mainly from measurement

uncertainties in the plate dimensions of ±10 μm.
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maintained the maximum applied stress intensity factor below

15 MPa m0.5; this corresponds to 45% of the reported mode I

plane strain fracture toughness, KIC, of 34 MPa m0.5 for this

alloy in the T351 heat treatment [67]. The pre-crack was prop-

agated to an average depth of 4.95 mm from the notch tip (a

range of ±0.25 mmwas measured on either side of the sample

after pre-cracking) to obtain a ratio a/W = 0.5 (i.e.

a/W = 0.499 ± 0.004 mm), where a is crack length and W is

the specimen width (60 mm). Themaximum load at the end of

fatigue pre-cracking was 7.43 kN, which was applied over the

final 1.5 mm of crack propagation. After pre-cracking, one

surface of the sample was polished with grit-600 SiC paper

and cleaned with ethanol. A non-reflective speckle pattern

consisting of white and black spots was then applied using

spray paint (Hammerite® smooth white & Rust-oleum® satin

black) from a distance of ~1 m. A clip-gauge displacement

transducer (Instron 2620–604 Extensometer, precision better

than 0.1%) measured the crack mouth opening with load. The

clip gauge was attached to knife-edges (thickness 7 mm) that

were mounted on the sample edge (Fig. 2(a)). The crack

mouth opening displacement (CMOD) at the specimen sur-

face was calculated from the clip gauge, using a correction

coefficient obtained via a 3D linear elastic FE model of the

test specimen for a crack depth a/W = 0.5. The simulated

opening displacement at the location of the gauge for five

different values of CMOD, with a least-squares linear fit

(R2 > 0.99), gave the clip gauge:CMOD ratio of 1:0.9752.

The stereo-DIC system comprised 2 CMOS Toshiba-

Teli CSB4000CL-10A cameras, each capturing an image

size of 2008 × 2047 pixels with a 10-bit depth. The

cameras were positioned approximately 160 mm from

the sample surface, on the same height with a 20° angle

between cameras (Fig. 2(b)). With this set-up, the calibrat-

ed pixel size was 15 μm on the re-projected images.

Image acquisition was performed using an in-house

LabVIEW code with 2 PCI-1428 acquisition cards, which

allowed synchronized capture with timing accuracy better

than 1 ms. Lighting was achieved using two 36-LED

spotlights, with one placed above each camera. A 058–5

LaVision 3D calibration plate was placed on the surface of

a test specimen that was positioned in the mechanical test

frame (Instron 5982, with a 100 kN load cell). The DIC

calibration, using the LaVision Davis 8.3.0 software, ap-

plied the polynomial calibration algorithm and the obtain-

ed re-projection error was less than 0.4 pixels for both

cameras - the re-projection error is the mean difference

between the positions of the calibration marks in the cal-

ibration image and their known positions, after correction.

The sample was loaded in a series of quasi-static cycles that

progressively increased in magnitude up to 25 kN. A pre-load

of 130 N was applied, and after each cycle the sample was

unloaded to the same pre-load. Images were recorded at the

maximum load and minimum load in each cycle. The DIC

analysis of images was performed relative to both the pre-

loaded reference state (‘extra-cycle’), and also to the min-

imum loaded state at the end of the previous cycle (‘intra-

cycle’). In each case, the Step A analysis employed a

square subset dimension of 32 pixels with an overlap be-

tween subsets of 75%. A threshold correlation coefficient

of 0.85 was used to censor the displacement vector re-

sults; additionally, all vectors within 0.5 mm (equivalent

to one subset size) of the crack path were censored. The

step B analysis to detect the crack path used a square

subset dimension of 9 pixels with 75% overlap. A straight

crack was assumed and was fitted to the crack path,

which was segmented from the step B strain data with a

threshold that selected the top 1% of values of the max-

imum normal strain histogram. The surface crack path and

crack tip positions were subsequently verified by optical

microscopy, and the crack front across the sample was

examined by optical examination of the fracture surface

after breaking open the sample at ambient temperature.

Fig. 2 The experiment geometry: (a) CT specimen dimensions and clip-

gauge position, the dotted box shows the area viewed only by one of the

two cameras of the set-up, and the smaller solid box represents the cali-

brated area that was in common between the two cameras; the specimen

thickness is 20 mm (b) schematic of the experimental set-up with a 20°

angle between the two cameras
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Results and Discussion

Synthetic Datasets

The relative error was evaluated between the J-integral

obtained from the deformed images, and that calculated

directly from the initial FE-model that had provided the

input for the deformation of the images. As the position

of the crack in the synthetic images is known precisely,

the two-step DIC analysis was not required and it was

sufficient to analyse the images with a single subset size

to measure the displacement field. The effects on the J-

integral of image noise and error in crack tip position

were considered. In each case, the J-integral calculation

was obtained for a set of different dimensions of the free

region (P’Q’R’S′) in both horizontal and vertical direc-

tions. A DIC analysis of the dataset was made using a

subset of 64 × 64 pixels, with 75% overlap. As the crack

tip position was known precisely, very good agreement

was obtained between the J-integral that was calculated

from the images and the original FE simulation; the rela-

tive error varies from 0.06% to 0.3% when the SNR is

infinite (i.e. no noise added). In the absence of added

noise, varying the dimension of the free region in direc-

tions both parallel and perpendicular to the crack has no

significant effect on the J-integral error; in both cases free

regions with dimensions of up to around 45 mm were

examined. When the contours were taken within the free

region, there was no measurable effect of applied image

noise up to 15 dB, while the addition of extreme image

noise (−5 dB) gave an uncertainty in the J-integral be-

tween 0.8% and 2.7%. This analysis is for a crack loaded

in pure mode I, and a greater sensitivity might be expect-

ed with mixed mode loading.

The J-integral analysis is therefore quite noise robust, so

long as the contours remain within the free region where the

fields are determined by the FE solution. The free region is

mechanically connected to the surrounding full displacement

field, so using contours that directly sample the DIC data,

rather than those using displacements within the free region

that is bounded by data, results in a loss of convergence if

there is sufficient noise in the DIC data. This is illustrated in

Fig. 3, which considers the same free region size (P’Q’R’S′)

and compares synthetic data with SNR of 96 dB and 45 dB.

The distance of the outer contour from the crack tip is linearly

proportional to the contour number, and the separation be-

tween successive contours is 400 μm; contours number 24

and above extend beyond the free region. The J-integral ob-

tained for the contours beyond the free region for the 45 dB

data does not converge, but for low levels of noise (i.e. SNR of

96 dB), the method performs well even for contours within the

DIC data. A comparison with the JMAN method [41] that

evaluates the J-integral directly from the DIC measurements

is also shown in Fig. 3 for a dataset with a SNR of 45 dB. The

scatter is significantly reduced in the free region of the FE

method, compared to the JMAN method.

The effect of uncertainty in the crack tip position is illus-

trated using a DIC analysis with a subset of 64 × 64 pixels and

an overlap of 75% for step A, with no noise added. Free

regions with dimensions from around 20 to 45 mm were con-

sidered, and the DIC results were injected into FE models in

which the crack length was changed by up to ±50 pixels from

its known position, equivalent to ±850 μm or an error in a/W

of 1.4%. The obtained uncertainty is reported in Fig. 4 as the

average error for the full range of free region sizes. There is no

specific trend with the free region size, so the error bars are the

standard deviation for all region sizes. The J-integral increases

with the error in crack length, but remains low. In [34] the

authors estimated a 7% average uncertainty in the determina-

tion of the stress intensity factor by a field fitting method, for

an uncertainty in crack tip position of 40 pixels. With the

present method the error is of 3.8 ± 2.5% for a similar uncer-

tainty in crack tip position.

Experimental Dataset

The surface trace of the crack and fracture surface are shown

in Fig. 5(a). The crack was straight and uniform within the

ASTM E399–09 requirements [65]; the average crack surface

length is 4.95 mm, measured on each side (±0.25 measure-

ment precision) from the notch tip (a/W = 0.499), and the

average crack length across the specimen was 5.19 mm

(a/W = 0.503). The standard deviation of 5 evenly spaced

measurements along the crack front was 0.12 mm, with a

maximum length of 5.49 mm (a/W = 0.508). The crack mouth

opening displacement (CMOD) is shown in Fig. 5(b) for the

loaded and unloaded condition as a function of the maximum

applied load. The clip gauge was zeroed with the initially

unloaded samples, before application of the 130 N pre-load.

The loaded CMOD increases linearly with load until 20 kN

load (i.e. applied K < 39MPa.m1/2) and then rises more steep-

ly. The unloaded CMOD, which is measured at 130 N, is

approximately constant at 0.2 mm, but rises as the peak ap-

plied load increases above approximately 15 kN (i.e. applied

K > 29 MPa.m1/2).

The specimen compliance data are shown in Fig. 5(c) as a

function of the maximum applied load. Several measures of

compliance may be obtained from the data: the maximum

compliance is calculated as the ratio of maximum CMOD to

maximum applied load; the intra-cycle loading compliance is

the ratio of the change in CMOD between the minimum and

maximum load in each cycle to the applied load range; and the

intra-cycle unloading compliance is the ratio of the change in

CMOD between the maximum load of one cycle and the suc-

cessive unload to the range in applied load. The theoretical

compliance (Vm/P), calculated using the ASTM E399–09
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standard [68] is 36.33 μm/kN (±0.25). The uncertainty in the

theoretical compliance is due mostly to uncertainty in the

measured Young’s modulus; the measurement uncertainty in

crack length make a negligible contribution. The maximum

compliance is very close to the ASTM E399–09 theoretical

compliance. Initially slightly lower (e.g. 1% difference at 2.5

kN), the maximum compliance increases gradually with in-

creasing load up to about 15 kN, and then continues to rise at a

rate that increases with increasing load. The intra-cycle load-

ing and unloading compliances are almost identical and are

initially lower than the maximum compliance. They approach

the theoretical compliance as the maximum load increases,

with the greatest changes occurring up to a maximum load

of 7.5 kN and then above around 15 kN, where both increase

significantly with applied load.

The DIC observations showed no measurable increase in

crack length at the specimen surface, but ductile tearing and

blunting both occur sub-surface during the experiment, as

indicated by the fracture surface (Fig. 5(a)). An increasing in

crack length by ductile tearing would increase both the intra-

cycle unloading compliance and the maximum compliance,

whereas crack blunting by plasticity would increase the load-

ing compliance and the unloaded CMOD, with no significant

effect on the intra-cycle unloading compliance. The reduced

intra-cycle compliance below 7.5 kN may be attributed to

plasticity-induced crack closure that was introduced by the

fatigue pre-cracking. The effect of closure may also be appar-

ent in the difference between the maximum compliance and

the theoretical compliance at low loads. The increase in intra-

cycle compliance above around 15 kN, accompanied by in-

creased unloaded CMOD, can be attributed to crack tip plas-

ticity. Above 24 kN, the difference between the unloading and

loading intra-cycle compliance shows that plastic tearing to

extend the average crack length has also occurred. Hence, the

crack may be considered as fully open above approximately

7.5 kN, which was the maximum applied during fatigue-

precracking. As the load increases above this, there is a pro-

gressive increase in the crack tip plastic deformation, which

becomes significant above 15 kN.

The ASTM E399 standard [65] was used to calculate the

applied stress intensity factor, K, from the measured specimen

dimensions, surface crack length and applied load. This is

compared with a 3-D FE simulation for the same specimen

dimensions, obtained using an inelastic Ramberg-Osgood

model with the properties of Al2024-T351 (E = 73.1 GPa,

ν = 0.33, σy = 325 MPa, n = 7.52, α = 1.31). The FE simula-

tion assumed hard frictionless contact between the loading

pins and the sample, with displacement controlled boundary

conditions at the loading pins to achieve the reaction forces

Fig. 3 Illustration of the J-integral loss of contour independency that is caused by DIC noise when exiting the free region (around contour 25). The free

region is included in the P’Q’R’S′ box (a) Schematic representation of the contour numbers – contours 5, 20, and 30 are shown; contours 5 and 20 are

included in the free region and contour 30 includes data out of the free region (b) Calculated J-integral value normalized by the theoretical value for

different contours and different noise levels. Comparison is made with the JMAN method [41] for data with 45 dB SNR

Fig. 4 Effect of erroneous crack tip position on the J-integral error
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equivalent to the applied load. The ASTM standard and FE

simulation agree within 3% up to 15 kN applied load, above

which the 3-D FE simulation increases non-linearly with in-

creasing load due to plastic deformation. The FE simulation of

the maximum CMOD agrees with the theoretical solution and

also shows the effect of plasticity above 15 kN that is observed

in the experimental data (Fig. 5(c)). At higher loads, the mea-

sured maximum compliance is greater than the inelastic FE

simulation. This may be due to uncertainties in the FE model

definition at large strains and also the development of tearing

in the experimental data.

The DIC-measured surface displacement fields were used

to calculate J-integral values (Fig. 6(a)). A small subset anal-

ysis (Fig. 6(b)) was used to identify the crack position; the

maximum normal strains values shown on the figure are un-

filtered and their sole purpose is to determine the displacement

discontinuity of the crack path by segmentation of the appar-

ent strain field. The free region was fixed with dimensions of

6.4 × 3.1 mm. The J-integral calculation was performed with

contours that were only within the free region. The experimen-

tal noise from the image acquisition and 3D–DIC analysis

prevented calculation of the J-integral for contours in the

DIC data region, and the experimental data could not be

analysed using the JMAN code [41] due to this noise.

For comparison with the ASTM standard calculation, the J-

integral values were converted to stress intensity factors using

Equation 2, and are presented in Fig. 7. The extra-cycle anal-

ysis used the displacement fields relative to the initial refer-

ence 130 N preload, and the intra-cycle analysis used the

relative displacement fields between the previous unload and

the maximum load of each cycle. Each J-integral analysis was

performed using linear elastic properties (plane stress,

E = 73.1 GPa, ν = 0.3) and also the inelastic Ramberg-

Osgood model for the Al2024-T351 alloy. The crack tip po-

sition is known to within 15 pixels, and the maximum differ-

ence between surface and average crack length was 240 μm

(i.e. 16 pixels), so the expected uncertainty in the evaluated J-

integral for a correctly defined material law is approximately

1.5%. In the case of small scale yielding, where an elastic

model is used instead of the correct inelastic model, an addi-

tional bias of 5% is expected [62]. With the 4% uncertainty in

Young’s modulus value, a propagation of error analysis gives

an expected uncertainty in K of 2.2% when using the inelastic

model and 3.2% when using an elastic model with the as-

sumption of small scale yielding.

K ¼

ffiffiffiffiffiffiffiffiffiffi

J *E
0

p

Equation 2 Mode I stress intensity factor calculation from J-

integral result. E’ = E for plane stress.

Fig. 5 (a) Optical microscopy of

the surface crack and the fracture

surface. The specimen surface in

vicinity of the cracked region was

cleaned with ethanol prior to

taking the picture in order to

remove the paint pattern applied

for the DIC analysis. (b) The

crack mouth opening

displacement (CMOD) measured

in the loaded and unloaded states.

(c) Specimen compliance mea-

sured as a function of maximum

applied load, compared with the

theoretical elastic compliance

predicted using equations detailed

in [68]. The CMOD uncertainty is

10 μm, and the compliance un-

certainty is ±0.1 μm/kN

Exp Mech (2017) 57:997–1009 1005



Figure 7 shows that, with the assumption of small scale

yielding (i.e. elastic behaviour), the extra-cycle DIC-based J-

integral calculation obtains a higher stress intensity factor than

the ASTM standard calculation. The standard analysis is rela-

tive to a zero load rather than the 130 N preload, but the effect

of this is vanishingly small, so the difference is largely due to

the neglect of crack tip plasticity. Crack tip plasticity increases

the displacements around the crack and so causes the strain

energy close to the crack tip to be overestimated when the J-

integral is calculated with the assumption of linear elasticity.

This error increases at loads above 7.5 kN, since there is no

significant development of crack tip plasticity below the fatigue

pre-cracking maximum load. The intra-cycle elastic analysis

shows a similar but smaller difference, as it is affected only

by the plasticity that develops in individual cycles, rather than

the total plasticity. Crack closure, or the residual stress field

associated with this, also has some effect, but it appears to quite

complex; the difference between the extra-cycle and intra-cycle

elastic J-integral analyses below 7.5 KN indicates that the dis-

placement field around the crack is not simply linear elastic,

despite the stability of the minimum CMOD that is observed in

Fig. 5(b). Incorporating the correct elastic-plastic material law

into the J-integral analysis of the displacement field provides a

better agreement between the applied and calculated stress in-

tensity factor, particularly for the extra-cycle analysis that con-

siders the total development of plasticity with increasing load.

In this case, agreement to within 4.5% of the applied stress

intensity factor is obtained, even when significant plasticity

develops (i.e. above 15 kN load).

It is important to note that this J-integral analysis makes no

use of the experimentally measured load, nor of the actual

geometry of the test specimen. The analysis uses only the

measured displacement field around the crack and an elastic

or inelastic material law. The ASTM standard calculation re-

quires knowledge of the specimen geometry, crack length and

the applied load, and the assumption of small scale yielding.

In the specimen geometry used here, the effects of crack tip

plasticity on the ASTM standard calculation are not signifi-

cant except at high loads, since the crack tip plastic zone is

small compared to the specimen geometry and crack length.

The image-based analyses show that the measured displace-

ment field can be used to calculate the field applied to a crack,

with good accuracy, without knowledge of the crack geometry

and applied load. Significant errors arise only when crack tip

plasticity is neglected.

The analysis uses the displacement field that is measured in

the region surrounding the crack, but it is not immune to the

effects of local effects close to the crack tip, such as the resid-

ual stresses of crack closure that can influence the develop-

ment of the displacement field. In principal, these local effects

might be extracted by using displacements measured very

Fig. 6 Example results of the

DIC analysis (at 15.5 kN); the

origin of the x-y coordinates is at

an arbitrary position; (a) y-

displacement change measured

for a large subset (64 × 64 pixels,

overlap 75%) (b) maximum nor-

mal strain obtained with small

subsets (9 × 9 pixels, overlap

75%). The dashed boxes show the

locations of the free region used in

the J-integral analysis, and also

the zoomed image of the crack.

The position of the crack tip, ob-

tained by segmentation of the

strain data (small subset analysis)

is also marked

Fig. 7 Stress Intensity Factors (K) obtained from the J-integral analysis

of displacement fields with assumptions of elastic and inelastic properties,

and those predicted by FE modelling (inelastic) and the ASTM standard

(elastic) for the specimen geometry and applied loads
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local to the crack tip. However, convergence problems will

occur due to noise in these data. Direct measurements of the

crack tip field, such as via diffraction methods that record

elastic strains, would be needed in this case. These can be

analysed using a finite element-based methodology similar

to that presented here, in order to characterise the local crack

field that develops in response to an applied stress intensity

factor (e.g. [69]).

Discussion

This paper has considered the means of obtaining the elastic

strain energy release rate of a loaded crack either by direct

calculation from the measured full-field displacements or

indirect calculation from a FE-calculated field that is deter-

mined by using the measured full-field displacements as a

boundary condition. Both approaches calculate fields of strain

and stress, which can then be analysed using the J-integral as

presented herein or using field-fitting techniques.

The indirect-FE approach has the interest of being very

robust to experimental noise, because the J-integral is calcu-

lated over a region where the fields originate from the FE

solution and are therefore essentially noise free. This is illus-

trated in Fig. 3(b), which shows no effect of image noise on

the indirect-FE method for an applied noise of SNR 45 dB

when the direct-FE approach (JMAN [41]) is seriously im-

pacted by noise.

Direct field-fitting approaches, such as [32, 34] have an

insensitivity to noise as they calculate a Bbest-fit^ solution to

the field, thus averaging the effects of noise over the dataset.

In [34] it is demonstrated the dominant error in field-fitting

comes from the unknown geometry of the crack (i.e. uncer-

tainty in crack tip position), compared to displacement noise.

This trend is demonstrated in Fig. 4, where the J-integral error

is constant for image noise lower than 15 dB SNR (very high

noise level) but the crack tip position uncertainty induces

more significant errors.

Direct-FE calculation of the J-integral, as exemplified by

the JMAN approach or with the current method when the

contours are taken out of the Bfree^ region, is per se theoret-

ically insensitive to crack tip position as the integration con-

tour does not need to contain the crack tip [40], but it is sen-

sitive to experimental noise (Fig. 3(b)), and so can only be

successful with very good quality data. For instance, in

Fig. 3(b), the direct-FE evaluation is correct for an SNR of

96 dB but not feasible at 45 dB. A good image quality in an

experiment would be expected to have SNR values between

40 dB and 60 dB.

It is possible to use smoothing of the data before field

fitting in order to lower the field-fitting residuals [70], and a

similar method could allow direct calculation of J-integral

from smoothed experimental results, but this is less preferable

than using an indirect-FE calculation. This is because in the

indirect approach, the smoothing of the effects of displace-

ment noise is performed by the FE layer, so the calculation

is informed by the material properties and continuum

mechanics.

In the case of uncertainty or error in the material law,

for instance when the measurements are made within

the plastic zone, both direct and indirect techniques ex-

perience issues. In the direct approach, measured strains

are correct as they are derived from the displacement

field but the calculated stresses would be erroneous. In

the indirect-FE case, both strains and stresses in the FE

regions are affected by the material law as they are

determined from the displacement boundary conditions.

However, they would be self-consistent with the im-

posed material law and therefore would allow calcula-

tion of a contour independent J-integral value. It is

therefore important to correctly define the material law

to obtain meaningful strain energy release rate values

for indirect-FE calculation of the J-integral. Field fitting

suffers the same problem, but with the additional draw-

back that analytic solutions only exist for a limited

number of material laws. The indirect-FE method dem-

onstrated in this work can utilise any material law than

can be described in the finite element simulation soft-

ware Abaqus.

Conclusion

A method to determine the crack strain energy release rate

from measured displacement fields has been presented,

using digital image correlation (DIC) datasets. The method

uses a Finite Element framework and is easy to imple-

ment. The full-field DIC measurements are used to apply

boundary conditions for finite element calculation of the J-

integral. The method is insensitive to the specimen geom-

etry, does not require prior knowledge of the loading and

may be applied when DIC measurements in the vicinity of

the crack are not trustworthy. The method has been

benchmarked on synthetic datasets to assess the errors

arising from uncertainty in crack tip position and image

noise. Like any full field method, the choice of the mate-

rial law must be considered carefully as it can be the

major source of error. Application of the method to exper-

imental data for an elastic-plastic material shows that the

crack field (as a stress intensity factor) can be obtained

with good accuracy, without knowledge of the specimen

geometry and applied loads.
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