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ABSTRACT

Aims. We present the photometric calibration of the twelve optical passbands for the Javalambre Photometric Local Universe Survey
(J-PLUS) second data release (DR2), comprising 1088 pointings of two square degrees, and study the systematic impact of metallicity
on the stellar locus technique.
Methods. The [Fe/H] metallicity from the Large Sky Area Multi-Object Fiber Spectroscopic Telescope (LAMOST) for 146 184 high-
quality calibration stars, defined with signal-to-noise ratio larger than ten in J-PLUS passbands and larger than three in Gaia parallax,
was used to compute the metallicity-dependent stellar locus (ZSL). The initial homogenization of J-PLUS photometry, performed
with a unique stellar locus, was refined by including the metallicity effect in colors via the ZSL.
Results. The variation of the average metallicity along the Milky Way produces a systematic offset in J-PLUS calibration. This effect
is well above 1% for the bluer passbands and amounts 0.07, 0.07, 0.05, 0.03, and 0.02 mag in u, J0378, J0395, J0410, and J0430,
respectively. We modeled this effect with the Milky Way location of the J-PLUS pointing, also providing an updated calibration for
those observations without LAMOST information. The estimated accuracy in the calibration after including the metallicity effect is
at 1% for the bluer J-PLUS passbands and below for the rest.
Conclusions. Photometric calibration with the stellar locus technique is prone to significant systematic bias in the Milky Way for
passbands bluer than λ = 4500 Å. The calibration method for J-PLUS DR2 reaches 1–2% precision and 1% accuracy for 12 optical
filters within an area of 2176 square degrees.

Key words. methods: statistical – techniques: photometric – surveys

1. Introduction

One fundamental step in the data processing of any imaging
survey is the photometric calibration of the observations. The
calibration process aims to translate the observed counts in astro-
nomical images to a physical flux scale referred to the top of the
atmosphere. Because accurate colors are needed to derive photo-
metric redshifts for galaxies, atmospheric parameters for Milky
Way (MW) stars, and surface characteristics for minor bodies;

and reliable absolute fluxes are involved in the estimation of the
luminosity and the stellar mass of galaxies, current and future
photometric surveys target a calibration uncertainty at the 1%
level and below to reach their ambitious scientific goals.

One particular approach to performing the photometric cal-
ibration is the use of the stellar locus (Covey et al. 2007;
High et al. 2009; Kelly et al. 2014). This procedure takes advan-
tage of the way stars with different stellar parameters popu-
late color-color diagrams, defining a well-constrained region
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Table 1. J-PLUS photometric system.

Passband (X) Central wavelength FWHM mDR2
lim kX =

AX
E(B−V) Comments

[nm] [nm] [AB](a)

u 348.5 50.8 20.8 4.479 In common with J-PAS
J0378 378.5 16.8 20.8 4.294 [OII]; in common with J-PAS
J0395 395.0 10.0 20.8 4.226 Ca H+K; similar to the CaHK filter from Pristine
J0410 410.0 20.0 21.0 4.023 Hδ
J0430 430.0 20.0 21.0 3.859 G band
g 480.3 140.9 21.8 3.398 SDSS
J0515 515.0 20.0 21.0 3.148 Mgb Triplet
r 625.4 138.8 21.8 2.383 SDSS
J0660 660.0 13.8 21.0 2.161 Hα; in common with J-PAS
i 766.8 153.5 21.3 1.743 SDSS
J0861 861.0 40.0 20.4 1.381 Ca Triplet
z 911.4 140.9 20.5 1.289 SDSS

Notes. (a)Limiting magnitude (5σ, 3 arcsec diameter aperture) of J-PLUS DR2.

(stellar locus) whose shape depends on the specific colors used.
The match between the instrumental data and a reference stellar
locus provides the flux calibration of the images.

The stellar locus technique is able to provide a photometric
calibration without the need for dedicated calibration images of
standard stars, saving telescope time and optimizing operations.
Its main assumption is that the reference locus is valid for any
observed position. In the general case, the stellar photometry in
the Galaxy is affected by the amount of interstellar matter that
star-light passes through before reaching the observer and by
possible local variations in the extinction law. This leaves two
solutions to define the reference locus: de-reddening the pho-
tometry or choosing a set of dust-free objects (High et al. 2009).

In addition to the interstellar extinction, the average proper-
ties of the stars also vary with their position in the MW. The
stellar locus location for main-sequence (MS) stars is domi-
nated by temperature variations, so the measured correlation in
color-color diagrams is roughly a temperature sequence. How-
ever, the metallicity is also a relevant parameter that affects
the stellar locus location appreciably (e.g., Lenz et al. 1998;
Ivezić et al. 2008; Yuan et al. 2015a; Kesseli et al. 2017), espe-
cially at the bluer optical passbands. With the average metal-
licity of the observed MW stars decreasing as we move from
disk-dominated ([Fe/H] ∼ − 0.5 dex) to halo-dominated ([Fe/H]
∼ − 1.5 dex) sky positions (Ivezić et al. 2008), the location of
the stellar locus changes accordingly, and the assumption of a
position-independent reference locus is not valid. This metallic-
ity effect is a source of systematic in the calibration with the
stellar locus technique.

Several large-area photometric surveys covering the blue
edge (λ < 4500 Å) of the optical range rely on the stellar
locus technique for calibration. We highlight the Kilo-Degree
Survey (KiDS, Kuijken et al. 2019; ugriz broad bands), the
Pristine survey (Starkenburg et al. 2017; a unique CaHK filter of
98 Å width centered at 3952 Å), the SkyMapper Southern Sur-
vey (SMSS, Wolf et al. 2018; Onken et al. 2019; uvgriz pass-
bands), and the Javalambre Photometric Local Universe Survey
(J-PLUS, Cenarro et al. 2019; 5 broad + 7 medium optical fil-
ters as summarized in Table 1). There are hints in these surveys
about the impact of metallicity variations in the stellar locus cal-
ibration. For example, the comparison of the KiDS u band with
Sloan Digital Sky Survey (SDSS, Aihara et al. 2011) photometry
reveals a systematic variation with Galactic latitude, which the

authors link to the change in metallicity (Kuijken et al. 2019).
Furthermore, the photometric metallicity derived from Pristine
presents a systematic variation with the sky position when the
stellar locus calibration is performed with 0.4 < (g − i) < 1.2
stars. They conclude that this is a reflection of the metallic-
ity impact on the stellar locus, and proper measurements are
achieved by calibrating with dwarf MS stars in the 1.2 < (g−i) <
2.4 color range (Starkenburg et al. 2017).

The J-PLUS second data release (DR2; Varela & J-PLUS
collaboration, in prep.), covering 2176 deg2, was made public
in November 2020, and we describe its photometric calibration
here. It is based on the stellar and white dwarf loci procedure
detailed in López-Sanjuan et al. (2019), which was applied to the
J-PLUS first data release (DR1). For the present work, we took
advantage of the [Fe/H] information provided by the Large Sky
Area Multi-Object Fiber Spectroscopic Telescope (LAMOST,
Cui et al. 2012) surveys to implement the metallicity-dependent
stellar locus for calibration. That improved the accuracy of the
published J-PLUS DR2 photometry with respect to previous
releases, especially at passbands bluer than λ = 4500 Å, and
it highlights the systematic variation of the photometric solu-
tion with the position in the sky when metallicity effects are
neglected.

In addition to a metallicity-dependent stellar locus, the
access to massive spectroscopic information also permits the
application of the stellar color regression (SCR, Yuan et al.
2015b; Huang et al. 2021) method. Using Teff , log g, and [Fe/H]
from spectroscopy, the SCR matches stars of the same proper-
ties (i.e., intrinsic colors) and assigns observed color differences
to the effect of interstellar extinction. This permits the homog-
enization of the photometric solution by naturally accounting
for temperature, gravity, metallicity, and extinction effects. The
application of the SCR to J-PLUS data is beyond the scope of
the present paper, and it is explored in a forthcoming work.

This paper is organized as follows. The J-PLUS DR2 and
the ancillary data used on its calibration are presented in Sect. 2.
The calibration methodology is summarized in Sect. 3, high-
lighting the addition of the metallicity-dependent stellar locus in
the process. The precision, accuracy, and the systematic impact
of metallicity in the J-PLUS DR2 calibration are discussed in
Sect. 4. We devote Sect. 5 to summarizing this work and pre-
senting our conclusions. Magnitudes are given in the AB system
(Oke & Gunn 1983).
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2. Data

2.1. J-PLUS photometric data

J-PLUS1 is being conducted from the Observatorio Astrofísico
de Javalambre (OAJ, Teruel, Spain; Cenarro et al. 2014) using
the 83 cm Javalambre Auxiliary Survey Telescope (JAST80)
and T80Cam, a panoramic camera of 9.2k × 9.2 k pixels that
provides a 2 deg2 field of view (FoV) with a pixel scale of
0.55′′ pix−1 (Marín-Franch et al. 2015). The J-PLUS filter sys-
tem, composed of twelve bands, is summarized in Table 1. These
filters were designed to optimize the characterization of MW
stars. The J-PLUS observational strategy, image reduction, and
main scientific goals are presented in Cenarro et al. (2019). In
addition to its scientific potential, J-PLUS was defined with the
technical goal of ensuring the photometric calibration of the
Javalambre Physics of the Accelerating Universe Astrophysical
Survey (J-PAS; Benítez et al. 2014; Bonoli et al. 2021), which
will scan thousands of square degrees with 56 narrow bands of
∼140 Å width down to m ∼ 22.5 mag from the OAJ.

The J-PLUS DR2 comprises 1088 pointings (2176 deg2)
observed and reduced in all survey bands (Varela & J-PLUS
collaboration, in prep.). The limiting magnitudes (5σ, 3′′ aper-
ture) of the DR2 are presented in Table 1 for reference. The
median point spread function (PSF) full width at half maximum
(FWHM) in the DR2 r-band images is 1.1′′. Source detection
was done in the r band using SExtractor (Bertin & Arnouts
1996), and the flux measurement in the twelve J-PLUS bands
was performed at the position of the detected sources using the
aperture defined in the r-band image. Objects near the borders of
the images, close to bright stars or affected by optical artifacts,
were masked. The DR2 is publicly available at the J-PLUS web-
site2.

We highlight that the published J-PLUS DR2 photometry
already includes all the calibration steps presented in Sect. 3.
In addition to J-PLUS information, ancillary data from Gaia, the
Panoramic Survey Telescope and Rapid Response System (Pan-
STARRS), and LAMOST was used in the calibration process.
We describe these datasets in the following.

2.2. Pan-STARRS DR1

The Pan-STARRS1 is a 1.8 m optical and near-infrared telescope
located on Mount Haleakala, Hawaii. The telescope is equipped
with the Gigapixel Camera 1 (GPC1), consisting of an array
of 60 CCD detectors, each 4800 × 4800 pixels (Chambers et al.
2016).

The 3π Steradian Survey (hereafter PS1; Chambers et al.
2016) covers the sky north of declination δ = −30◦ in four
SDSS-like passbands, griz, with an additional passband in the
near-infrared, y. The entire filter set spans the 400−1000 nm
range (Tonry et al. 2012).

Astrometry and photometry were extracted by the Pan-
STARRS1 Image Processing Pipeline (Magnier et al. 2020a,b,c;
Waters et al. 2020). PS1 photometry features a uniform flux
calibration, achieving better than 1% precision over the sky
(Magnier et al. 2020b; Chambers et al. 2016). In single-epoch
photometry, PS1 reaches typical 5σ depths of 22.0, 21.8, 21.5,
20.9, and 19.7 in grizy, respectively (Chambers et al. 2016). The
PS1 DR1 occurred in December 2016, and provided a static-sky
catalog, stacked images from the 3π Steradian Survey, and other
data products (Flewelling et al. 2020).

1 www.j-plus.es
2 www.j-plus.es/datareleases/data_release_dr2

Because of its large footprint, homogeneous depth, and
excellent internal calibration, PS1 photometry provides an ideal
reference for the calibration of the gri J-PLUS broad bands. The
z−band photometry from PS1 was reserved to test the calibration
procedure.

2.3. Gaia DR2

The Gaia spacecraft is mapping the 3D positions and kinemat-
ics of a representative fraction of MW stars (Gaia Collaboration
2016). The mission will eventually provide astrometry (posi-
tions, proper motions, and parallaxes) and optical spectro-
photometry for over a billion stars, as well as radial velocity
measurements of more than 100 million stars.

In the present work, we used the Gaia DR2
(Gaia Collaboration 2018), which is based on 22 months
of observations. It contains five-parameter astrometric determi-
nations and provides integrated photometry in three broad bands,
G (330−1050 nm), GBP (330−680 nm), and GRP (630−1050 nm),
for 1.4 billion sources with G < 21. The typical uncertainties in
Gaia DR2 measurements at G = 17 are ∼0.1 mas in parallax,
∼2 mmag in G-band photometry, and ∼10 mmag in GBP and
GRP magnitudes (Gaia Collaboration 2018).

2.4. LAMOST DR5

LAMOST is a four-meter quasi-meridian reflecting Schmidt
telescope equipped with thousands of fibers distributed in a FoV
of about 20 deg2. It can simultaneously collect spectra per expo-
sure of up to 4000 objects, covering the 380−900 nm wavelength
range at a resolving power of R ∼ 1800 (Cui et al. 2012). The
five-year Phase I LAMOST regular surveys started in the fall of
2012 and were completed in the summer of 2017. The scientific
motivations and target selections of these surveys are described
in Zhao et al. (2012), Deng et al. (2012), Luo et al. (2015), and
Yuan et al. (2015c).

In the final data release of the LAMOST Phase I surveys, the
LAMOST DR5 provides 9 027 634 optical spectra to the com-
munity, of which more than 90 percent are stellar. The LAMOST
DR5 provides stellar classifications and radial velocity measure-
ments for these spectra. In the present work, we were restricted
to the 5 348 712 objects in the “A, F, G, and K type star catalog”3

This includes the basic stellar parameters Teff , log g, and [Fe/H]
derived with the LAMOST stellar parameter pipeline (LASP;
Wu et al. 2011; Luo et al. 2015).

3. Photometric calibration of J-PLUS DR2

The photometric calibration of the J-PLUS DR2 data follows the
main steps presented in López-Sanjuan et al. (2019) for the cali-
bration of J-PLUS DR1. We provide a brief summary of the pro-
cess in Sect. 3.4. The main improvement with respect to DR1 is
the inclusion of the metallicity effect in the stellar locus location,
as detailed in Sect. 3.5.

3.1. Definition of the zero point

The goal of any calibration strategy is to obtain the zero point
(ZP) of the observation; that relates the magnitude of the sources
in passband X on top of the atmosphere with the magnitudes
obtained from the analogue-to-digital unit (ADU) counts of the

3 http://dr5.lamost.org/v3/doc/

data-production-description#toc_16.
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reduced images. We simplify the notation in the following using
the passband name as the magnitude in such filter. Thus,

X = −2.5 log10(ADUX) + ZPX. (1)

In the estimation of the J-PLUS DR2 raw catalogs, the reduced
images were normalized to a one-second exposure and an arbi-
trary instrumental zero point ZPX = 25 was set. This defined the
instrumental magnitudes Xins.

The calibration process applied in J-PLUS DR2 has different
steps, as described in Sect. 3.4. At the end, we estimated the zero
point of the passband X in the pointing pid as

ZPX (pid, X,Y) =
∆Xatm (pid) + PX (pid, X,Y) + ∆XFeH (pid) + ∆XWD + 25, (2)

where∆Xatm is the term that accounts for the atmospheric extinc-
tion at the moment of the observation, PX defines a plane that
accounts for the 2D variation of the calibration with the (X,Y)
position of the sources on the CCD, ∆XFeH includes the effect
of the metallicity in the stellar locus homogenization process,
and ∆XWD is the global offset provided by the white dwarf
(WD) locus that translates homogenized magnitudes to cali-
brated magnitudes outside the atmosphere.

3.2. Total magnitudes for calibration

The J-PLUS instrumental magnitudes used for calibration were
measured on a 6 arcsec diameter aperture. This aperture is not
dominated by background noise and limits the flux contamina-
tion from neighboring sources, although it is not large enough to
capture the total flux of the stars. Thus, we applied an aperture
correction Caper that depends on the pointing and the passband.

The aperture correction was computed from the growth curve
of bright, non-saturated stars in the pointing. For each star,
increasingly larger circular apertures were measured until con-
vergence within errors. This defined the aperture size that pro-
vides the total magnitude of the sources in the pointing; that is
then compared with the magnitude at 6 arcsec aperture to provide
Caper. The typical number of stars used is 50, and the median aper-
ture correction varies from Caper = −0.09 mag in the u band to
Caper = −0.11 mag in the z band, with a median value of Caper =

−0.09 mag for all the filters. The typical uncertainty in the correc-
tion aperture, estimated from the dispersion in the measurements,
is ∼2 mmag. We assumed that the J-PLUS 6 arcsec magnitudes
corrected for aperture effects provided the total flux of stars.

3.3. Extinction correction

We worked with dust de-reddened magnitudes and colors in sev-
eral stages of the calibration process. We empirically computed
the extinction coefficients kX of each J-PLUS passband, pre-
sented in Table 1, by applying the star-pair technique described
in Yuan et al. (2013) to J-PLUS DR1.

The de-reddened J-PLUS photometry, either instrumental or
calibrated, is noted with the subscript 0 and was obtained as

X0 = X − kXE(B − V). (3)

We estimated the color excess at infinite distance of each J-PLUS
source from the Schlegel et al. (1998) extinction map, noted
E(B − V)SFD. The stars used in the calibration process have dis-
tance information from Gaia DR2 parallaxes (Sect. 3.4), and
we included the 3D information using the MW dust model
presented in Li et al. (2018). We integrated the dust model to

infinity and to the distance provided by Gaia at star location,
scaling the color excess from the Schlegel et al. (1998) map
accordingly to obtain E(B − V).

We tested our assumed E(B − V) using the star-pair method
(Yuan et al. 2013). We started by gathering J-PLUS stars with
E(B − V)SFD ≤ 0.02 and LAMOST spectroscopic data as a
reference sample. We de-reddened their observed (g − r) color
with the assumed E(B − V) and the empirical extinction coeffi-
cients in Table 1. This provided a set of intrinsic colors, (g− r)0.
Then, for each J-PLUS star with LAMOST information and irre-
spectively of its color excess, we searched for those sources
in the reference sample with a difference in effective temper-
ature of δTeff < 50 K, in surface gravity δ log g < 0.25 dex,
and in metallicity δ[Fe/H] < 0.1 dex. Assuming a linear vari-
ation of (g − r)0 in these properties, the expected intrinsic color
of the target star was evaluated and its empirical color excess
E(g− r) = (g− r)− (g− r)0 estimated. The comparison between
the assumed E(B − V) and the estimated E(g − r) was linear,
E(g−r) = 1.02E(B−V), and presented a dispersion of 0.012 mag.
We conclude that our assumed E(B − V) is a proper proxy for
the real color excess of the calibration stars and permits to set
the uncertainty in E(B − V) to 0.012 mag. We further test the
assumed extinction correction in Sect. 4.4.

3.4. Scheme of the calibration process

In this section, we provide a brief summary of the steps involved
in the photometric calibration of J-PLUS DR2 images. The
updated flowchart of the calibration process is presented in
Fig. 1. We refer the reader to López-Sanjuan et al. (2019) for
an extensive description of the calibration procedure, but the
metallicity-dependent stellar locus step, added for J-PLUS DR2,
is described in Sect. 3.5.

We started by defining a high-quality sample of MS stars
for calibration. We selected those sources in common between
J-PLUS DR2 and Gaia DR2 with signal-to-noise ratio (S/N)
larger than ten in all the photometric bands and with S/N >
3 in Gaia parallax. We constructed the dust de-reddened abso-
lute G magnitude versus GBP − GRP diagram and selected those
sources belonging to the main sequence. This provided 1 117 073
MS calibration stars, with a median of 822 calibration stars per
pointing and a minimum of 92 stars.

Then, we calibrated the gri broad-band filters with PS1 pho-
tometry. The J-PLUS instrumental magnitudes were compared
with the PSF magnitudes in PS1 after accounting for the color
terms between both photometric systems. This step provides
∆Xatm and the 2D variation along the CCD of the gri broad-band
filters. Because we used PS1 calibrated magnitudes as reference,
∆XFeH = 0 and ∆XWD ∼ 0. The latter term is not zero because
residual differences between J-PLUS and PS1 photometric sys-
tems can exist, as discussed in Sect. 4.3.

The next step was the homogenization of the remaining
passbands. The initial homogenization was performed with the
instrumental stellar locus (ISL). We computed the dust de-
reddened (Xins − r)0 versus (g − i)0 color-color diagrams of the
MS calibration stars. From these, we computed the offsets that
lead to a consistent ISL among all the J-PLUS DR2 pointings.
This provides ∆Xatm and the 2D variation along the CCD for
the other nine J-PLUS passbands. After this step, we defined the
ISL magnitudes as

XISL = Xins + ∆Xatm + PX. (4)

The homogenization was refined with the metallicity-
dependent stellar locus (ZSL). We updated the methodology
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Fig. 1. Updated flowchart of the calibration method used in J-PLUS
DR2. Arrows that originate in small dots indicate that the preceding
data product is an input to the subsequent analysis. Datasets are shown
with their project logo, and external codes or models are denoted with
gray boxes. The rounded boxes show the calibration steps. The asterisks
indicate those steps based on dust de-reddened magnitudes. The white
boxes show intermediate data products, and ovals highlight data prod-
ucts of the calibration process. The changes with respect to J-PLUS
DR1 calibration are the modification in the assumed dust extinction
and the addition of the metallicity-dependent stellar locus step in the
homogenization (Sect. 3.5).

presented in López-Sanjuan et al. (2019) by including the effect
of metallicity in the stellar locus location. We used the metal-
licity measurements from LAMOST DR5, and the procedure is
fully detailed in Sect. 3.5. This step provided ∆XFeH, defining
the ISL + ZSL magnitudes:

XISL+ZSL = XISL + ∆XFeH. (5)

Finally, the performed the absolute color calibration with
the white dwarf locus. From the Gaia absolute magnitude ver-
sus color diagram in the first step, we also selected 639 high-
quality WDs. We compared the observed color-color locus in
(XISL+ZSL − r)0 versus (g − i)0 with the theoretical expectations
from pure hydrogen (DA; Tremblay et al. 2013) and pure helium

(DB and DC; Cukanovaite et al. 2018) models. The Bayesian
modeling of the WD locus provided the ∆XWD for all the
passbands except r, which was used as the reference band in
the process. The technical details of this step are presented in
Appendix A.

This calibration process, including the metallicity-dependent
stellar locus, was applied to the J-PLUS DR2 published data. We
stress that the calibrated photometry is on top of the atmosphere,
and it is therefore not corrected by interstellar reddening. The
performance of J-PLUS DR2 calibration is presented in Sect. 4.
The median zero points obtained after the complete calibration
process are presented in Table 2 for reference.

3.5. Implementation of the metallicity-dependent stellar locus

The calibration process presented in López-Sanjuan et al. (2019)
and summarized in the previous section was updated for the pub-
lished J-PLUS DR2 to include the impact of metallicity in the
stellar locus location. We use the u band as reference to illustrate
the process, and the methodology was similar for other J-PLUS
passbands except gri, which were anchored to PS1 photometry.
The improvement in the accuracy of J-PLUS calibration along
the surveyed area from this step is presented in Sect. 4.2.

3.5.1. LAMOST cross-match with the calibration sample

We started by gathering the [Fe/H] (dubbed metallicity hereafter)
information of the MS calibration stars. We cross-matched the
calibration sample with the LAMOST catalog using a 1 arcsec
radius. A total of 146 184 sources in common were retrieved.
The median uncertainty in [Fe/H] is 0.1 dex, providing a high-
quality dataset to derive the metallicity-dependent stellar locus.

Despite the large sky coverage of LAMOST, not all the
J-PLUS pointings have metallicity information. We have 178
(16%) pointings with fewer than ten calibration stars in com-
mon with LAMOST. This implies that the metallicity-dependent
stellar locus procedure detailed in Sect. 3.5.3 cannot be applied
to all J-PLUS DR2 observations. We circumvented this limita-
tion by modeling the offset in the stellar locus due to metallicity
with the MW location (Sect. 3.5.4).

3.5.2. Estimation of the metallicity-dependent stellar locus

The stellar locus is known to vary with metallicity (e.g.,
Yuan et al. 2015a). Such variation is more prominent at blue
optical wavelengths, with the effect in the u band being an order
of magnitude larger than in the g band (Yuan et al. 2015a). To
illustrate this effect, the median [Fe/H] from LAMOST in the
(uISL−r)0 versus (g− i)0 color-color space is presented in the top
panel of Fig. 2. At a given (g− i)0 color, redder stars in (uISL−r)0
have larger metallicities.

As a starting point, we defined the reference stellar locus,
noted ZSLo, from those stars with −0.25 < [Fe/H] < −0.20
in the color range 0.2 < (g − i)0 < 1.5. The metallicity range
was chosen to cover the density peak in the LAMOST distribu-
tion. From the ZSLo reference, the (uISL − r)0 color difference
to stars of different metallicities was computed, as shown in the
bottom panel of Fig. 2. We find a (uISL − r)0 color difference
of −0.20 mag for [Fe/H]∼ − 1.4 dex stars, and of +0.23 mag for
[Fe/H] ∼ 0.4 dex stars. The dispersion with respect to the refer-
ence locus decreases by a factor of two from σ = 0.092 mag to
σ = 0.047 mag after accounting for the metallicity dependence.

As shown by Yuan et al. (2015a), the metallicity-dependent
stellar locus, noted ZSL, is not just a shift from the reference, and
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Table 2. Estimated error budget of the J-PLUS DR2 photometric calibration and final median zero points.

Precision Accuracy
Passband σ

pre
ISL+ZSL σWD σcal σacc

ISL sISL σacc
ISL+ZSL σacc

SCR 〈ZPX〉
[mmag](a) [mmag](b) [mmag](c) [mmag](d) [mmag](e) [mmag]( f ) [mmag](g) [mag]

u 17 4 18 24 65 7 11 21.16
J0378 19 4 20 26 70 8 14 20.55
J0395 16 4 17 17 46 6 12 20.41
J0410 10 4 12 10 24 4 7 21.35
J0430 8 3 10 6 16 3 6 21.40
g 4 2 7 · · · · · · · · · 3 23.61
J0515 6 2 8 2 4 1 3 21.58
r 4 · · · 6 · · · · · · · · · 3 23.65
J0660 5 3 8 1 1 1 3 21.12
i 4 2 7 · · · · · · · · · 2 23.35
J0861 5 4 8 4 9 2 3 21.65
z 5 3 8 4 9 2 4 22.78

Notes. (a) Instrumental stellar locus (ISL), the plane correction to account for 2D variations along the CCD, and the metallicity-dependent stellar
locus (ZSL) were used to homogenize the photometry. The calibration was anchored to PS1 photometry for gri passbands. Precision estimated
from duplicated MS stars in overlapping pointings. (b) Uncertainty in the color calibration from the Bayesian analysis of the white dwarf locus
(Sect. 4.3). (c) Final precision in the J-PLUS DR2 flux calibration, σ2

cal = σ
2
ISL+ZSL + σ

2
WD + σ

2
r , where σr = 5 mmag (Sect. 4.3). (d) Dispersion

in the metallicity offsets ∆XFeH when the ISL was used to homogenize the photometry. (e) Accuracy along the surveyed area estimated from the
difference between the median ∆XFeH of the 30 pointings with lower and larger absolute latitude when the ISL magnitudes were used (Sect. 4.2).
( f ) Accuracy along the surveyed area estimated from the dispersion in ∆XFeH when the ISL+ZSL were used to homogenize the photometry.
(g)Accuracy estimated from the comparison of the final ISL+ZSL calibration with results from the stellar color regression method (Sect. 4.5).

the simple modeling described above must be refined. Hence, we
estimated the mean (uISL − r)0 color as a function of [Fe/H] and
(g− i)0 with a two-dimensional histogram. The used ranges were
(g − i)0 ∈ [0.2, 1.5] and [Fe/H] ∈ [−2.1, 0.53], with 150 bins in
each dimension. The ZSL and its difference with respect to the
reference locus ZLSo are shown in Fig. 3, highlighting the shift
and the change in curvature of the stellar locus with metallicity.
We compare the J-PLUS ZSL with the results from Yuan et al.
(2015a) in Sect. 4.6.

3.5.3. Measurement of the metallicity offset

The ZSL estimated in the previous section was used to compute
the calibration offset due to metallicity in each J-PLUS DR2 point-
ing, named∆uFeH. The expected color for each MS calibration star
with LAMOST information is estimated from the ZSL and sub-
tracted to the observed color:

δuFeH = (uISL − r)0 − ZSL. (6)

The distribution of these differences in each pointing was fitted
to a Gaussian with median −∆uFeH, the targeted metallicity offset
for the pointing. We assumed that the measured offset is due to the
different metallicity, this is, the stellar locus location, of the stars
in the pointing with respect to the J-PLUS ISL. In this process,
only ZSL bins of more than ten sources and pointings with more
than 50 LAMOST stars with δuFeH computed were kept.

We illustrate the process using the J-PLUS pointing pid =

00066. The dispersion when no metallicity information is
included is σ = 0.09 mag, and a clear dependence with [Fe/H]
is present (top panel in Fig. 4). After accounting for metallicity
effects with the ZSL, the dispersion reduces to σ = 0.04 and the
[Fe/H] gradient has disappeared (bottom panel in Fig. 4). The
median of the measured δuFeH is 0.038 mag, and the estimated
metallicity offset is therefore ∆uFeH = −0.038 mag.

After applying the above procedure to the 1088 J-PLUS DR2
pointings, we obtained a valid ∆uFeH for 746 (69%) of them. In

the next section, we study the trends on the derived offsets and
detail the treatment of those pointings without a metallicity offset
measurement.

3.5.4. Metallicity offset as a function of the pointing location
and iterative process

The metallicity offsets for each J-PLUS pointing with a valid
measurement are shown as a function of Galactic coordinates
in the top left panel of Fig. 5 (2D representation) and in the
top panels of Fig. 6 (1D representation). We found a system-
atic trend in the offsets, changing from ∆uFeH ∼ +0.05 mag to
∆uFeH∼ − 0.05 mag as we move from low to high Galactic lat-
itudes. This trend mirrors the change in the metallicity of the
pointings, noted 〈[Fe/H]〉LAMOST and computed as the median
[Fe/H] of the MS calibration stars with LAMOST information,
which changes from −0.1 dex to −0.5 dex (Fig. 6).

The dispersion in the distribution of the offsets is σISL =

24 mmag (bottom right panel in Fig. 5), which translates to the
observed edge-to-edge difference of ∼0.1 mag. The key feature
of the estimated metallicity offsets is their systematic variation,
which translates to a systematic shift in the calibration and poses
a limitation on the scientific cases that depend on the infor-
mation from the bluer J-PLUS passbands. As an example, we
explore the impact in the estimation of photometric metallicity
in Sect. 4.6.

To correct for the metallicity effect, we modeled the varia-
tion of ∆uFeH with Galactic coordinates using a fourth degree
polynomial fit:

Fu (l, b) =
4∑

m,n=0

Cmn × lm × bn, (7)

where (l, b) are the Galactic longitude and latitude of the J-PLUS
pointings, and Cmn are the coefficients of the polynomial. This
modeling assumes a smooth variation of the calibration offsets
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Fig. 2. Top panel: binned (uISL − r)0 versus (g − i)0 color-color dia-
gram. The color scale shows the median [Fe/H] in each bin estimated
from LAMOST spectra. The black solid line marks the stellar locus for
−0.25 < [Fe/H] < −0.20 stars in the range 0.2 < (g − i)0 < 1.5, noted
ZSLo. The arrows show the color excess vector (E) for the 50th, 90th,
and 99th percentiles of the sources’ E(B−V) distributions, correspond-
ing to E(B − V) = 0.03, 0.08, and 0.12, respectively. Bottom panel:
normalized histogram of the (uISL − r)0 color difference with respect to
ZSLo for samples of different metallicities, defined with a central [Fe/H]
±0.1 dex. The central metallicity of each sample is labeled in the panel.

(i.e., of the metallicity) along the Galaxy and permits us to assign
a metallicity offset to those orphan pointings without a valid
measurement. A drawback is that local metallicity variations can
still affect the calibration, and in several cases the offsets were
extrapolated from the area with available information.

The model Fu was applied as a proxy for the metallicity off-
set in Eq. (2). We note that this action changes the photometry
of the J-PLUS stars used to compute the ZSL. To ensure self-
consistency, we computed an updated version of the ZSL after
obtaining the new calibration and iterate the process until con-
vergence. It took four iterations to reach variations lower than
1 mmag in the measured metallicity offsets.

The final Fu model is presented in the top right panel of
Fig. 5. The final residuals, noted as ∆uFeH = ∆uFeH − Fu, have
a dispersion of σISL+ZLS = 7 mmag, three times smaller than the
original ones (bottom right panel in Fig. 5). The improvement is
also clear in the lower panels of Figs. 5 and 6, where the initial
structures are suppressed and no systematic variations with the
pointing location remain. This implies that the original system-
atic error is now statistical, greatly improving the accuracy of the
J-PLUS calibration along the surveyed area (Sect. 4.2).

As a summary of this section, we estimated and corrected the
systematic impact of the varying MW metallicity in the stellar
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Fig. 3. Binned metallicity versus (g − i)0 color diagram of the MS
calibration stars with measurements from LAMOST. Top panel: mean
(uISL − r)0 color in each bin, defining the metallicity-dependent stellar
locus (ZSL). Bottom panel: (uISL − r)0 color difference with respect to
ZSLo. The median metallicity of the reference locus is marked with the
black dashed line.

locus calibration. We used the u passband as an illustrative exam-
ple, and the results for the other J-PLUS passbands are presented
in Sect. 4.2.

4. Error budget and the impact of metallicity on

photometric calibration

This section is devoted to the error budget analysis and the
impact of the metallicity in the J-PLUS DR2 calibration. We
study the precision in the photometry in Sect. 4.1 and the accu-
racy along the surveyed area in Sect. 4.2. The uncertainty in the
absolute calibration is discussed in Sect. 4.3.

4.1. Precision from overlapping areas

Adjacent J-PLUS pointings slightly overlap with each other. We
measured the precision of the calibration by comparing the pho-
tometry of those MS calibration stars independently observed by
two pointings. The number of unique pointings pairs in J-PLUS
DR2 is 2449. For each pointing pair, we computed the difference
between the two calibrated magnitudes of the common stars and
estimated the median of the differences to minimize the effect of
the individual errors. The distribution of the 2449 median dif-
ferences was described by a Gaussian function, and the desired
precision was obtained as σ/

√
2, where σwas the measured dis-

persion of the distribution.
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i)0 for the MS calibration stars with LAMOST information in pointing
pid = 00066. The colored scale in both panels shows the spectroscopic
[Fe/H] from LAMOST. The dashed lines mark zero offset. The dotted
line marks the median difference with respect to the ZSL. The derived
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We found that the precision obtained in XISL+ZSL magni-
tudes is similar and replicates the results from J-PLUS DR1
at one mmag level. The results are summarized in Table 2.
The measured precision is ∼18 mmag in u, J0378, and J0395;
∼9 mmag J0410 and J0430; and ∼5 mmag in g, J0515, r, J0660,
i, J0861, and z.

We also found that the results with XISL magnitudes mimic
those in Table 2. The negligible change with respect to DR1 and
after applying the ZSL reflects that metallicity variations along
the MW impacts the calibration at scales larger than a few square
degrees. This limited local impact is exacerbated when distant
pointings are compared, as analyzed in the next section.

4.2. Accuracy along the surveyed area

The comparison of the photometry in adjacent pointings is not
able to provide a measurement of the accuracy of the calibration
along the surveyed area. This was a drawback of the analysis
performed with J-PLUS DR1 by López-Sanjuan et al. (2019).
As shown in Sect. 3.5.3, the systematic variation of the metal-
licity along the MW accordingly produces a systematic offset in
the photometric solution. The metallicity offsets ∆XFeH there-
fore provide a proxy for the accuracy in the calibration along the
J-PLUS DR2 surveyed area.

The dispersion in the metallicity offsets when
XISL magnitudes were used, noted as σacc

ISL, is 24 mmag in the
u band (Fig. 5). This dispersion decreases by a factor of three

after accounting for the metallicity effect, σacc
ISL+ZSL = 7 mmag.

However, the systematic nature of the offsets, with a clear
smooth variation with Galactic latitude (Fig. 6), implies that
the relevant measurement of the accuracy in the case of the
ISL magnitudes is not the dispersion.

To illustrate this fact, we studied the metallicity offset for
the 30 pointing with lower and larger absolute Galactic latitude.
Each sample comprises 0.4% of the total pointings with a metal-
licity offset measurement. The difference between the median
offset of these two samples is sISL = 65 mmag (top panel in
Fig. 7). Interestingly, we found that the dispersion in the offsets
is compatible with σacc

ISL+ZSL. In other words, the local dispersion
before accounting for the metallicity effect is similar to the final
dispersion from XISL+ZSL magnitudes. By construction, this sys-
tematic difference disappeared when XISL+ZSL magnitudes were
used (bottom panel in Fig. 7).

The distribution of ∆uFeH is therefore not a Gaussian, but the
combination of a systematic error function and a random Gaus-
sian component. The systematic error can be expressed with a
pulse function:

S (x | sISL) = H (x + 0.5sISL) − H (x − 0.5sISL), (8)

where H is the Heaviside step function. We interpret this
functional form as follows: without the relevant information
about the Galactic latitude of the pointing, the value of the
metallicity offset should be located between the two measured
extremes (±0.5sISL) with an equal probability. In this context,
the accuracy of the ISL calibration is expressed with the variable
sISL.

The final distribution of ∆uFeH was modeled as the convo-
lution of the pulse function S with a Gaussian of dispersion
σacc

ISL+ZSL. We found that this distribution properly describes the
observed values (Fig. 8), supporting our interpretation. In the
case of the XISL+ZSL magnitudes, we find sISL+ZSL ∼ 0, and only
the random component of the error remains.

The different accuracy measurements are gathered in Table 2
and shown in Fig. 9. We find that the calibration accuracy when
metallicity effects are neglected is well above 1% for the pass-
bands at λ < 4 500 Å and accounts for sISL ∼ 0.07, 0.07,
0.05, 0.03, and 0.02 mag in u, J0378, J0395, J0410, and J0430.
The impact is milder in the redder passbands, with ∼0.01 mag
in J0861 and z, and negligible in the J0515 and J0660
passbands.

The numbers above should be representative of the calibra-
tion accuracy of J-PLUS DR1, complementing the results pre-
sented in López-Sanjuan et al. (2019). The estimated systematic
errors are much larger than the precision errors, limiting the
J-PLUS scientific outcome when using the DR1 calibration. This
is illustrated in Sect. 4.6.

The implementation of the metallicity-dependent stellar
locus has greatly improved the accuracy in the J-PLUS cali-
bration. It has not only decreased the dispersion in the final
metallicity offsets by a factor of two-three (Fig. 9), but also
removed the main systematic error. The final uncertainty esti-
mated for J-PLUS DR2 is summarized in Table 2 and is at the
1% level or below. The improvement in the bluer passbands is
roughly a factor ten, decreasing from sISL ∼ 70−20 mmag to
σacc

ISL+ZSL ∼ 8−3 mmag.
We conclude that the implementation of the metallicity-

dependent stellar locus has improved the accuracy of the J-PLUS
DR2 calibration to 1% level and has minimized the systematic in
the photometric solution along the surveyed area.
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Fig. 5. Photometric offset for each J-PLUS DR2 pointing estimated from the metallicity-dependent stellar locus. Top left panel: initial offset in
Galactic coordinates with the homogenization from ISL, ∆uFeH. Top right panel: modeled metallicity offset Fu in Galactic coordinates. Those
pointings without offset estimation and not used in the modeling procedure are highlighted with a black edge. Bottom left panel: final metallicity
offset in Galactic coordinates after the homogenization from ISL + ZSL, ∆uFeH = ∆uFeH − Fu. Bottom right panel: distribution of the metallicity
offsets ∆uFeH (gray) and ∆uFeH (colored). The Gaussian distributions that better describe the data are also shown, with their dispersion labeled in
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4.3. Absolute color calibration from the white dwarf locus

The stellar locus steps, both ISL and ZSL, were devoted
to homogenizing J-PLUS photometry in those passbands not
anchored to PS1. The absolute color calibration was performed
with the white dwarf locus. Thanks to the large area observed
(2176 deg2) and the already homogenized photometry, a set of
639 high-quality white dwarfs were retrieved from the Gaia
absolute magnitude versus color diagram. We performed a joint
Bayesian analysis of the eleven (XISL+ZSL − r)0 versus (g − i)0
color-color diagrams to estimate the offsets ∆XWD that translate
instrumental magnitudes to calibrated magnitudes on top of the
atmosphere. We summarize the obtained values in Table 3 for
reference and provide a detailed technical description of the pro-
cess in Appendix A. The typical uncertainty in these offsets is at
the 4 mmag level, as presented also in Table 2.

In addition to the offsets, the Bayesian modeling provides
the intrinsic dispersion in the WD locus (Table 3) and two
physical parameters of the WD population: the fraction of DAs
and the median gravity. We found a DA fraction of fDA =

0.83 ± 0.01 and a median log g = 7.97 ± 0.04. Both values
are consistent with J-PLUS DR1 results in López-Sanjuan et al.
(2019), and the median surface gravity agrees with the lit-
erature (e.g., Jiménez-Esteban et al. 2018; Gentile Fusillo et al.
2019; Tremblay et al. 2019; Bergeron et al. 2019, and references
therein). We refer the reader to López-Sanjuan et al. (2019) and
Appendix A for a detailed description of the Bayesian modeling
and the assumptions in the white dwarf locus step.

A relevant change with respect to J-PLUS DR1 is on the
g and i passbands’ offsets. We obtained ∆gWD = 1 mmag and
∆iWD = −1 mmag, while the values in DR1 were ∆gWD =

−3 mmag and ∆iWD = 4 mmag, respectively. We attribute the
better agreement between J-PLUS and PS1 photometric systems
to the change in the assumed color excess and the extinction
coefficients (Sect. 3.3).

We set the calibration uncertainty in the reference r band to
σr = 5 mmag following the results in DR1. This uncertainty
is added to the precision in the homogenization and the white
dwarf locus offsets to provide the absolute flux uncertainty in J-
PLUS DR2 (Table 2). The final precision is comparable to DR1
and the new calibration considerably improves the accuracy of
our photometry.

As a final test, we compared the J-PLUS magnitudes with
the synthetic photometry of the spectroscopic standard white
dwarf GD 153. We summarize the details of the comparison in
Appendix B. We found that the agreement is at the 3% level in
u; at the 2% level in J0378, J0395, J0410, and J430; and at the
1% level in g, J0515, r, J0660, i, J0861, and z. These differ-
ences were set as an upper limit for the absolute flux calibration
accuracy of the J-PLUS DR2 photometry.

4.4. Impact of the assumed color excess in the calibration

We compared the final zero points obtained with the stellar and
white dwarf loci against the zero points obtained by direct com-
parison with the PS1 z passband. The difference is well described
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Fig. 6. Photometric offset estimated from the metallicity-dependent stellar locus. Top panels: initial offset with the homogenization from ISL,
∆uFeH. Bottom panels: final offset with the homogenization from ISL+ZS, ∆uFeH = ∆uFeH − Fu. The left panels show the dependence on Galactic
latitude b and the right panels on Galactic longitude l, showing pointings with positive and negative latitudes separately. In all the panels, the color
scale shows the median metallicity in the pointing estimated from LAMOST spectra.

by a Gaussian with median µ = −2 mmag and a dispersion of
σ = 5 mmag. This result reinforces the calibration procedure
and was used to discriminate the best extinction model.

We repeated the full calibration process assuming the color
excess at infinity from Planck Collaboration XI (2014) and with
the 3D dust maps provided by Bayestar174 (Green et al. 2018),
based on Pan-STARRS stellar colors. We found that the best
consistency with the PS1 z-band photometry is reached with the
estimation based on Schlegel et al. (1998). In all the cases, the
systematic offsets due to metallicity were present.

Interestingly, the application of the metallicity-dependent
stellar locus to the XISL magnitudes worsens the comparison
between J-PLUS and PS1 in the Bayestar17 case, going for
σ = 5 mmag to σ = 7 mmag. The opposite happened in the
Planck and Schlegel et al. (1998) cases, improving from σ =
6 mmag to σ = 5 mmag. The differences are subtle, but mea-
surable. The extinction maps from Schlegel et al. (1998) and
Planck Collaboration XI (2014) are not related to the photom-
etry used in the calibration, therefore providing an independent
extinction frame for the homogenization process.

4.5. Comparison with the SCR method

As already pointed out in Sect. 1, the stellar color regression
(SCR; Yuan et al. 2015b; Huang et al. 2021) method deals with
the different stellar properties in a consistent way, providing
an alternative homogenization process for calibration. Using

4 http://argonaut.skymaps.info/

LAMOST DR5 as reference, the SCR method was applied to
J-PLUS DR2.

We found that the comparison between the ISL+ZSL and the
SCR zero points follows a Gaussian distribution with dispersion
σacc

SCR, as reported in Table 2. The dispersion is ∼12 mmag in the
u, J0378, and J0395 filters, ∼6 mmag in J0410 and J0430, and
∼3 mmag in the rest of the J-PLUS passbands. The origin of this
dispersion is related to the different treatment of the interstellar
extinction, our functional approach to the impact of the metallic-
ity offset, and the inherent statistical dispersion of each method.

A detailed application and analysis of the SCR calibration
for J-PLUS DR2 is beyond the scope of the present paper and
will be presented in a forthcoming work. The comparison with
the independent SCR method provided an extra measurement for
the accuracy in the photometry, which we set at a percentage
level for passbands bluer than λ ∼ 4500 Å.

4.6. Photometric metallicity from J-PLUS data

In this section, we highlight the impact of the improved cal-
ibration in the estimation of the photometric metallicity from
J-PLUS DR2 data. As in other sections, we use the u band as an
example, but similar results are obtained with J-PLUS passbands
J0378 and J0395, which are the most sensitive to metallicity.

We started by computing the final ZSL in the (u − r)0 ver-
sus (g − i)0 space, as in Sect. 3.5, but using the final J-PLUS
DR2 calibrated magnitudes. Following Yuan et al. (2015a), we
modeled the (u − r)0 locus with a fourth-degree polynomial in
(g − i)0 and [Fe/H]. The resulting model in those bins with data

A61, page 10 of 18

http://argonaut.skymaps.info/


C. López-Sanjuan et al.: J-PLUS: Systematic impact of metallicity on photometric calibration with the stellar locus

−50 −25 0 25 50

∆uFeH [mmag]

0.00

0.02

0.04

0.06

P
ro
b
ab

il
it
y

sISL

σ
acc
ISL+ZSL

−50 −25 0 25 50

∆uFeH [mmag]

0.00

0.02

0.04

0.06

P
ro
b
ab

il
it
y

sISL+ZSL

σ
acc
ISL+ZSL

Fig. 7. Photometric offset estimated from the metallicity-dependent stel-
lar locus for the 30 J-PLUS DR2 pointings with lower (red histogram)
and larger (blue histogram) absolute Galactic latitude. Top panel: initial
offsets with the homogenization from ISL, ∆uFeH. Bottom panel: final
offsets with the homogenization from ISL + ZSL, ∆uFeH = ∆uFeH − Fu.
The difference between the median offsets of each population is marked
as sISL = 65 mmag and sISL+ZSL ∼ 0, respectively. The solid lines show
Gaussian distributions located at the median offsets and with dispersion
σacc

ISL+ZSL = 7 mmag in all cases, i.e., they are not a fit to the data.

was normalized to the locus at [Fe/H] = –0.225 dex, as shown in
the left panel of Fig. 10. The curvature in the locus is evident.

We compared the J-PLUS ZSL with the results from
Yuan et al. (2015a) using SDSS photometry. They provide the
metallicity-dependent stellar loci (u − g)0 and (g − r)0 as a func-
tion of (g − i)0 and [Fe/H]. We combined both loci to obtain the
(u − r)0 variation and normalized again to the locus at [Fe/H]=
−0.225 dex. The result is presented in the right panel of Fig. 10.
We found a close agreement between both studies, which present
similar structures. The discrepancies, at the 0.04 mag level, are
expected because of the different photometric systems used
(J-PLUS versus SDSS).

After checking our final ZSL with the results in Yuan et al.
(2015a), we aim to test the impact of the calibration in the pho-
tometric metallicities estimated from J-PLUS DR2. We decided
to compute the J-PLUS photometric metallicities using the sim-
plest offset model, relating the (u − r)0 color distance to the
reference locus at [Fe/H]= −0.225 dex with a metallicity mea-
surement. We used 144 375 stars in common with LAMOST
and with 0.1 ≤ (g − i)0 ≤ 1.6 to map the relation between color
and metallicity. The comparison between J-PLUS and LAMOST
metallicities had a dispersion of σ = 0.14 dex. We stress that the
goal of this section is just to illustrate the net improvement of the
photometric calibration. We expect to obtain better metallicity
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Fig. 8. Photometric offset in the u band estimated from the metallicity-
dependent stellar locus (open histogram). The red solid line shows a
pulse function of width sISL = 65 mmag. The purple solid line is the
convolution of the pulse function with a Gaussian function of dispersion
σacc

ISL+ZSL = 7 mmag.

estimates from the whole twelve-band J-PLUS photometry (e.g.,
Whitten et al. 2019).

Because LAMOST metallicities were used in both the cal-
ibration and the estimation of the photometric metallicity, we
ensured an independent test by comparing J-PLUS metallicities
with the spectroscopic values from the Apache Point Observa-
tory Galactic Evolution Experiment (APOGEE, Jönsson et al.
2020) data in the SDSS DR165. The available data contain high-
resolution (R ∼ 22 500) near-infrared (15 140−16 940 Å) spectra
for about 430 000 stars covering both the northern and south-
ern skies, from which radial velocities, stellar parameters, and
chemical abundances of 20 species are determined.

We cross-matched the MS calibration stars with the
APOGEE sample using 1 arcsec radius. A total flag equal to zero
in APOGEE information and a J-PLUS color 0.1 ≤ (g− i)0 ≤ 1.6
was imposed. This yielded 2177 common stars. The difference
between the J-PLUS and APOGEE values was defined as

∆[Fe/H] = [Fe/H]J−PLUS − [Fe/H]APOGEE. (9)

The star-by-star difference defined a Gaussian with median of
µ = 0.03 dex and a dispersion of σ = 0.13 dex.

To explore the possible systematic trend of ∆[Fe/H] with
Galactic latitude, we computed the median metallicity difference
with respect to APOGEE using 25 bins of variable size to ensure
∼90 sources per bin. The uncertainties where estimated by
bootstrapping. The results using XISL magnitudes and the final
calibration are presented in Fig. 11. We found that the metal-
licity differences are roughly flat with the final J-PLUS DR2
calibration, as desired, presenting a slight bias of 0.02 dex. How-
ever, neglecting the ZSL step in the calibration produces a clear
trend with Galactic latitude: the estimated ∆[Fe/H] changes
from −0.02 dex at |b| ∼ 30 deg to +0.10 dex at |b| ∼ 80 deg.
We performed a linear fit to the data, using |b| as an independent
variable, and we present the distribution of the slope ∇[Fe/H],
with [deg−1] units, in Fig. 12. The slope for the final calibration
is 100×∇[Fe/H] = −0.03± 0.03, while neglecting the ZSL step
provides 100 × ∇[Fe/H] = 0.30 ± 0.03. The slope is compati-
ble with zero, as desired, by including the impact of metallicity
in the stellar locus position, while the slope is positive at 10σ
level when the metallicity effects are not accounted for. We con-
clude that the improved photometric calibration of J-PLUS DR2

5 https://www.sdss.org/dr16/irspec/dr_synopsis/
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Fig. 9. Distribution of the metallicity offsets for J-PLUS DR2. In all the panels, the initial offsets ∆XFeH from ISL magnitudes are presented in
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Table 3. Estimated offsets to transport the ISL+ZSL photometry outside
the atmosphere.

Passband (X) ∆XWD σint
[mag] [mag]

u −3.881 ± 0.004 0.030 ± 0.005
J0378 −4.497 ± 0.004 0.028 ± 0.005
J0395 −4.616 ± 0.004 0.028 ± 0.005
J0410 −3.662 ± 0.004 0.008 ± 0.005
J0430 −3.603 ± 0.003 0.007 ± 0.004
g 0.001 ± 0.002 0.004 ± 0.002
J0515 −3.438 ± 0.002 0.008 ± 0.003
r · · · · · ·
J0660 −3.901 ± 0.003 0.019 ± 0.003
i −0.001 ± 0.002 0.003 ± 0.002
J0861 −3.371 ± 0.004 0.013 ± 0.006
z −2.250 ± 0.003 0.011 ± 0.004

yields a reliable twelve-bands photometric catalog for an impor-
tant fraction of the northern sky.

5. Summary and conclusions

We explored the impact of metallicity on the photometric cali-
bration of J-PLUS DR2, based on the stellar locus technique, and
update the error budget in the calibration. Using the metallicity
information from LAMOST, we find that the J-PLUS passbands

bluer than 4500 Å are strongly affected by the MW metallic-
ity gradient in Galactic latitude, which breaks the assumption
of a homogeneous dust de-reddened stellar locus across the sky.
The peak-to-peak variation amounts to 0.07, 0.07, 0.05, 0.03,
and 0.02 mag in u, J0378, J0395, J0410, and J0430, respec-
tively. The variation is ∼0.01 mag in J0861 and z, while negli-
gible in J0515 and J0660. This effect is systematic and smooth
along the surveyed area. We modeled the metallicity-dependent
offset in the stellar locus in those areas in common with LAM-
OST to improve the photometric calibration in the complete J-
PLUS DR2 dataset. The accuracy of the calibration in the sur-
veyed area is expected to be at a percentage level for the bluer
J-PLUS passbands and at a sub-percentage level in the rest of
the filters after including the metallicity information in the pro-
cess. The published J-PLUS DR2 photometry already includes
the metallicity-dependent stellar locus step in the calibration
procedure.

The precision in the calibration, measured from repeated
sources in the overlapping areas between pointings and includ-
ing absolute color and flux scale uncertainties, is ∼18 mmag
in u, J0378, and J0395; ∼11 mmag in J0410 and J0430; and
∼8 mmag in g, J0515, r, J0660, i, J0861, and z. These values
are similar to those derived in López-Sanjuan et al. (2019) with
J-PLUS DR1 data, reflecting that the metallicity impacts the
calibration at scales above a few square degrees.

Our analysis highlights the expected impact of metallicity on
the stellar locus technique at λ . 4500 Å (see High et al. 2009;
Yuan et al. 2015a), producing systematic offsets and impacting
the physical properties derived for stars and galaxies. Large-area
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surveys with blue optical passbands must evaluate the impact of
metallicity in the use of the stellar locus to homogenize their
photometry, and techniques based on large overlapping areas or
methods that accounts for the variety of stars’ physical properties
(e.g., SCR or ISL+ZSL) should be favored.

The main limitation of the presented methodology is its
dependence on external datasets. We relied on Schlegel et al.
(1998) to derive the extinction from the interstellar medium,
Gaia to define a sample of main sequence stars, PS1 to set the
calibration of the gri broad bands, and LAMOST to access the
metallicity of the calibration stars. The possible systematics from
each work will be inherited by the J-PLUS photometry. Because
of this and to ensure consistency with the calibration process,
we recommend assuming Schlegel et al. (1998) maps and the
extinction coefficients in Table 1 when using J-PLUS DR2
photometry.

Regarding the technical goal of J-PLUS, which is to ensure
the photometric calibration of J-PAS, the findings here are of
great importance when defining the J-PAS calibration strategy.
The current roadmap for J-PAS calibration has three steps: (1)
homogenization using half-CCD overlapping areas thanks to a
large dithering pattern between the four exposures per filter,
which will allow us to derive a consistent photometric solution
along the surveyed area and to trace 2D variations along the focal
plane by comparing four measurements of the same source; (2)
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Fig. 12. Distribution in the best linear-fitting slope of the metallicity dif-
ference versus Galactic latitude estimated from XISL (red) and XISL+ZSL

(purple) photometry. The dotted line marks a zero slope.

absolute color calibration using the white dwarf locus, whereby
the properties of the locus, with two populations and curved
profiles, will permit the color calibration without using external
photometric data; and (3) absolute calibration by anchoring the
J-PAS reference broad band to Pan-STARRS. In this case, only
one offset will be needed to translate the already homogeneous
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photometry outside the atmosphere. The calibration against Gaia
is also a possibility, but with J-PAS photometry being indepen-
dent of Gaia spectro-photometry it will be possible to test sys-
tematic effects in both surveys.
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Ivezić, Ž., Smith, J. A., Miknaitis, G., et al. 2007, AJ, 134, 973
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Appendix A: Technical details about the absolute

color calibration
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Fig. A.1. Dust de-reddened (uISL+ZSL − r)0 versus (g − i)0 color-color
diagram of the 639 high-quality white dwarfs in J-PLUS DR2 (clean
sample, cyan dots; outliers, red dots). The solid lines show the theoreti-
cal locus for DA (orange) and DB+DC WDs (magenta). The gray scale
shows the most probable model that describes the observations. The
blue probability distributions above and to the right show the (g − i)0

and (uISL+ZSL − r)0 projections of the data, respectively. The projections
of the total, DA, and DB+DC models are represented with the black,
orange, and magenta lines. The model in all the J-PLUS color-color
diagrams shares the parameters µ = −0.834, s = 0.385, α = 1.50,
fDA = 0.835, log g = 7.97, and ∆C1 = 0.002 (see text for details). The
values of the filter-dependent parameters σint and ∆XWD are labeled in
the panel.

The principal novelty presented in López-Sanjuan et al. (2019)
is the implementation of the white dwarf (WD) locus for
absolute color calibration. Here, we provide the relevant tech-
nical details for completeness, and the reader is referred to
López-Sanjuan et al. (2019) for a detailed description.

The properties of WDs make them excellent standard sources
for calibration (Holberg & Bergeron 2006). The model atmo-
spheres of WDs can be specified at the ∼1% flux level with
an effective temperature (Teff) and a surface gravity (log g).
These parameters can be accurately estimated via a spectro-
scopic analysis of the Balmer line profiles, providing a reference
flux model for calibration. They are also mostly photometrically
stable and statistically present lower levels of interstellar red-
dening than main sequence stars. Because of these properties,
a significant observational and theoretical effort is still under-
way to provide the best possible WD network to ensure a high-
quality calibration of deep photometric surveys (e.g., Bohlin

2000; Holberg & Bergeron 2006; Narayan et al. 2016, 2019, and
references therein).

We statistically analyzed the WD locus to derive the J-PLUS
absolute color calibration. The observational WD locus presents
two branches, corresponding to hydrogen- (DA) and helium-
dominated (DB + DC) white dwarfs (e.g., Holberg & Bergeron
2006; Ivezić et al. 2007; Ibata et al. 2017; Gentile Fusillo et al.
2019; Bergeron et al. 2019). These populations are evident for
X = {u, J0378, J0395, J0660}, where the hydrogen lines are
more prominent. We performed a joint Bayesian modeling of
the 11 independent (XISL+ZSL − r)0 versus (g − i)0 color-color
diagrams from J-PLUS. The r band was used as the absolute ref-
erence in the process. We confronted the theoretical WD locus
with the observations and obtained the best parameters that mod-
eled the observed distribution of the sources. In this process, the
observational errors were accounted for.

The theoretical loci for DA and DB+DC WDs were obtained
from the 3D model atmospheres presented in Tremblay et al.
(2013) and Cukanovaite et al. (2018), respectively. The high-
resolution spectral models at varying gravity (log g =

7, 7.5, 8, 8.5, and 9 dex) were convolved with the J-PLUS filter
system to obtain the theoretical WD locus. We performed a lin-
ear interpolation in the provided colors to access other gravity
values during the modeling.

The assumed WD locus model has 27 parameters. The distri-
bution in (g − i)0 color was parametrized with a skew Gaussian.
Its parameters were the median of the distribution (µ), the dis-
persion (s), and the skew parameter (α). The general WD pop-
ulation was described with two parameters: the fraction of DA
white dwarfs ( fDA) and the median surface gravity (log g). The
offsets in each color-color diagram account for 11 parameters,
parametrized with ∆C1 and ∆C2. These offsets impose a match
between the theoretical WD locus and the observations. The off-
set ∆C2 provides the desired ∆XWD term in Eq. (2), that trans-
lates the homogenized ISL+ZSL photometry to physical units
outside the atmosphere. We defined ∆C1 = ∆gWD − ∆iWD. This
reduced the initial 20 parameters (two per color-color diagram)
to 11 independent measurements. Finally, the dispersion of the
WD locus in each color-color diagram amounts to 11 parame-
ters. The diversity of white dwarf properties produces a phys-
ical dispersion in the locus after accounting for observational
uncertainties. We encompassed all these physical variations in
the intrinsic dispersion parameter, σint.

The modeling featured two steps. First, a simplified version
of the model was run with an extra constant-density compo-
nent to identify outlier WDs that are far from the theoretical
WD locus. This was performed in sequence, starting from the z
band and moving blueward. In each color-color diagram, the out-
liers were identified and flagged. From the initial sample of 639
high-quality white dwarfs in J-PLUS DR2, we identified 70 out-
liers. Second, the final joint Bayesian analysis of the WD locus
in the 11 color-color diagrams was performed. A total of 569
high-quality WDs were used to compute the final absolute color
calibration.

We illustrate the obtained locus in Figs. A1, A2, and A3. The
main results are presented and discussed in Sect. 4.3.
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Fig. A.2. Similar to Fig. A.1, but for X = J0378, J0395, J0410, J0430, g, and J0515 passbands. We omit the (g − i)0 projection because it is
shared by all the panels.
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Fig. A.3. Similar to Fig. A.1, but for X = J0660, i, J0861, and z passbands. We omit the (g − i)0 projection because it is shared by all the panels.
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Appendix B: Comparison with the spectroscopic

standard GD 153

We provide an additional test to the absolute flux calibration
in J-PLUS DR2. We compared the results from the final pho-
tometry with the synthetic photometry of the spectroscopic
standard star GD 153. We used the reference spectra from CAL-
SPEC6 (Bohlin et al. 2014, 2020) and from the Gaia spectro-
photometric standard stars (SPSS) survey7 (Pancino et al. 2012,
2021). GD 153 is one of the three calibration pillars from the
Hubble Space Telescope (HST) and it was observed as part of
J-PLUS DR2. The r−band magnitude of GD 153 in J-PLUS is
r = 13.59 mag, so its photometry is dominated by calibration
uncertainties with small photon counting errors. We note that
there are other five sources in common between J-PLUS, CAL-
SPEC, and the Gaia SPSS survey. The individual results from
these sources are noisier than for GD 153, with the average result
being similar to that obtained with GD 153. Moreover, the spec-
tra of these extra sources are calibrated using the three HST pil-
lars as references. This is the most informative and independent
comparison with respect to GD 153.

The results are presented in Fig. B.1. We found a good agree-
ment at λ > 4500 Å, with differences at the 1% level between
both reference spectra and the J-PLUS photometry. The situa-

tion is less favorable at the bluer passbands, with a maximum
difference of 3 − 4% in u. From this comparison, we can safely
set the absolute flux accuracy in J-PLUS DR2 at 3% for the u
band, at 2% for J0378, J0395, J0410, and J0430; and at 1% for
g, J0515, r, J0660, i, J0861, and z.

The origin of the observed discrepancies in the bluer pass-
bands can be diverse. The assumed extinction for the WD pop-
ulation analyzed in Appendix A could be far from the real color
excess, changing the overall flux scale level. Our default proce-
dure provided an average extinction of E(B− V) = 0.022 for the
WD population. We tested that a zero extinction in the WD pop-
ulation is needed to reconcile the fluxes in the bluer passbands,
but the agreement in the redder filters worsens to a 2% level. We
also tested the impact of assuming the extinction values from the
3D extinction maps Bayestar17 and Stilism (Lallement et al.
2018). Both maps provided E(B − V) = 0.017 for the WD pop-
ulation used for calibration, which is a small change that can
account only for 0.01 mag of the discrepancy in the u band.

As a final point, we stress that the comparison between
the zero points in J-PLUS DR1 obtained with the WD locus
and using the SDSS u band as reference presented an offset of
0.04 mag (López-Sanjuan et al. 2019). This is consistent with the
offset obtained by Holberg & Bergeron (2006) using WD spectra
to predict photometric fluxes.
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Fig. B.1. Comparison between the J-PLUS DR2 photometry (XJ−PLUS, colored points) of GD 153 and its synthetic photometry (Xstandard, white
dots) estimated from the standard spectra in CALSPEC (left panel) and Gaia SPSS (right panel). In both panels, the high-resolution standard
spectra is shown with the black solid line. The magnitude difference ∆X = XJ−PLUS − Xstandard is shown in the lower panels. The dotted line marks
a zero difference. The progressively darker gray areas show differences of 3%, 2%, and 1%, respectively.

6 https://archive.stsci.edu/hlsps/reference-atlases/cdbs/current_calspec/gd153_stiswfcnic_003.fits
7 http://gaiaextra.ssdc.asi.it:8900/reduced/2/SPSSpublic/V2.SPSS003.ascii
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