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jModelTest 2 is written in Java, and it can run on Windows, Macintosh 
and Linux platforms. Source code and binaries are freely available 
from https://code.google.com/p/jmodeltest2/. The package includes 
detailed documentation and examples, and a discussion group is avail-
able at https://groups.google.com/forum/#!forum/jmodeltest/.

We evaluated the accuracy of jModelTest 2 using 10,000 data 
sets simulated under a large variety of conditions (Supplementary 
Note 3). Using the Bayesian information criterion4 for model selec-
tion, jModelTest 2 identified the generating model 89% of the time 
(Supplementary Table 2); in the remaining cases, jModelTest 2 select-
ed a model similar to the generating one. Accordingly, model-averaged 
estimates of model parameters were highly precise (Supplementary 
Table 3). In these simulations, the two selection heuristics that we 
developed were accurate and efficient. Using the hierarchical cluster-
ing heuristic, we found the same best-fit model as the full search 95% 
of the time. With the similarity filtering approach, we reduced the 
number of models evaluated by 60% on average and found the global 
best-fit model 99% of the time (Fig. 1 and Supplementary Note 2).

jModelTest 2 can be executed in high-performance computing 
environments as (i) a desktop version with a user-friendly interface 
for multicore processors, (ii) a cluster version that distributes the com-
putational load among nodes, and (iii) as a hybrid version that can 
take advantage of a cluster of multicore nodes. An experimental study 
with real and simulated data sets showed remarkable computational 
speedups compared to previous versions (Supplementary Note 4). 
For example, the hybrid approach executed on the Amazon EC2 cloud 
with 256 processes was 182–211 times faster. For relatively large align-
ments (138 sequences and 10,693 sites), this could be equivalent to a 
reduction of the running time from nearly 8 days to around 1 hour.

Note: Supplementary information is available at http://www.nature.com/
doifinder/10.1038/nmeth.2109.
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CircadiOmics: integrating circadian 
genomics, transcriptomics, proteomics 
and metabolomics
To the Editor: Circadian rhythms govern a large array of physiological 
and metabolic functions1. It is critical to decode circadian oscillations 
by integrating multiple ‘omic’ approaches. Circadian genomic and 

Note: Supplementary information is available at http://www.nature.com/
doifinder/10.1038/nmeth.2106.
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jModelTest 2: more models, new 
heuristics and parallel computing
To the Editor: The statistical selection of best-fit models of nucleotide 
substitution is routine in the phylogenetic analysis of DNA sequence 
alignments1. With the advent of next-generation sequencing tech-
nologies, most researchers are moving from phylogenetics to phy-
logenomics, in which large sequence alignments typically include 
hundreds or thousands of loci. Phylogenetic resources therefore need 
to be adapted to a high-performance computing paradigm so as to 
allow demanding analyses at the genomic level. Here we introduce 
jModelTest 2, a program for nucleotide-substitution model selection 
that incorporates more models, new heuristics, efficient technical 
optimizations and parallel computing.

jModelTest 2 includes important features not present in the pre-
vious versions2,3 (Supplementary Table 1). We expanded the set of 
candidate models from 88 to 1,624, and we implemented two heuris-
tics for model selection: a greedy, hill-climbing hierarchical clustering 
approach (Supplementary Note 1) and a filtering algorithm based 
on similarity among parameter estimates (Supplementary Note 2). 
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Figure 1 | Benchmarking of the filtering heuristic in jModelTest 2. The 
threshold of the filtering heuristic (supplementary note 2) is directly 
correlated with the probability of finding the true best-fit model (heuristic 
accuracy) and inversely related to the number of models for which we 
avoided the likelihood calculation (computational savings). AIC, Akaike 
information criterion5; BIC, Bayesian information criterion.
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