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## ABSTRACT

We extend the invertibility principle of J. Bourgain and L. Tzafriri to operators acting on arbitrary decompositions $i d=\sum x_{j} \otimes x_{j}$, rather than on the coordinate one. The John's decomposition brings this result to the local theory of Banach spaces. As a consequence, we get a new lemma of Dvoretzky-Rogers type, where the contact points of the unit ball with its maximal volume ellipsoid play a crucial role. We then apply these results to embeddings of $l_{\infty}^{k}$ into finite dimensional spaces.

## 1. Introduction

The aim of this paper is to find a part of the John's decomposition on which a given nontrivial operator is invertible in a certain sense, and to apply this to the study of contact points of convex bodies.

John's decomposition of the identity is a classical tool in the local theory of Banach spaces. Suppose $X=\left(\mathbf{R}^{n},\|\cdot\|\right)$ is a Banach space whose ellipsoid of maximal volume contained in $B(X)$ coincides with the unit Euclidean ball. The John's decomposition of the identity operator on $X$ is

$$
\begin{equation*}
i d=\sum_{j=1}^{m} x_{j} \otimes x_{j} \tag{1}
\end{equation*}
$$

where $x_{j} /\left\|x_{j}\right\|_{X}$ are some of the contact points of the surfaces of $B(X)$ and the unit Euclidean ball. This celebrated theorem of F. John has been used extensively
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over the past 30 years. Recently it was interpreted as an isotropic condition [G-M], and was generalized to a non-convex case in [G-P-T].

It is important to know the good subsets of the set of contact points $\left(x_{j}\right)$, as this can be useful in understanding the geometrical structure of $X$; see [R2]. In the present paper we find a part of a decomposition (1) which preserves the orthogonal structure under the action of a given linear operator T. More precisely, if $\|T\|_{2 \rightarrow 2}=1$ then there exists a subset of indices $\sigma$ of cardinality $|\sigma| \geq(1-\varepsilon)\|T\|_{\mathrm{HS}}^{2}$ such that the system $\left(T x_{j}\right)_{j \in \sigma}$ is $C(\varepsilon)$-equivalent to an orthogonal basis in Hilbert space. In the case of the coordinate decomposition $i d=\sum e_{j} \otimes e_{j}$, this generalizes the principle of restricted invertibility proved by J. Bourgain and L. Tzafriri [B-Tz]. They considered only operators $T$ for which all norms $\left\|T e_{j}\right\|_{2}$ are well bounded below and proved the principle with some fixed $0<\varepsilon<1$.

For $T$ being an orthogonal projection, we derive a new lemma of DvoretzkyRogers type. Suppose $P$ is an orthogonal projection in $X$ with $\operatorname{rank} P=k$. Then for any $\kappa<k$ there are contact points $x_{1}, \ldots, x_{\kappa}$ such that setting $z_{j}=$ $P x_{j} /\left\|P x_{j}\right\|_{2}$ we have

- the system $\left(z_{j}\right)$ is $C(\kappa / k)$-equivalent in $l_{2}$-norm to the canonical basis of $l_{2}^{\kappa}$;
- $\left\|z_{j}\right\|_{X} \geq c \sqrt{(k-\kappa) / n}$ for all $j$.

In other words, the orthonormal system in $Z$ guaranteed by the classical Dvoretzky-Rogers Lemma is essentially the normalized projections of the contact points of $X$. Moreover, the result holds for selfadjoint operators as well as for projections with the Hilbert-Schmidt norm of the operator replacing rank $P$. For a general operator $T$ the best lower bound for $\left\|T x_{j}\right\|_{X}$ is equivalent to $(1 / n) \mid$ trace $T \mid$.

For $T$ being the identity operator, we obtain a set of $k>(1-\varepsilon) n$ contact points of $X$ which is $C(\varepsilon)$-equivalent in $l_{2}$-norm to the canonical basis in $l_{2}^{k}$. This settles an isomorphic version of a problem of N. Tomczak-Jaegermann ([T-J], p. 127), and confirms the feeling that contact points are always distributed fairly uniformly on the surface of the maximal volume ellipsoid (see [B1]). Also this yields the proportional Dvoretzky-Rogers factorization (with constant $C(\varepsilon)=$ $\varepsilon^{c \log \varepsilon}$, which is however not the best known estimate).

The Dvoretzky-Rogers Lemma has been useful in the study of subspaces of $X$ well isomorphic to $l_{\infty}^{k}$. The use of the refined Dvoretzky-Rogers Lemma above yields a "Gaussian" version of a theorem of Alon-Milman-Talagrand concerning $l_{\infty}^{k}$-subspaces of $X$. Let $P$ be an orthogonal projection in $X$ with $\operatorname{rank} P=k$.

Then there exists a subspace $Z \subset X$ which is $M$-isomorphic to $l_{\infty}^{m}$ for $m \geq c k / \sqrt{n}$ and $M=c \sqrt{n / k} \ell(P)$. The subspace $Z$ is canonically spanned by the projections of $m$ contact points $x_{j}$. Moreover, the norm on $Z$ is $M$-equivalent to $\|\|z\|\|=$ $\max _{j \leq m}\left|\left\langle z, x_{j}\right\rangle\right|$. This improves the estimates obtained by M. Rudelson in [R1], and also provides information about the position of $Z$ in $X$. Also, this yields a refinement of M. Rudelson's result about $l_{\infty}^{k}$-subspaces in spaces with large volume ratio. That is, if $\operatorname{vr}(X) \geq a \sqrt{n}$ then $X$ has a subspace $Z$ of dimension $m \geq C_{1}(a) \sqrt{n}$ which is $C_{2}(a) \log n$-isomorphic to $l_{\infty}^{m}$.

The extraction results concerning John's decompositions can be reformulated in the language of frames. Suppose we are given a tight frame $\left(x_{j}\right)$ in Hilbert space $H$, and a norm-one linear operator $T: H \rightarrow H$. Then there is a subsequence $\left(T x_{j}\right)_{j \in \sigma}$ with $|\sigma| \geq(1-\varepsilon)\|T\|_{\text {HS }}^{2}$ which is $C(\varepsilon)$-equivalent to an orthogonal basis in Hilbert space. This theorem again can be interpreted as an extension of the invertibility principle. It also generalizes results of P. Casazza [C2] and the author [V], who worked with the identity operator $T=i d$.

The rest of the paper is organized as follows. In $\S 2$ we review some basic tools used later in the paper. The extraction result about John's decompositions, as well as some modifications, is proved in §3. Its relation to the principle of restricted invertibility and infinite-dimensional analogs are discussed in $\S 4$. In $\S 5$ we use these results to derive some Dvoretzky-Rogers type lemmas. They help to understand the structure of the set of contact points. Applications to $l_{\infty}^{k}{ }^{-}$ subspaces of a finite dimensional space are given in $\S 6$. Finally, in $\S 7$ we relate these results to the theory of frames in Hilbert space.
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## 2. Preliminaries

In this section we review several known results. We denote by $c, c_{1}, c_{2}$ absolute constants, and by $C(t), C_{1}(t), C_{2}(t)$ constants which depend on the parameter $t$ only. The values of these constants may differ from line to line. The canonical vectors in $\mathbf{R}^{n}$ are denoted by $e_{j}$.

Suppose we are given two sequences $\left(x_{j}\right)$ and $\left(y_{j}\right)$ in Banach spaces $X$ and $Y$ respectively. The sequences $\left(x_{j}\right)$ and $\left(y_{j}\right)$ are called $K$-equivalent if there exist constants $K_{1}$ and $K_{2}$ with $K_{1} K_{2} \leq K$ such that for any finite sequence of scalars
$\left(a_{j}\right)$

$$
K_{1}^{-1}\left\|\sum a_{j} y_{j}\right\|_{Y} \leq\left\|\sum a_{j} x_{j}\right\|_{X} \leq K_{2}\left\|\sum a_{j} y_{j}\right\|_{Y}
$$

In other words, the linear operator $T: \operatorname{span}\left(x_{j}\right) \rightarrow \operatorname{span}\left(y_{j}\right)$ defined by $T x_{j}=y_{j}$ for all $j$ is a $K$-isomorphism: $\|T\|\left\|T^{-1}\right\| \leq K$. A sequence of vectors $\left(x_{j}\right)$ in a Banach space is called $K$-Hilbertian if $\left\|\sum a_{j} x_{j}\right\| \leq K\left(\sum\left|a_{j}\right|^{2}\right)^{1 / 2}$ for any finite set of scalars $\left(a_{j}\right)$. Similarly, $\left(x_{j}\right)$ is called $K$-Besselian if $K\left\|\sum a_{j} x_{j}\right\| \geq$ $\left(\sum\left|a_{j}\right|^{2}\right)^{1 / 2}$ for any finite set of scalars $\left(a_{j}\right)$.

Here and in the next section we work in a Hilbert space $H$ whose scalar product is denoted by $\langle\cdot, \cdot\rangle$, and the norm by $\|\cdot\|$. First we observe that the HilbertSchmidt norm of an operator on $H$ can be computed on the elements of certain decompositions of identity.

Lemma 2.1: Let $i d=\sum x_{j} \otimes x_{j}$ be a decomposition of the identity operator on a Hilbert space $H$, and $T: H \rightarrow H$ be a linear operator. Then

$$
\|T\|_{\mathrm{HS}}^{2}=\sum\left\|T x_{j}\right\|^{2}
$$

Proof: Let $\left(e_{j}\right)$ be an orthonormal basis of $H$. Now it is enough to write

$$
\sum T x_{j} \otimes T x_{j}=T T^{*}=\sum T e_{j} \otimes T e_{j}
$$

and to take traces of both sides.
As an immediate consequence we have
Corollary 2.2: Let $i d=\sum x_{j} \otimes x_{j}$ be a decomposition of the identity operator on a Hilbert space $H$. Then

$$
\sum\left\|x_{j}\right\|^{2}=\operatorname{dim} H
$$

Lemma 2.3: Let $i d=\sum x_{j} \otimes x_{j}$ be a decomposition of the identity operator on a Hilbert space. Then the system $\left(x_{j}\right)$ is 1-Hilbertian.

Proof: Note that for every vector $x$

$$
\|x\|^{2}=\langle x, x\rangle=\left\langle\sum\left\langle x_{j}, x\right\rangle x_{j}, x\right\rangle=\sum\left|\left\langle x_{j}, x\right\rangle\right|^{2}
$$

Thus $\left\|\sum x_{j} \otimes e_{j}\right\|=1$, and by duality $\left\|\sum e_{j} \otimes x_{j}\right\|=1$. This yields that $\left(x_{j}\right)$ is 1-Hilbertian.

The starting point of this paper is the principle of restricted invertibility proved by J. Bourgain and L. Tzafriri [B-Tz].

Theorem 2.4 (J. Bourgain, L. Tzafriri): Let $T$ be a linear operator in $l_{2}^{n}$ for which $\left\|T e_{j}\right\|=1, j=1, \ldots, n$. Then there exists a subset $\sigma \subset\{1, \ldots, n\}$ of cardinality $|\sigma| \geq c_{1} n /\|T\|^{2}$ such that

$$
\left\|\sum_{j \in \sigma} a_{j} T e_{j}\right\| \geq c\left(\sum_{j \in \sigma}\left|a_{j}\right|^{2}\right)^{1 / 2}
$$

for any choice of scalars $\left(a_{j}\right)$.
The invertibility principle will be used together with the following restriction theorem. It can easily be recovered from a result of A. Kashin and L. Tzafriri [K-Tz]. For the sake of completeness, we include the proof.

Theorem 2.5 (A. Kashin, L. Tzafriri): Let $A$ be a norm-one linear operator on $l_{2}^{m}$. Fix a number $\lambda$ with $1 / m \leq \lambda \leq 1$. Then there exists a subset $\nu \subset\{1, \ldots, m\}$ of cardinality $|\nu| \geq \lambda m / 4$ such that

$$
\left\|P_{\nu} A\right\| \leq c\left(\sqrt{\lambda}+\frac{\|A\|_{\mathrm{HS}}}{\sqrt{m}}\right)
$$

Here $P_{\nu}$ denotes the coordinate projection onto $\mathbf{R}^{\nu}$.
In the dual setting this result can be reformulated as follows.
Corollary 2.6: Let $\left(x_{j}\right)_{j \leq m}$ be a 1-Hilbertian system in a Hilbert space, and put $\sum\left\|x_{j}\right\|^{2}=h$. Fix a number $\lambda$ with $1 / m \leq \lambda \leq 1$. Then there exists a subset $\nu \subset\{1, \ldots, m\}$ of cardinality $|\nu| \geq \lambda m / 4$ such that setting $K=(\sqrt{\lambda}+\sqrt{h / m})^{-1}$, we have that
the system $\left(K x_{j}\right)_{j \in \sigma}$ is $c$-Hilbertian.
Proof of Theorem 2.5: Let $\left(\xi_{j}\right)_{j \leq m}$ be independent $\{0,1\}$-valued random variables of mean $\lambda$. We will consider the random coordinate projection $P_{\xi}$ in $\mathbf{R}^{n}$ onto the subspace spanned by $\left\{e_{j}: j \leq m, \xi_{j}=1\right\}$. First, we employ the Gine-Zinn's scheme to bound the expectation

$$
\begin{aligned}
\mathbf{E}\left\|P_{\xi} A\right\|_{2 \rightarrow 1} & =\mathbf{E} \sup _{x \in B\left(l_{2}^{m}\right)} \sum_{j=1}^{m} \xi_{j}\left|\left\langle A^{*} e_{j}, x\right\rangle\right| \\
& \leq \lambda \sup _{x \in B\left(l_{2}^{m}\right)} \sum_{j=1}^{m} \xi_{j}\left|\left\langle A^{*} e_{j}, x\right\rangle\right|+\mathbf{E} \sup _{x \in B\left(l_{2}^{m}\right)} \sum_{j=1}^{m}\left(\xi_{j}-\lambda\right)\left|\left\langle A^{*} e_{j}, x\right\rangle\right|
\end{aligned}
$$

The first summand is bounded above by $\lambda\|A\|_{2 \rightarrow 1} \leq \lambda \sqrt{m}\|A\|_{2 \rightarrow 2}=\lambda \sqrt{m}$. Let $\left(\xi_{j}^{\prime}\right)_{j \leq m}$ be an independent copy of $\left(\xi_{j}\right)_{j \leq m}$, and $\left(\varepsilon_{j}\right)_{j \leq m}$ be the Rademacher
random variables independent of $\left(\xi_{j}\right)$. Then

$$
\begin{aligned}
\mathbf{E}\left\|P_{\xi} A\right\|_{2 \rightarrow 1} & \leq \lambda \sqrt{m}+\mathbf{E} \sup _{x \in B\left(l_{2}^{m}\right)} \sum_{j=1}^{m}\left(\xi_{j}-\xi_{j}^{\prime}\right)\left|\left\langle A^{*} e_{j}, x\right\rangle\right| \\
& \leq \lambda \sqrt{m}+\mathbf{E} \sup _{x \in B\left(l_{2}^{m}\right)} \sum_{j=1}^{m} \varepsilon_{j} \xi_{j}\left|\left\langle A^{*} e_{j}, x\right\rangle\right|
\end{aligned}
$$

Let $\left(g_{j}\right)$ be normalized independent Gaussian random variables constructed on another probability space. Then by symmetry and using Slepian's Lemma (see [Le-Ta] Corollary 3.14) we have

$$
\begin{aligned}
\mathbf{E}\left\|P_{\xi} A\right\|_{2 \rightarrow 1} & \leq \lambda \sqrt{m}+\sqrt{2 \pi} \mathbf{E} \sup _{x \in B\left(l_{2}^{m}\right)} \sum_{j=1}^{m} g_{j} \xi_{j}\left|\left\langle A^{*} e_{j}, x\right\rangle\right| \\
& \leq \lambda \sqrt{m}+\sqrt{2 \pi} \mathbf{E} \sup _{x \in B\left(l_{2}^{m}\right)} \sum_{j=1}^{m} g_{j} \xi_{j}\left\langle A^{*} e_{j}, x\right\rangle \\
& =\lambda \sqrt{m}+\sqrt{2 \pi} \mathbf{E}\left\|\sum_{j=1}^{m} g_{j} \xi_{j} A^{*} e_{j}\right\|_{2} \\
& \leq \lambda \sqrt{m}+\sqrt{2 \pi}\left(\mathbf{E} \sum_{j=1}^{m}\left\|\xi_{j} A^{*} e_{j}\right\|_{2}^{2}\right)^{1 / 2} \\
& =\lambda \sqrt{m}+\sqrt{2 \pi} \sqrt{\lambda}\|A\|_{\text {HS }} .
\end{aligned}
$$

This yields the existence of a subset $\sigma$ of $\{1, \ldots, m\}$ with cardinality $|\sigma|>\lambda m / 2$ so that for the coordinate projection $P_{\sigma}$ onto $\mathbf{R}^{\sigma}$

$$
\left\|P_{\sigma} A\right\|_{2 \rightarrow 1} \leq \lambda \sqrt{m}+c_{1} \sqrt{\lambda}\|A\|_{\mathrm{HS}}
$$

The proof can be finished by applying Grothendieck's factorization to the operator $P_{\sigma} A: l_{2}^{m} \rightarrow l_{1}^{\sigma}$ (see e.g. [Le-Ta] Proposition 15.11). There exists a subset $\nu$ of $\sigma$ with cardinality $|\nu|>|\sigma| / 2$ such that

$$
\left\|P_{\nu} P_{\sigma} A\right\|_{2 \rightarrow 2} \leq \sqrt{\frac{\pi}{|\sigma|}}\left\|P_{\sigma} A\right\|_{2 \rightarrow 1} \leq c\left(\sqrt{\lambda}+\frac{\|A\|_{\mathrm{HS}}}{\sqrt{m}}\right)
$$

This completes the proof.
Now we introduce an elementary procedure for splitting a sequence. Given a sequence $\left(x_{j}\right)$ in $H$, let $\left(y_{k}\right)$ be any sequence of vectors in $H$ such that there exists a partition of $\mathbf{N}$ into successive blocks $\left(\sigma_{j}\right)$ and for every $j=1,2, \ldots$

- the vectors $y_{k}, k \in \sigma_{j}$, are multiples of the vector $x_{j}$;
- $\sum_{k \in \sigma_{j}}\left\|y_{k}\right\|^{2}=\left\|x_{j}\right\|^{2}$.

Then we say that $\left(y_{k}\right)$ is the splitted sequence $\left(x_{j}\right)$. Splitting allows us to make the norms of the vectors almost equal while preserving the property of being $h$-Hilbertian.

## 3. The main result

In this section we prove an extraction theorem, which is the core of the paper.
TheOrem 3.1: Let $i d=\sum x_{j} \otimes x_{j}$ be a decomposition on $l_{2}^{n}$, and $T$ be a norm-one linear operator. Then for any $\varepsilon>0$ there exists a set of indices $\sigma$ of cardinality $|\sigma| \geq(1-\varepsilon)\|T\|_{\text {HS }}^{2}$ such that
(i) the system $\left(T x_{j}\right)_{j \in \sigma}$ is $C(\varepsilon)$-equivalent to an orthogonal basis in $l_{2}^{\sigma}$;
(ii) $\left\|T x_{j}\right\| \geq c \sqrt{\varepsilon}\left(\|T\|_{\text {HS }} / \sqrt{n}\right)\left\|x_{j}\right\|$ for all $j \in \sigma$.

Proof: Put $h=\|T\|_{\mathrm{HS}}^{2}$. By approximation one can assume that the system $\left(x_{j}\right)$ is finite, so we enumerate it as $\left(x_{j}\right)_{j \leq m}$. Denote $y_{j}=T x_{j}$ for all $j$. Splitting the $\operatorname{system}\left(x_{j}\right)_{j \leq m}$ we can assume that

$$
\begin{equation*}
0.9 \sqrt{\frac{h}{m}} \leq\left\|y_{j}\right\| \leq 1.1 \sqrt{\frac{h}{m}} \text { for all } j \leq m \tag{2}
\end{equation*}
$$

Let $\delta=\varepsilon / 3$ and

$$
\tau=\left\{j \leq m:\left\|y_{j}\right\| \geq 0.9 \sqrt{\delta} \sqrt{\frac{h}{n}}\left\|x_{j}\right\|\right\}
$$

We claim that

$$
\begin{equation*}
|\tau| \geq(1-\delta) m \tag{3}
\end{equation*}
$$

Indeed, by Corollary 2.2

$$
\begin{aligned}
n=\sum_{j \leq m}\left\|x_{j}\right\|^{2} & \geq \sum_{j \in \tau^{c}}\left\|x_{j}\right\|^{2} \\
& \geq \sum_{j \in \tau^{c}}\left(\frac{1}{0.9 \sqrt{\delta}} \sqrt{\frac{n}{h}}\left\|y_{j}\right\|\right)^{2} \\
& \geq\left|\tau^{c}\right|\left(\frac{1}{0.9 \sqrt{\delta}} \sqrt{\frac{n}{h}} 0.9 \sqrt{\frac{h}{m}}\right)^{2} \\
& =\left|\tau^{c}\right| \cdot \frac{n}{\delta m}
\end{aligned}
$$

Thus $\left|\tau^{c}\right| \leq \delta m$, which proves (3).

Now we have to find a further subset $\sigma \subset \tau$ of cardinality $|\sigma| \geq(1-\varepsilon) h$, such that the system $\left(y_{j}\right)_{j \in \sigma}$ is $C(\varepsilon)$-equivalent to an orthogonal basis in $l_{2}^{\sigma}$. The set $\sigma$ will be constructed by successive iterations. In the first step $\sigma=\emptyset$. In each successive step, the remainder $h-|\sigma|$ will be reduced in a fixed proportion. So, it is enough to prove the following.
Lemma 3.2: Let $\sigma \subset \tau$ with $|\sigma|<(1-\varepsilon) h$ be given, and suppose the system $\left(y_{j}\right)_{j \in \sigma}$ is $K$-equivalent to an orthogonal basis in Hilbert space. Then $\sigma$ can be extended in $\tau$ to a subset $\sigma_{1}$ so that
(a) the system $\left(y_{j}\right)_{j \in \sigma_{1}}$ is $C(K, \varepsilon)$-equivalent to an orthogonal basis in Hilbert space;
(b) for some absolute constant $\alpha<1$

$$
h-\left|\sigma_{1}\right| \leq \alpha(h-|\sigma|)
$$

Proof: Let $P$ be the orthonormal projection of $l_{2}^{n}$ onto $l_{2}^{n} \ominus \operatorname{span}\left(y_{j}\right)_{j \in \sigma}$ (at the first step $P=i d$ ). First observe that by Lemma 2.1

$$
\begin{aligned}
\sum_{j \leq m}\left\|P y_{j}\right\|^{2} & =\sum_{j \leq m}\left\|P T x_{j}\right\|^{2}=\|P T\|_{\mathrm{HS}}^{2} \\
& =h-\|(i d-P) T\|_{\mathrm{HS}}^{2} \\
& \geq h-\|i d-P\|_{\mathrm{HS}}^{2}\|T\|^{2} \\
& =h-|\sigma|
\end{aligned}
$$

Using (3), we get

$$
\begin{aligned}
\sum_{j \in \tau \backslash \sigma}\left\|P y_{j}\right\|^{2} & =\sum_{j \in \tau}\left\|P y_{j}\right\|^{2} \\
& \geq \sum_{j \leq m}\left\|P y_{j}\right\|^{2}-\left|\tau^{c}\right| \cdot(1.1 \sqrt{h / m})^{2} \\
& \geq h-|\sigma|-1.21 \delta h \\
& \geq(1-2 \delta) h-|\sigma|=: h_{0}
\end{aligned}
$$

Note that $h_{0}$ is comparable with $h$. Indeed, since $|\sigma|<(1-\varepsilon) h=(1-3 \delta) h$, we have

$$
\begin{equation*}
h_{0} \geq \delta h \tag{4}
\end{equation*}
$$

Now we can split the system $\left(y_{j}\right)_{j \in \tau \backslash \sigma}$ so that the resulting system $\left(y_{j}^{\prime}\right)_{j \leq M}$ satisfies

$$
\begin{equation*}
\left\|P y_{j}^{\prime}\right\| \geq 0.9 \sqrt{\frac{h_{0}}{M}} \quad \text { for all } j \leq M \tag{5}
\end{equation*}
$$

We are going to apply Kashin--Tzafriri's extraction result, Corollary 2.6, to the system $\left(y_{j}^{\prime}\right)_{j \leq M}$. This system is 1-Hilbertian and

$$
\sum_{j \leq M}\left\|y_{j}^{\prime}\right\|^{2} \leq \sum_{j \leq m}\left\|y_{j}\right\|^{2}=h
$$

With $\lambda=4 h / M$, we obtain a subset $\nu \subset\{1, \ldots, M\}$ of cardinality $|\nu| \geq h$ such that

$$
\begin{equation*}
\text { the system }\left(\sqrt{\frac{M}{h}} y_{j}^{\prime}\right)_{j \in \nu} \text { is } c \text {-Hilbertian } \tag{6}
\end{equation*}
$$

(notice that we could make $M$ large enough to have $\lambda \leq 1$ as required in KashinTzafriri's Theorem). Therefore, the system $\left(\sqrt{M / h} P y_{j}^{\prime}\right)_{j \in \nu}$ is $c$-Hilbertian, too. Moreover, by (4) and (5)

$$
\left\|\sqrt{\frac{M}{h}} P y_{j}^{\prime}\right\| \geq 0.9 \sqrt{\frac{h_{0}}{h}} \geq 0.9 \sqrt{\delta} \quad \text { for all } j \in \nu
$$

At this point we use the original invertibility principle of J. Bourgain and L. Tzafriri [ $\mathrm{B}-\mathrm{Tz}$ ], which can be reformulated in terms of sequences as follows.

- Let $\left(x_{j}\right)_{j \leq n}$ be a $K$-Hilbertian system in $l_{2}$ and $\left\|x_{j}\right\| \geq \alpha$ for all $j$. Then there exists a subset $\rho \subset\{1, \ldots, n\}$ of cardinality $|\rho| \geq c(\alpha / K)^{2} n$ such that the system $\left(x_{j}\right)_{j \in \rho}$ is $\left(c_{1} / \alpha\right)$-Besselian.
Applying this to the system $\left(\sqrt{M / h} P y_{j}^{\prime}\right)_{j \in \nu}$, we obtain a subset $\rho^{\prime} \subset \nu$ of cardinality $\left|\rho^{\prime}\right| \geq c(0.9 \sqrt{\delta})^{2} h=c \delta h$ such that
the system $\left(\sqrt{M / h P} y_{j}^{\prime}\right)_{j \in \rho^{\prime}}$ is $c_{1} / \sqrt{\delta}$-Besselian.
Recall that each vector $y_{j}^{\prime}$ with $j \in \rho^{\prime}$ is a multiple of some vector $y_{k(j)}$ with $k(j) \in$ $\tau \backslash \sigma$. By (7), these vectors $y_{k(j)}$ must be linearly independent. In particular, the correspondence $j \mapsto k(j)$ is one-to-one. Consider the subset $\rho \subset \tau \backslash \sigma$ consisting of the vectors

$$
\rho=\left\{k(j): j \in \rho^{\prime}\right\}
$$

Now put $\sigma_{1}=\sigma \cup \rho$.
We see that (b) is satisfied with $\alpha=1-c \delta$. That is,

$$
h-\left|\sigma_{\mathbf{1}}\right| \leq h-|\sigma|-c \delta h \leq \alpha(h-|\sigma|) .
$$

The underlying reason for (a) holding is that the system $\left(y_{j}\right)_{j \in \rho}$ is well equivalent to an orthogonal basis, and the spans of $\left(y_{j}\right)_{j \in \sigma}$ and $\left(y_{j}\right)_{j \in \rho}$ are well
separated. To check this formally, we first observe that (6) and (7) yield that there exist positive constants $\left(\lambda_{j}\right)_{j \in \rho}$ such that

- the system $\left(\lambda_{j} y_{j}\right)_{j \in \rho}$ is $c$-Hilbertian,
- the system $\left(\lambda_{j} P y_{j}\right)_{j \in \rho}$ is $c_{1} / \sqrt{\delta}$-Besselian.

Consider an arbitrary vector $y \in \operatorname{span}\left(y_{j}\right)_{j \in \rho}$. Writing it in the form $y=$ $\sum_{j \in \rho} a_{j} \lambda_{j} y_{j}$ we see that

$$
\begin{aligned}
\|P y\|=\left\|\sum_{j \in \rho} a_{j} \lambda_{j} P y_{j}\right\| & \geq \frac{\sqrt{\delta}}{c_{1}}\left(\sum_{j \in \rho}\left|a_{j}\right|^{2}\right)^{1 / 2} \\
& \geq \frac{\sqrt{\delta}}{c c_{1}}\left\|\sum_{j \in \rho} a_{j} \lambda_{j} y_{j}\right\|=\frac{\sqrt{\delta}}{c c_{1}}\|y\| .
\end{aligned}
$$

Hence for any $x \in \operatorname{span}\left(y_{j}\right)_{j \in \sigma}$

$$
\|x+y\| \geq \frac{\sqrt{\delta}}{c c_{1}}\|y\| .
$$

Therefore

$$
\begin{equation*}
\|x+y\| \geq\left(\sqrt{\delta} / c_{2}\right)\left(\|x\|^{2}+\|y\|^{2}\right)^{1 / 2} \tag{8}
\end{equation*}
$$

for an appropriate constant $c_{2}$. Now it is easy to complete the proof. Fix any scalars $\left(a_{j}\right)_{j \in \rho}$. Then defining $\lambda_{j}=1 /\left\|y_{j}\right\|$ for $j \in \sigma$ we have by (8)

$$
\begin{aligned}
\left(\sum_{j \in \sigma \cup \rho}\left|a_{j}\right|^{2}\right)^{1 / 2} & =\left(\sum_{j \in \sigma}\left|a_{j}\right|^{2}+\sum_{j \in \rho}\left|a_{j}\right|^{2}\right)^{1 / 2} \\
& \leq\left(K+c_{1} / \sqrt{\delta}\right)\left(\left\|\sum_{j \in \sigma} a_{j} \lambda_{j} y_{j}\right\|^{2}+\left\|\sum_{j \in \rho} a_{j} \lambda_{j} P y_{j}\right\|^{2}\right)^{1 / 2} \\
& \leq\left(K+c_{1} / \sqrt{\delta}\right)\left(\left\|\sum_{j \in \sigma} a_{j} \lambda_{j} y_{j}\right\|^{2}+\left\|\sum_{j \in \rho} a_{j} \lambda_{j} y_{j}\right\|^{2}\right)^{1 / 2} \\
& \leq\left(K+c_{1} / \sqrt{\delta}\right)\left(c_{2} / \sqrt{\delta}\right)\left\|\sum_{j \in \sigma \cup \rho} a_{j} \lambda_{j} y_{j}\right\|
\end{aligned}
$$

This shows that the system $\left(\lambda_{j} y_{j}\right)_{j \in \sigma_{1}}$ is $\left(K+c_{1} / \sqrt{\delta}\right)\left(c_{2} / \sqrt{\delta}\right)$-Besselian. Next,

$$
\begin{aligned}
\left\|\sum_{j \in \sigma_{1}} a_{j} \lambda_{j} y_{j}\right\| & \leq\left\|\sum_{j \in \sigma} a_{j} \lambda_{j} y_{j}\right\|+\left\|\sum_{j \in \rho} a_{j} \lambda_{j} y_{j}\right\| \\
& \leq K\left(\sum_{j \in \sigma}\left|a_{j}\right|^{2}\right)^{1 / 2}+c\left(\sum_{j \in \rho}\left|a_{j}\right|^{2}\right)^{1 / 2} \\
& \leq \sqrt{2}(K+c)\left(\sum_{j \in \sigma \cup \rho}\left|a_{j}\right|^{2}\right)^{1 / 2}
\end{aligned}
$$

so the system $\left(\lambda_{j} y_{j}\right)_{j \in \sigma_{1}}$ is $\sqrt{2}(K+c)$-Hilbertian as well. This establishes (a) of the Lemma and completes the proof of Theorem 3.1.

Now we rewrite Theorem 3.1 in a different form, which is useful in applications - especially for Dvoretzky-Rogers type lemmas.

Theorem 3.3: Let $i d=\sum x_{j} \otimes x_{j}$ be a decomposition of the identity on $l_{2}^{n}$, and $T$ be a norm-one linear operator, $\|T\|_{\mathrm{HS}}^{2}=h$. Then for any integer $\kappa<h$ there exists a set of indices $\sigma$ with $|\sigma|=\kappa$ such that
(i) the system $\left(T x_{j}\right)_{j \in \sigma}$ is $C(\kappa / h)$-equivalent to an orthogonal basis in $l_{2}^{\sigma}$;
(ii) $\left\|T x_{j}\right\| \geq c \sqrt{(h-\kappa) / n}\left\|x_{j}\right\|$ for all $j \in \sigma$.

It is sometimes more useful to get a lower bound for $\left\langle x_{j}, T x_{j}\right\rangle$ rather than for $\left\|T x_{j}\right\|$.

Proposition 3.4: In Theorem 3.1, statement (ii) can be replaced by (ii') $\left|\left\langle x_{j}, T x_{j}\right\rangle\right| \geq c \varepsilon \frac{|\operatorname{trace} T|}{n}\left\|x_{j}\right\|^{2}$ for $j \in \sigma$.

Proof: Notice that $\sum\left\langle x_{j}, T x_{j}\right\rangle=$ trace $T$. Therefore, splitting our system $\left(x_{j}\right)_{j \leq m}$ we can assume, in addition to (2), that

$$
\begin{equation*}
\left|\left\langle x_{j}, T x_{j}\right\rangle\right| \geq 0.9 \frac{|\operatorname{trace} T|}{m} \quad \text { for all } j \tag{9}
\end{equation*}
$$

Let us examine the proof of Theorem 3.1. The set $\tau$ yielded the lower bound of $\left\|T x_{j}\right\|$. So, we replace $\tau$ by

$$
\tau^{\prime}=\left\{j \leq m:\left|\left\langle x_{j}, T x_{j}\right\rangle\right| \geq(\varepsilon / 5) \frac{|\operatorname{trace} T|}{n}\left\|x_{j}\right\|^{2}\right\}
$$

and all we have to check is that

$$
\begin{equation*}
\left|\tau^{\prime}\right| \geq(1-\varepsilon / 3) m \tag{10}
\end{equation*}
$$

By (9)

$$
\tau^{\prime} \supset \rho=\left\{j \leq m:\left\|x_{j}\right\|^{2} \leq(3 / \varepsilon) \frac{n}{m}\right\}
$$

Since $\sum_{j \leq m}\left\|x_{j}\right\|^{2}=n$, we have $|\rho| \geq(1-\varepsilon / 3) m$. This verifies (10) and allows us to finish the proof as in Theorem 3.1.

## 4. Principle of restricted invertibility

Our first application of these results comes from viewing Theorem 3.1 as an extension of the "principle of restricted invertibility", Theorem 2.4, proved by J. Bourgain and L. Tzafriri. Indeed, for the coordinate decomposition $i d=$ $\sum e_{j} \otimes e_{j}$ we get

Corollary 4.1: Let $T$ be a norm-one linear operator on $l_{2}$. Then for any $\varepsilon>0$ there exists a subset $\sigma \subset\{1,2, \ldots\}$ of cardinality $|\sigma| \geq(1-\varepsilon)\|T\|_{\mathrm{HS}}^{2}$ such that the sequence $\left(T e_{j}\right)_{j \in \sigma}$ is $C(\varepsilon)$-equivalent to an orthogonal basis in Hilbert space.

This theorem generalizes the invertibility principle in two ways. First, instead of requiring that all norms $\left\|T e_{j}\right\|$ be large, we can assume only largeness of their average, which is the Hilbert-Schmidt norm of $T$. This makes the result independent of the dimension $n$ of the space, $\|T\|_{\text {HS }}^{2}$ being a natural substitute for the dimension $n$.

The second improvement is that we obtain the subset $\sigma$ with the largest possible cardinality. That is, Corollary 4.1 allows us to get $|\sigma| \geq(1-\varepsilon) n /\|T\|^{2}$ in the original invertibility principle for any $0<\varepsilon<1$ (while the Bourgain-Tzafriri's argument proves only the existence of such $\varepsilon$ ). In some applications one really needs almost full percentage. In particular, this is important in estimating the distance to the cube; see $[\mathrm{Sz}-\mathrm{T}]$.

Notice that the infinite-dimensional analogs of Theorem 3.1 and Corollary 4.1 hold, too.

Proposition 4.2: Let id $=\sum x_{j} \otimes x_{j}$ be a decomposition on a Hilbert space, and $T$ be a linear operator which is not Hilbert-Schmidt. Then for any $\varepsilon>0$ there exists an infinite subset $\sigma$ such that the sequence $\left(T x_{j}\right)_{j \in \sigma}$ is $(1+\varepsilon)$-equivalent to an orthogonal basis in Hilbert space.

Proof: The subset $\sigma$ is constructed by a standard induction argument, modulo the following claim:

- For any finite dimensional subspace $E$ of $H$,

$$
\sup _{j} \operatorname{dist}\left(T x_{j} /\left\|T x_{j}\right\|, E\right)=1
$$

Assume the contrary. Denoting the orthogonal projection in $l_{2}$ onto $E$ by $P$, we would have

$$
\underset{j}{\inf }\left\|P\left(T x_{j} /\left\|T x_{j}\right\|\right)\right\|=\delta>0
$$

that is

$$
\left\|P T x_{j}\right\| \geq \delta\left\|T x_{j}\right\| \quad \text { for all } j
$$

By Lemma 2.1, this yields

$$
\|P T\|_{\mathrm{HS}} \geq \delta\|T\|_{\mathrm{HS}}=\infty .
$$

But the operator $P T$ has finite rank, thus $\|P T\|_{\text {HS }}$ must be finite. This contradiction completes the proof.

An infinite dimensional analogue of Bourgain-Tzafriri's Theorem 2.4 says that, given a linear operator $T$ in $l_{2}$ with $\left\|T e_{j}\right\|=1, j=1,2, \ldots$, there exists a subset $\sigma$ of $\{1,2, \ldots\}$ with upper density $\overline{\operatorname{dens}} \sigma \geq c /\|T\|^{2}$, such that the sequence $\left(T e_{j}\right)_{j \in \sigma}$ is $c$-Besselian [B-Tz].

As we lose the normalizing condition $\left\|T e_{j}\right\|=1$, nothing can be said in general about the density of $\sigma$. Indeed, let $\left(y_{k}\right)$ be the result of a splitting of a canonical basis in $l_{2}$, so that the sets $\sigma_{j}$ from the definition of splitting satisfy $\left|\sigma_{j}\right| \rightarrow \infty$ as $j \rightarrow \infty$. There exist a norm-one operator $T$ in $l_{2}$ such that $\|T\|_{\mathrm{HS}}=\infty$ and $T e_{k}=y_{k}, k=1,2, \ldots$. However, each term $y_{k}$ in the sequence $\left(y_{k}\right)$ is repeated $\left|\sigma_{j}\right|$ times. Therefore, the upper density of any subset $\sigma$ satisfying the conclusion of Corollary 4.1 must be zero.

Similarly, in some cases $\sigma$ must be a sparse set with respect to the dimension. More precisely, in general the sequence $\left(T x_{j}\right)_{j \in \sigma}$ spans a subspace of infinite codimension. This follows easily from a result of P. Casazza and O. Christensen discussed in $\S 7$.

## 5. Contact points and Dvoretzky-Rogers lemmas

Here we apply Theorem 3.1 to John's decompositions. Let $X=\left(\mathbf{R}^{n},\|\cdot\|\right)$ be a Banach space. The ellipsoid of maximal volume contained in $B(X)$ is unique and is called the maximal volume ellipsoid of $X$. Suppose the Euclidean structure on $X$ is chosen so that the maximal volume ellipsoid coincides with the unit Euclidean ball $D_{n}$. Let us write a John's decomposition on $X$ :

$$
\begin{equation*}
i d=\sum_{j=1}^{m} x_{j} \otimes x_{j} \tag{11}
\end{equation*}
$$

where $x_{j} /\left\|x_{j}\right\|_{X}$ are some of the contact points of $B(X)$ with the John's ellipsoid (see [T-J], $\S 15.3$ ). John's decompositions can be considered as a subclass in the class of all decompositions of type $i d=\sum x_{j} \otimes x_{j}$. Conversely, each decomposition (11) is a John's decomposition for a suitable Banach space $X=\left(\mathbf{R}^{n},\|\cdot\|\right)$, whose maximal volume ellipsoid is the unit Euclidean ball $D_{n}$. Actually, the norm on $X$ is given by

$$
\|x\|_{X}=\max _{j \leq m}\left|\left\langle x, \frac{x_{j}}{\left\|x_{j}\right\|_{X}}\right\rangle\right| .
$$

This result goes back to F. John [J], although other proofs were found recently by K. Ball [B2] and A. Giannopoulos and V. Milman [G-M]. Therefore, working with contact points instead of decompositions $i d=\sum x_{j} \otimes x_{j}$ we do not lose generality.

Restating Theorem 3.1 in this light, we have
Corollary 5.1: Let $X$ be an n-dimensional Banach space whose maximal volume ellipsoid is the unit Euclidean ball. Let $T$ be a linear operator with $\|T\|_{2 \rightarrow 2} \leq 1$. Then for any $\varepsilon>0$ there are contact points $x_{1}, \ldots, x_{k}$ with $k \geq(1-\varepsilon)\|T\|_{\text {HS }}^{2}$ such that the system $\left(T x_{j}\right)_{j \leq k}$ is $C(\varepsilon)$-equivalent in $l_{2}$-norm to the canonical basis of $l_{2}^{k}$.
Moreover, the norms $\left\|T x_{j}\right\|_{2}$ are well bounded below:

$$
\left\|T x_{j}\right\| \geq C_{1}(\varepsilon) \frac{\|T\|_{\mathrm{HS}}}{\sqrt{n}} \quad \text { for all } j \leq k
$$

Since $T$ is an orthogonal projection, this result leads us to a new DvoretzkyRogers type lemma, which we will discuss now. Suppose $X$ is an $n$-dimensional Banach space whose John's ellipsoid is the unit Euclidean ball. Let $Z$ be a $k$ dimensional subspace of $X$. The Dvoretzky-Rogers Lemma states that, given a positive integer $\kappa<k$, there is an orthonormal system $\left(z_{j}\right)_{j \leq \kappa}$ in $Z$ such that

$$
\left\|z_{j}\right\|_{X} \geq \sqrt{\frac{k-\kappa+1}{n}} \quad \text { for all } j \leq \kappa
$$

Let us sketch the proof. By induction, it is enough to find one vector $z$ in $Z$ such that $\|z\|_{2}=1$ and $\|z\|_{X} \geq \sqrt{k / n}$ (then substitute $Z$ by $Z \ominus \operatorname{span}(z)$ and repeat the argument). By duality, this is equivalent to finding a functional $x^{*} \in B\left(X^{*}\right)$ with $\left\|P x^{*}\right\|_{2} \geq \sqrt{k / n}$, where $P$ is the orthogonal projection onto $Z$. Let $i d_{X^{*}}=\sum \lambda_{j} x_{j}^{*} \otimes x_{j}^{*}$ be a John's decomposition in $X^{*}$, that is $\sum \lambda_{j}=n$ and $x_{j}^{*}$ are contact points of $B\left(X^{*}\right)$. Then $P=\sum \lambda_{j} P x_{j}^{*} \otimes P x_{j}^{*}$. Taking the trace, we get $k=\sum \lambda_{j}\left\|P x_{j}^{*}\right\|_{2}^{2}$. So, there is a $j$ such that $\left\|P x_{j}^{*}\right\|_{2}^{2} \geq \sqrt{k / n}$. This completes the proof.

This argument, as well as other known proofs of the Dvoretzky-Rogers Lemma, only establish the existence of the vectors $z_{j}$. In contrast to that, the argument based on Theorem 3.1 provides information about their position.

Theorem 5.2: Let $X$ be an n-dimensional Banach space whose maximal volume ellipsoid is the unit Euclidean ball. Let $P$ be an orthogonal projection, $\operatorname{rank} P=$ $k$. Then for any positive integer $\kappa<k$ there are contact points $x_{1}, \ldots, x_{\kappa}$ such that setting $z_{j}=P x_{j} /\left\|P x_{j}\right\|_{2}$ we have
(i) the system $\left(z_{j}\right)$ is $C(\kappa / k)$-equivalent in $l_{2}$-norm to the canonical basis of $l_{2}^{\kappa}$;
(ii) $\left\|z_{j}\right\|_{X} \geq c \sqrt{(k-\kappa) / n}$ for all $j$.

Proof: We note that $\|P\|_{\mathrm{HS}}=\sqrt{k}$ and apply Theorem 3.3 to a John's decomposition on $X$. This gives us contact points $x_{1}, \ldots, x_{\kappa}$ such that (i) is satisfied, and

$$
\left\|P x_{j}\right\|_{2} \geq c \sqrt{\frac{k-\kappa}{n}} \quad \text { for every } j \leq m
$$

It remains to note that for every $j \leq m$

$$
\left\|P x_{j}\right\|_{X} \geq \frac{\left\langle P x_{j}, x_{j}\right\rangle}{\left\|x_{j}\right\|_{X^{*}}}=\left\langle P x_{j}, x_{j}\right\rangle=\left\|P x_{j}\right\|_{2}^{2}
$$

Hence

$$
\left\|z_{j}\right\|_{X} \geq\left\|P x_{j}\right\|_{2} \quad \text { for every } j \leq m
$$

This completes the proof.
A natural question is whether Theorem 5.2 can be extended to arbitrary operators $T,\|T\|_{2 \rightarrow 2}=1$, with $k$ substituted for $\|T\|_{\mathrm{HS}}^{2}$. The answer is negative. Indeed, let $n=2^{m}$ for a positive integer $m$, and denote by $W_{m}$ the Walsh $n \times n$ matrix. Consider the operator $T=n^{-1 / 2} W_{m}$ acting in the space $X=l_{\infty}^{n}$. All contact points $\left(x_{j}\right)$ of $X$ are simply the coordinate vectors. However, denoting $z_{j}=T x_{j} /\left\|T x_{j}\right\|_{2}$ we have for any $j$

$$
\left\|z_{j}\right\|_{X}=\left\|T x_{j}\right\|_{X} /\left\|T x_{j}\right\|_{2}=n^{-1 / 2}
$$

This shows that (ii) in Theorem 5.2 fails for the operator $T$.
Still, a lower bound for the $\|\cdot\|_{X}$-norm exists and is equivalent to $(1 / n)|\operatorname{trace} T|$.
Proposition 5.3: Let $X$ be an n-dimensional Banach space whose maximal volume ellipsoid is the unit Euclidean ball. Let $T$ be an operator with $\|T\|_{2 \rightarrow 2} \leq$ 1. Then for any $\varepsilon>0$ there are $k>(1-\varepsilon) n$ contact points $x_{1}, \ldots, x_{\kappa}$ such that
(i) the system $\left(T x_{j}\right)$ is $C(\varepsilon)$-equivalent in $l_{2}$-norm to the canonical basis of $l_{2}^{\kappa}$;
(ii) $\left\|T x_{j}\right\|_{X} \geq c \varepsilon|\operatorname{trace} T| / n$.

Proof: The argument is similar to that of Theorem 5.2, using Proposition 3.4 instead of Theorem 3.1.

The estimate in (ii) is essentially sharp. Indeed, for any positive integers $k \leq n$ one can construct an orthogonal projection $P$ in $\mathbf{R}^{n}$ with $\operatorname{rank} P=k$, and such that

$$
\left\|P e_{j}\right\|_{2}=\sqrt{k / n} \quad \text { for all } j \leq n
$$

Notice that $\|P\|_{1 \rightarrow 2}=\sqrt{k / n}$, so that $\|P\|_{2 \rightarrow \infty}=\sqrt{k / n}$. Thus $\|P\|_{1 \rightarrow \infty} \leq k / n$. Now consider the space $X=l_{\infty}^{n}$ and the operator $T=P$ on it. The only contact points $\left(x_{j}\right)$ of $X$ are the coordinate vectors $\left(e_{j}\right)$. Then for all $j$

$$
\left\|T x_{j}\right\|_{X}=\left\|P e_{j}\right\|_{\infty} \leq k / n=|\operatorname{trace} T| / n
$$

This shows that the lower bound in (ii) is essentially sharp.
Finally, there is a class of operators for which Theorem 5.2 itself can be extended: selfadjoint operators. So, the desired general result for arbitrary operators can be obtained if we allow a suitable rotation of $\left(z_{j}\right)$. There is always a unitary operator (coming from the polar decomposition of $T$ ) which sends the vectors $\left(z_{j}\right)$ to vectors with good $\|\cdot\|_{X}$-norm.

Theorem 5.4: Let $X$ be an $n$-dimensional Banach space whose maximal volume ellipsoid is the unit Euclidean ball. Let $T$ be an operator with $\|T\|_{2 \rightarrow 2} \leq 1$, and put $\|T\|_{\mathrm{HS}}^{2}=h$. Then for any positive integer $\kappa<h$ there are contact points $x_{1}, \ldots, x_{\kappa}$ such that setting $z_{j}=|T| x_{j} /\left\|T x_{j}\right\|_{2}$ we have
(i) the system $\left(z_{j}\right)$ is $C(\kappa / h)$-equivalent in $l_{2}$-norm to the canonical basis of $l_{2}^{\kappa}$;
(ii) $\left\|z_{j}\right\|_{X} \geq c \sqrt{(h-\kappa) / n}$ for all $j$.

Proof: Let $T=U|T|$ be the polar decomposition of $T$, where $|T|=\left(T^{*} T\right)^{1 / 2}$ is a positive selfadjoint operator and $U$ is a partial isometry on $l_{2}^{n}$. Apply Theorem 3.3 to the operator $|T|$ and a John's decomposition on $X$. As before, this gives us contact points $x_{1}, \ldots, x_{\kappa}$ such that (i) is satisfied, and

$$
\left\||T| x_{j}\right\|_{2} \geq c \sqrt{\frac{h-\kappa}{n}} \quad \text { for every } j \leq m
$$

Diagonalizing $|T|$ we see that $\left\||T|^{1 / 2}\right\|_{2 \rightarrow 2}=\|T\|_{2 \rightarrow 2}^{1 / 2} \leq 1$. Therefore we obtain for every $j \leq m$

$$
\begin{aligned}
\left\||T| x_{j}\right\|_{X} & \geq \frac{\langle | T\left|x_{j}, x_{j}\right\rangle}{\left\|x_{j}\right\|_{X^{*}}}=\left\||T|^{1 / 2} x_{j}\right\|_{2}^{2} \\
& \geq\left\||T| x_{j}\right\|_{2}^{2}=\left\|T x_{j}\right\|_{2}^{2}
\end{aligned}
$$

Hence

$$
\left\|z_{j}\right\|_{X} \geq\left\|T x_{j}\right\|_{2} \quad \text { for every } j \leq m
$$

This completes the proof.
Now we turn to a particular case when $T$ is the identity operator. We clearly have

Corollary 5.5: Let $X$ be an $n$-dimensional Banach space whose maximal volume ellipsoid is the unit Euclidean ball. Then for any $\varepsilon>0$ there is a set of $k>(1-\varepsilon) n$ contact points which is $C(\varepsilon)$-equivalent to the canonical vector basis of $l_{2}^{k}$.
This result is related to another variant of the classical Dvoretzky-Rogers Lemma, which establishes the existence of contact points whose distance to a certain orthonormal basis is controlled ([T-J], Theorem 15.7). More precisely, there exist contact points $x_{1}, \ldots, x_{n}$ and an orthonormal basis $h_{1}, \ldots, h_{n}$ such that

$$
\left\|x_{j}-h_{j}\right\|_{2} \leq 2\left(1-\sqrt{\frac{n-i+1}{n}}\right) \quad \text { for } i \leq n
$$

However, this estimate is too crude to assure that a fixed proportion of the system $\left(x_{j}\right)_{j \leq n}$ is equivalent in $l_{2}$-norm to an orthonormal system. Such an equivalence can be established only for $c \sqrt{n}$ contact points.

Using this argument, it is proved that for $k=[\sqrt{n} / 4]$ there exist orthonormal vectors $x_{1}, \ldots, x_{k}$ in $\left(E,\|\cdot\|_{2}\right)$ on which all three norms $\|\cdot\|,\|\cdot\|_{2}$, and $\|\cdot\|_{*}$ differ by the factor 2 at most ([T-J], p. 127). It has been an open problem to make $k$ proportional to $n$. By Corollary 5.5 we actually have $k \geq(1-\varepsilon) n$ and make all three norms $\|\cdot\|,\|\cdot\|_{2}$, and $\|\cdot\|_{*}$ equal to 1 on our sequence (giving up, however, exact orthogonality).

By duality, Corollary 5.5 holds also for the ellipsoid of minimal volume containing $B(X)$ instead of the maximal volume ellipsoid. This variant of Corollary 5.5 yields also the proportional Dvoretzky-Rogers factorization result from [B-Sz]. Namely, given an $n$-dimensional Banach space $X$ and $\varepsilon>0$, there is a $k>(1-\varepsilon) n$ such that the formal identity id: $l_{2}^{k} \rightarrow l_{\infty}^{k}$ can be written as $i d=\alpha \cdot \beta$ for some $\beta: l_{2}^{k} \rightarrow X, \alpha: X \rightarrow l_{\infty}^{k}$, with $\|\alpha\|\|\beta\| \leq C(\varepsilon)$. This can be obtained by duality from the factorization of the identity on the contact points, id: $l_{1}^{k} \rightarrow X \rightarrow l_{2}^{k}$, guaranteed by Corollary 5.5.

A few comments about the dependence of $C(\varepsilon)$ in Theorem 3.1 on $\varepsilon$. It is a challenge to find the correct asymptotics. Indeed, by an argument of S. Szarek and M. Talagrand [Sz-T] the proportional Dvoretzky-Rogers factorization above yields a non-trivial estimate on the distance from $X$ to $l_{\infty}^{n}$ - a well known and hard problem in the local theory of normed spaces. The factorization constant $C(\varepsilon)$ lies at the heart of the computation of this distance.

The proof of Theorem 3.1 guarantees that $C(\varepsilon) \leq \varepsilon^{c \log \varepsilon}$. However, for the Dvoretzky-Rogers factorization constant $C_{\mathrm{DR}}(\varepsilon)$ much better bounds are known $[\mathrm{G}]: C_{\mathrm{DR}}(\varepsilon) \leq c \varepsilon^{-1}$. Since $C_{\mathrm{DR}}(\varepsilon) \leq C(\varepsilon)$ and $C_{\mathrm{DR}}(\varepsilon) \rightarrow \infty$ as $\varepsilon \rightarrow 0$ (see [Sz-T]), we necessarily have $C(\varepsilon) \rightarrow \infty$ as $\varepsilon \rightarrow 0$.

However, $C(\varepsilon) \rightarrow 1$ as $\varepsilon \rightarrow 1$. This follows directly from
Lemma 5.6: Suppose a normalized sequence $\left(x_{j}\right)_{j \leq n}$ in Hilbert space is $M$ Hilbertian, and $\varepsilon>0$. Then there is a subset $\sigma \subset\{1, \ldots, n\}$ of cardinality $|\sigma| \geq C(M, \varepsilon) n$ such that the system $\left(x_{j}\right)_{j \in \sigma}$ is $(1+\varepsilon)$-equivalent to the canonical basis of $l_{2}^{\sigma}$.

Proof: We can assume that the given Hilbert space is $l_{2}^{n}$. Define a linear operator $T: l_{2}^{n} \rightarrow l_{2}^{n}$ by

$$
T e_{j}=x_{j} \quad \text { for } j \leq n
$$

Let $A=T^{*} T-i d$. Then the matrix of $A$ has zeros on the diagonal and $\|A\| \leq$ $M^{2}+1$. Now, by a theorem of J. Bourgain and L. Tzafriri ( $[\mathrm{B}-\mathrm{Tz}]$ Theorem 1.6, see also $[\mathrm{K}-\mathrm{Tz}])$ there is a subset $\sigma \subset\{1, \ldots, n\}$ of cardinality $|\sigma| \geq C(M, \varepsilon)$ such that

$$
\left\|P_{\sigma} A P_{\sigma}\right\|<\varepsilon
$$

This shows that for any sequence of scalars $\left(a_{j}\right)_{j \leq n}$

$$
\left|\left\langle\left(T^{*} T-i d\right) \sum_{j \in \sigma} a_{j} e_{j}, \sum_{j \in \sigma} a_{j} e_{j}\right\rangle\right|<\varepsilon
$$

hence

$$
\left.\left|\left\langle\sum_{j \in \sigma} a_{j} x_{j}, \sum_{j \in \sigma} a_{j} x_{j}\right\rangle-\sum_{j \in s}\right| a_{j}\right|^{2} \mid<\varepsilon
$$

This clearly finishes the proof.

## 6. Embeddings of the cube

In this section we apply Theorem 3.1 to the study of embeddings of $l_{\infty}^{k}$ into finite dimensional spaces. N. Alon and V. Milman [A-M] proved that if a given normalized sequence $\left(x_{j}\right)$ in a Banach space $X$ has small Rademacher average $\mathbf{E}\left\|\sum \varepsilon_{j} x_{j}\right\|_{X}$, then it must contain a large subsequence well equivalent to the canonical basis of $l_{\infty}^{k}$. Later on, M. Talagrand [T] improved this result and simplified the argument.

Theorem 6.1 (M. Talagrand): Suppose we are given vectors $\left(x_{j}\right)_{j \leq n}$ in a Banach space $X$ with $\left\|x_{j}\right\|_{X} \geq 1$. Set

$$
M=\mathbf{E}\left\|\sum \varepsilon_{j} x_{j}\right\|_{X} \quad \text { and } \quad \omega=\sup \left\{\sum\left|x^{*}\left(x_{j}\right)\right|: x^{*} \in B\left(X^{*}\right)\right\}
$$

Then there exists a subset $\sigma \subset\{1, \ldots, n\}$ of cardinality $|\sigma| \geq c n / \omega$ such that

$$
\frac{1}{2} \max _{j \in \sigma}\left|a_{j}\right| \leq\left\|\sum_{j \in \sigma} a_{j} x_{j}\right\|_{X} \leq 4 M \max _{j \in \sigma}\left|a_{j}\right|
$$

for any choice of scalars $\left(a_{j}\right)$.
A few years earlier, M. Rudelson [R1] proved a "Gaussian" version of this theorem. Recall that the $\ell$-norm of an operator $u: l_{2}^{n} \rightarrow X$ is defined as

$$
\ell(u)^{2}=\int\|u x\|_{X}^{2} d \gamma_{n}(x)
$$

where $\gamma_{n}$ is the canonical Gaussian measure on $\mathbf{R}^{n}$. We will sometimes write $\ell(X)$ instead of $\ell\left(i d_{X}\right)$.

Suppose $X$ is an $n$-dimensional Banach space whose maximal volume ellipsoid is the unit Euclidean ball. Let $P$ be an orthogonal projection in $X$ and set $k=\operatorname{rank} P, a=k / n$. The result of M. Rudelson states that there is a subspace $Z \subset P(X)$ of dimension $m \geq C_{1}(a) \sqrt{n} / \ell(P)$ which is $C_{2}(a) \ell(P)$-isomorphic to $l_{\infty}^{m}$ 。

We will remove $\ell(P)$ from the estimate on the dimension. Further, it will be shown that $Z$ is canonically spanned by the projections of some contact points of $X$. In particular, the norm on $Z$ is well equivalent to $\max _{j \leq m}\left|\left\langle z, x_{j}\right\rangle\right|$, where $x_{j}$ are contact points. This yields automatically that $Z$ is well complemented by the orthogonal projection. Moreover, the dependence on $a$ will be improved.

Theorem 6.2: Let $X$ be an $n$-dimensional Banach space whose maximal volume ellipsoid is $B\left(l_{2}^{n}\right)$. Let $P$ be an orthogonal projection, $\operatorname{rank} P=k$. Then there are contact points $\left(x_{j}\right)_{j \leq m}$ with $m \geq c_{1} k / \sqrt{n}$ such that

$$
\max _{j \leq m}\left|\left\langle x, x_{j}\right\rangle\right| \leq\|x\|_{X} \leq c \sqrt{\frac{n}{k}} \ell(P) \max _{j \leq m}\left|\left\langle x, x_{j}\right\rangle\right|
$$

for every $x$ in $Z=\operatorname{span}\left(P x_{j}\right)_{j \leq m}$.
The particular case $k=n$ is also interesting. We get a sequence of $m \geq c_{1} \sqrt{n}$ contact points which is $c \ell(X)$-equivalent to the canonical basis of $l_{\infty}^{m}$. Let us prove this latter fact separately. By Corollary 5.5 , there exists a set of contact points $\left(x_{j}\right)_{j \leq m^{\prime}}, m^{\prime} \geq n / 2$, which is $c$-equivalent in $l_{2}$-norm to the canonical basis of $l_{2}^{m^{\prime}}$. Let $\left(g_{j}\right)$ be independent standard Gaussian random variables. To apply Talagrand's Theorem 6.1, we check

$$
M=\mathbf{E}\left\|\sum \varepsilon_{j} x_{j}\right\|_{X} \leq c \mathbf{E}\left\|\sum g_{j} x_{j}\right\|_{X} \leq c c_{2} \mathbf{E}\left\|\sum g_{j} e_{j}\right\|_{X}
$$

where we have used the ideal property of the $\ell$-norm (see Lemma 6.4 below). Further, for any finite set of scalars $\left(a_{j}\right)$

$$
\begin{aligned}
\left\|\sum a_{j} x_{j}\right\|_{X} & \leq\left\|\sum a_{j} x_{j}\right\|_{2} \\
& \leq c_{2}\left(\sum\left|a_{j}\right|^{2}\right)^{1 / 2} \leq c_{2} \sqrt{n} \max _{j}\left|a_{j}\right|
\end{aligned}
$$

Thus

$$
\omega=\sup \left\{\sum\left|x^{*}\left(x_{j}\right)\right|: x^{*} \in B\left(X^{*}\right)\right\} \leq c_{2} \sqrt{n}
$$

Now Talagrand's Theorem 6.1 finishes the proof.
The proof of Theorem 6.2 is longer than the argument for the case $k=n$, but the main idea is the same, i.e. to combine the results of $\S 5$ with Talagrand's theorem. First, we need to know what vectors canonically span a large subspace $Z$ well isomorphic to $l_{\infty}^{m}$. They happen to be multiples of the projection of some contact points $\left(x_{j}\right)_{j \leq m}$. More precisely, we have

Proposition 6.3: Under the assumptions of Theorem 6.2, the system

$$
\left(\frac{P x_{j}}{\left\|P x_{j}\right\|_{2}}\right)_{j \leq m}
$$

is $c \sqrt{n / k} \ell(P)$-equivalent to the canonical basis of $l_{\infty}^{m}$.
To prove this, let $\left(x_{j}\right)_{j \leq k^{\prime}}, k^{\prime} \geq k / 2$, be the contact points provided by Theorem 5.2. Put

$$
z_{j}=\alpha \sqrt{\frac{n}{k}} \frac{P x_{j}}{\left\|P x_{j}\right\|_{2}}
$$

for an appropriate $\alpha>0$ and all $j$. Then
(i) the system $\left(z_{j}\right)_{j \leq k^{\prime}}$ is $(c \sqrt{n / k})$-equivalent in $l_{2}$-norm to the canonical basis of $l_{2}^{k^{\prime}}$;
(ii) $\left\|z_{j}\right\| \geq 1$ for all $j$.

For future reference we note that the proof of Theorem 5.2 gives also

$$
\begin{equation*}
\left\|P x_{j}\right\|_{2} \geq c_{1} \sqrt{n / k} \tag{12}
\end{equation*}
$$

To apply Talagrand's Theorem 6.1 to the system $\left(z_{j}\right)_{j \leq k^{\prime}}$, recall the ideal property of the $\ell$-norm (cf. [T-J], §12)

Lemma 6.4: For any two linear operators $A: l_{2}^{n} \rightarrow X$ and $B: l_{2}^{n} \rightarrow l_{2}^{n}$

$$
\ell(A B) \leq\|B\| \ell(A)
$$

Let $\left(h_{j}\right)_{j \leq k^{\prime}}$ be an orthonormal basis in $\operatorname{span}\left(z_{j}\right)$. Now we bound

$$
\begin{aligned}
M & =\mathbf{E}\left\|\sum \varepsilon_{j} z_{j}\right\|_{X} \leq c \mathbf{E}\left\|\sum g_{j} z_{j}\right\|_{X} \\
& \leq c \sqrt{\frac{n}{k}} \mathbf{E}\left\|\sum g_{j} h_{j}\right\|_{X} \quad \text { by (i) and Lemma } 6.4 \\
& =c \sqrt{\frac{n}{k}} \ell(P(X))=c \sqrt{\frac{n}{k}} \ell(P)
\end{aligned}
$$

Noting (ii) above, we apply Talagrand's Theorem 6.1. This finishes the proof.

To obtain Theorem 6.2, Talagrand's Theorem will be used more delicately. Its proof in [ T ] gives the following additional property.

Lemma 6.5: In the setting of Theorem 6.2, suppose $\left(x_{j}^{*}\right)_{j \leq n}$ are functionals in $X^{*}$ such that

$$
x_{j}^{*}\left(x_{j}\right) \geq 1 \quad \text { and } \quad\left\|x_{j}^{*}\right\|_{X^{*}}=1 \quad \text { for all } j \leq n
$$

Then the subset $\sigma$ can be found so that

$$
\sum_{j \in \sigma \backslash\{i\}}\left|x_{i}^{*}\left(x_{j}\right)\right| \leq 1 / 2 \quad \text { for all } i \in \sigma
$$

Let us turn again to the proof of Proposition 6.3. We applied Talagrand's Theorem to the system $\left(x_{j}\right)_{j \leq k^{\prime}}$. Note that by (12)

$$
\begin{aligned}
\left\langle x_{j}, z_{j}\right\rangle & =\alpha \sqrt{\frac{n}{k}} \frac{\left\langle x_{j}, P x_{j}\right\rangle}{\left\|P x_{j}\right\|_{2}} \\
& =\alpha \sqrt{\frac{n}{k}}\left\|P x_{j}\right\|_{2} \geq 1 \quad \text { for all } j
\end{aligned}
$$

Therefore we obtain a subset $\sigma \subset\left\{1, \ldots, k^{\prime}\right\}$ of cardinality $|\sigma| \geq c_{1} k / \sqrt{n}$ such that

- the system $\left(z_{j}\right)_{j \in \sigma}$ is $c \sqrt{n / k} \ell(P)$-equivalent to the canonical basis of $l_{\infty}^{\sigma}$;
- $\sum_{j \in \sigma \backslash\{i\}}\left|\left\langle x_{i}, z_{j}\right\rangle\right| \leq 1 / 2$ for all $j \in \sigma$.

Now fix an $x=\sum_{j \in \sigma} a_{j} z_{j}$, and let $i \in \sigma$ be such that $\left|a_{i}\right|=\max _{j \in \sigma}\left|a_{j}\right|$. Then

$$
\begin{aligned}
\max _{j \in \sigma}\left|\left\langle x, x_{j}\right\rangle\right| & \geq\left|\left\langle x_{i}, x\right\rangle\right|=\left|\sum_{j \in \sigma} a_{j}\left\langle x_{i}, z_{j}\right\rangle\right| \\
& \geq\left|a_{j}\right|\left(\left|\left\langle x_{i}, z_{i}\right\rangle\right|-\sum_{j \in \sigma \backslash\{i\}}\left|\left\langle x_{i}, z_{j}\right\rangle\right|\right) \\
& \geq \frac{1}{2}\left|a_{i}\right|=\frac{1}{2} \max _{j \in \sigma}\left|a_{j}\right| \\
& \geq\left(c \sqrt{\frac{n}{k}} \ell(P)\right)^{-1}\|x\|_{X} .
\end{aligned}
$$

This proves the second inequality in Theorem 6.2, while the first one is obvious.

Theorem 6.2 also yields that $Z$ is well complemented by the orthogonal projection.

Proposition 6.6: In the situation of Theorem 6.2, let $P_{Z}$ be the orthogonal projection in $X$ onto $Z$. Then

$$
\left\|P_{Z}\right\| \leq c \sqrt{\frac{n}{k}} \ell(P)
$$

Proof: For any $x \in X$

$$
\begin{aligned}
\left\|P_{Z} x\right\|_{X} & \leq c \sqrt{\frac{n}{k}} \ell(P) \max _{j \leq m}\left|\left\langle P_{Z} x, x_{j}\right\rangle\right| \\
& =c \sqrt{\frac{n}{k}} \ell(P) \max _{j \leq m}\left|\left\langle x, x_{j}\right\rangle\right| \\
& \leq c \sqrt{\frac{n}{k}} \ell(P)\|x\|_{X} .
\end{aligned}
$$

This completes the proof.
Another consequence of Theorem 6.2 is a refined isomorphic characterization of spaces with large volume ratio. Recall that the volume ratio of an $n$-dimensional Banach space $X$ is defined as

$$
\operatorname{vr}(X)=\min \left(\frac{\operatorname{Vol}\left(B_{X}\right)}{\operatorname{Vol}(E)}\right)^{1 / n}
$$

over all ellipsoids $E$ contained in $B_{X}$, see $[\mathrm{L}-\mathrm{M}],[\mathrm{P}]$. The maximal value of $\operatorname{vr}(X)$ among all $n$-dimensional spaces is of order $\sqrt{n}$, and the only space with maximal volume ratio is $l_{\infty}^{n}$ (K. Ball [B1]). Later on, M. Rudelson proved in [R1] that
if $\operatorname{vr}(X)$ is proportional to the maximal volume ratio, then $X$ has a subspace isomorphic to $l_{\infty}^{m}$ with the isomorphism constant of order $\log n$, and such that $m \sim \sqrt{n} / \log n$. Using Theorem 6.2 in M. Rudelson's proof of this result removes the parasitic factor $\log n$ from the estimate on the dimension.

Theorem 6.7: Let $a>0$, and $X$ be an $n$-dimensional Banach space. If $\operatorname{vr}(X) \geq$ $a \sqrt{n}$ then there exists a subspace $Z$ of $X$ of dimension $m \geq C_{1}(a) \sqrt{n}$ which is $C_{2}(a) \log n$-isomorphic to $l_{\infty}^{m}$.

## 7. Frames

The notion of frame goes back to the work of R. Duffin and A. Schaeffer on nonharmonic Fourier series [D-S]. A sequence ( $x_{j}$ ) in a Hilbert space $H$ is called a frame if there exist positive numbers $A$ and $B$ such that

$$
A\|x\|^{2} \leq \sum_{j}\left|\left\langle x, x_{j}\right\rangle\right|^{2} \leq B\|x\|^{2} \quad \text { for } x \in H .
$$

The number $(B / A)^{1 / 2}$ is called a constant of the frame. We call $\left(x_{j}\right)$ a tight frame if $A=B=1$. For an introduction to the theory of frames, its relation to wavelets and signal processing, see [B-W]. The geometric structure of frames has been studied extensively in recent years; see [Ho], [A], [C-C1], [C-C2], [C2], [V].

It is known that finite dimensional frames are essentially the same object as John's decompositions. In the isomorphic theory, it is sufficient to work only with tight frames, because every frame with constant $M$ is $M$-equivalent to a tight frame (cf. e.g. [Ho]). Further, one has the following equivalence between frames and John's decompositions:

$$
\left(x_{j}\right) \text { is a tight frame in } H \Longleftrightarrow i d_{H}=\sum_{j} x_{j} \otimes x_{j}
$$

This observation allows us to interpret the results of $\S 3$ and $\S 4$ as statements about frames. Theorem 3.1 yields:

Corollary 7.1: Let $\left(x_{j}\right)$ be a tight frame in Hilbert space $H$, and $T$ be a normone linear operator in $H$. Then for any $\varepsilon>0$ there exists a subset of indices $\sigma$ of cardinality $|\sigma| \geq(1-\varepsilon)\|T\|_{\text {HS }}^{2}$ such that the system $\left(T x_{j}\right)_{j \in \sigma}$ is $C(\varepsilon)$-equivalent to an orthogonal basis in Hilbert space.

For operators $T$ which are not Hilbert-Schmidt this means that the subset $\sigma$ is infinite.

Clearly, Corollary 7.1 itself generalizes the invertibility principle of J. Bourgain and L. Tzafriri. When applied to the identity operator, it yields that every tight frame in $l_{2}^{n}$ has a subset of length $(1-\varepsilon) n$ which is $C(\varepsilon)$-equivalent to an orthogonal basis in Hilbert space. This result was proved in [V] as a generalization of P. Casazza's theorem [C2].

Notice that one necessarily has $C(\varepsilon) \rightarrow \infty$ as $\varepsilon \rightarrow 1$, as explained in $\S 5$. An infinite dimensional analog of this phenomenon holds, too. A frame may not in general contain a complete subsequence equivalent to an orthogonal basis. The counterexample was found by P. Casazza and O. Christensen in [C-C2]; see also [V].
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