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Abstract—Reconfigurable intelligent surface (RIS) is regarded
as a promising technology with great potential to boost wireless
networks. Affected by the “double fading” effect, however,
conventional passive RIS cannot bring considerable performance
improvement when users are not close enough to RIS. Recently,
active RIS is introduced to combat the double fading effect by
actively amplifying incident signals with the aid of integrated
reflection-type amplifiers. In order to reduce the hardware cost
and energy consumption due to massive active components in
the conventional fully-connected active RIS, a novel hardware-
and-energy efficient sub-connected active RIS architecture has
been proposed recently, in which multiple reconfigurable elec-
tromagnetic elements are driven by only one amplifier. In
this paper, we first develop an improved and accurate signal
model for the sub-connected active RIS architecture. Then,
we investigate the joint transmit precoding and RIS reflection
beamforming (i.e., the reflection phase-shift and amplification
coefficients) designs in multiuser multiple-input single-output
(MU-MISO) communication systems. Both sum-rate maximiza-
tion and power minimization problems are solved by leveraging
fractional programming (FP), block coordinate descent (BCD),
second-order cone programming (SOCP), alternating direction
method of multipliers (ADMM), and majorization-minimization
(MM) methods. Extensive simulation results verify that compared
with the conventional fully-connected structure, the proposed
sub-connected active RIS can significantly reduce the hardware
cost and power consumption, and achieve great performance
improvement when power budget at RIS is limited.

Index Terms—Active reconfigurable intelligent surface (RIS),
sub-connected structure, multiuser multiple-input single-output
(MU-MISO), beamforming.

I. INTRODUCTION

Over the past decades, wireless communications have been

constantly undergoing tremendous changes. As the fifth-

generation (5G) mobile network is becoming a commercial

reality, researchers are paying more attention to the sixth-

generation (6G) communication. Recently emerging reconfig-

urable intelligent surface (RIS) technology is deemed as a

promising key enabler in 6G networks owing to its superior ca-

pability of intelligently reconfiguring wireless communication

environment [2], [3]. Generally speaking, an RIS is a planar
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array composed of passive electromagnetic elements, each of

which can independently tune the phase-shift and amplitude

of the incident signal [4]-[7]. Benefiting from this ability, the

reflected signal can be properly adjusted to enhance the signal

strength at the receiver. This superior capability means that

RIS can adaptively manipulate wireless propagation to funda-

mentally tackle the blockage issue and introduce additional

degrees of freedom (DoFs) to improve the communication

performance.

Attracted by its sheer advantages, the applications of RIS

in various wireless communication scenarios have been ex-

tensively investigated. A majority of research efforts have

been devoted to the RIS designs for spectral/energy efficiency

maximization [8], [9], sum-rate maximization [10], [11], trans-

mit power minimization [12], [13], etc. Moreover, RIS is

often integrated with other emerging technologies to unlock

additional potentials, such as physical-layer security (PLS)

[14], simultaneous wireless information and power transfer

(SWIPT) [15], wideband orthogonal frequency division multi-

plexing (OFDM) [16], symbol-level precoding [17], [18], and

integrated sensing and communications (ISAC) [19], [20].

With the proliferation of researches on RIS, a fatal “double

fading” effect has received a great deal of attention [21],

[22]. The so-called “double fading” effect is essentially a kind

of multiplicative fading, caused by the fact that the signal

reflected by RIS has to pass through a cascade link consisting

of the transmitter-RIS channel and the RIS-receiver channel. In

other words, the reflected signal suffers from large-scale fading

twice. As a result, the performance improvement achieved by

the RIS-assisted reflection channel is marginal when users are

not close enough to RIS. Traditionally, this issue can be tackled

by simply increasing the number of RIS elements. However,

massive RIS elements will lead to unaffordable pilot overhead

for channel estimation [23] and real-time beamforming design

challenges [24]. Moreover, the increase in physical size will

restrict the placement of RIS [25]. Inevitably, the “double

fading” effect becomes the major hurdle for the practical

deployment of conventional passive RIS.

In order to overcome the aforementioned defect of passive

RIS, the concept of active RIS has been introduced from the

latest literature [21], [22]. While the novel active RIS still has

the ability to reflect the incoming signals with adjusted phase-

shifts, each element of active RIS integrates an additional

reflection-type amplifier to actively amplify the signal, which

can be realized by many existing active components [26]-
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[28]. Therefore, active RIS can effectively conquer the “double

fading” effect by amplifying the weak signal propagating

through the transmitter-RIS channel.

Recently, some researches have focused on exploiting the

advantages of active RIS [21], [22], [29]-[34]. In [21], the

authors for the first time proposed the concept of active RIS

and verified the advantages of the active RIS aided system

compared to the passive one in terms of received signal-

to-noise ratio (SNR) with simulation results. The authors in

[22] demonstrated that the active RIS exhibits a 67% sum-

rate gain compared to the typical no-RIS system, while the

conventional passive RIS can realize only a negligible gain of

about 3%. In [29], the authors studied the optimal placement of

active RIS in the downlink and/or uplink communication. The

authors in [30] and [31] employed the active RIS in wireless

communication systems to enhance the security performance,

where secrecy outage probability and security rate are utilized

as metrics, respectively. Active RIS-aided SWIPT system

was studied in [32], where an active RIS was deployed to

assist an access point (AP) to convey information and energy

simultaneously to information users and energy users for

significant performance enhancement. In addition, active RIS-

assisted wireless powered communication network (WPCN)

and unmanned aerial vehicles (UAV) secure communication

were investigated in [33] and [34], respectively.

While active RIS has been attracting more attention, it is

worth noting that the fully-connected active RIS structure, in

which each element is equipped with a dedicated amplifier,

is uneconomical due to the expensive hardware cost and high

power consumption of massive active components. To further

lower the cost of active RIS, several new structural designs

are recently introduced in [35]-[37]. The concept of hybrid

active-passive RIS was presented in [35], [36]. The key idea

of hybrid RIS is to add a few active elements to the traditional

passive RIS, enabling it to reflect and amplify incident signals

simultaneously. However, the hybrid RIS structure allows

only a few elements to amplify the incident signals, which

severely restricts the performance improvement. In the very

recent research [37], the authors proposed a novel realization

of active RIS, in which multiple reflection elements were

grouped together and controlled by the same amplifier circuit

to lower the energy and hardware expenditure. Nevertheless,

the signal model of this pioneering structure is relatively

simple and rough, in which the process of power combination

and re-distribution due to multiple reflection elements sharing

an amplifier is not accurately described. It is worth noting

that the sub-connected array architecture of active RIS is

fundamentally different from the element grouping strategy

of passive RIS [38]-[40] for following two main reasons.

First, the motivations of element grouping are different. While

the former’s goal is to reduce the power consumption and

hardware cost, the latter aims to decrease the overhead of

channel estimation and simplify the passive beamforming

design. Second, the structures and mechanisms of element

grouping are different. In the sub-connected active RIS, the

elements in the same group are connected to and driven by

the same amplifier, i.e., they are physically grouped by circuits.

However, in the passive IRS cases [38]-[40], the elements are

grouped in the control and operation plane, i.e., the elements

in the same group have the same phase-shift coefficient.

Motivated by the above discussion, in this paper, we focus

on the hardware-and-energy efficient sub-connected active

RIS architecture presented in [37], where multiple recon-

figurable electromagnetic elements are grouped into a sub-

array connected to one single amplifier. Particularly, we first

propose a reformative and accurate signal model for the sub-

connected active RIS, which describes the flow of signal more

reasonably and realistically. Afterwards, we investigate the ap-

plication of sub-connected active RIS in multiuser multi-input

single-output (MU-MISO) wireless communication systems

for achieving higher sum-rate and less power consumption.

The main contributions of this paper can be summarized as

follows:

• We derive a more accurate and practical signal model

for the sub-connected active RIS by considering the

combination and re-distribution of the incident signals

amplified by the same amplifier.

• Then, we employ the sub-connected active RIS in an MU-

MISO system and investigate the sum-rate maximization

problem, whose goal is to maximize the sum-rate of the

system under the consideration of the transmit power

constraint at the base station (BS) and total consumed

power constraint at the active RIS. An effective joint

design algorithm is proposed to solve for the transmit

precoding and the RIS reflection beamforming (i.e., the

reflection phase-shift and amplification coefficients) by

utilizing fractional programming (FP), block coordinate

descent (BCD), alternating direction method of multi-

pliers (ADMM), and majorization-minimization (MM)

methods.

• The power minimization problem is also studied to min-

imize the total power consumption of BS and active

RIS subject to the signal-to-interference-plus-noise ratio

(SINR) requirements of all users. In order to handle the

resulting non-convex problem, we transform the original

problem into several more tractable sub-problems, which

can be treated by BCD framework. After some so-

phisticated matrix manipulations, the second-order cone

programming (SOCP) method and ADMM-MM based

algorithm are developed to alteratively solve the sub-

problems.

• Finally, extensive simulation results verify the effec-

tiveness of our proposed algorithms and validate the

advantages of the sub-connected active RIS over the

traditional fully-connected one. To be specific, the sub-

connected active RIS requires only about 3% active

components as the fully-connected structure to achieve

similar sum-rate performance. Moreover, compared with

the fully-connected active RIS, the sub-connected scheme

with the proposed algorithm requires only 85% power

consumption and 1/8 amplifiers to provide the same level

of SINR performance of each user.

Notations: a is a scalar, a is a column vector, and A is a

matrix, respectively. AT , A∗ and AH denote the transpose,

conjugate, and Hermitian (conjugate transpose) operations,



(a) Active RIS with fully-connected array architecture.

(b) Active RIS with sub-connected array architecture.

Fig. 1: Comparison of different active RIS architectures.

respectively. R and C represent the sets of real numbers and

complex numbers, respectively. |a|, ‖a‖ and ‖A‖F denote

the magnitude of a scalar a, the norm of a vector a and

the Frobenius norm of matrix A. diag(a) is a diagonal

matrix whose diagonal elements are extracted from vector a.

blkdiag(A1, · · · ,AN ) denotes a block diagonal matrix which

is composed of matrices An, n = 1, · · · , N . Tr{A} is the

trace of the matrix A and vec{A} denotes vectorization of the

matrix A. IN is an identity matrix of N dimension and 1N

refers to an N -dimension all-ones vector. ⊗ is the Kronecker

product. ℜ{·} and ℑ{·} extract the real part and imaginary

part of a complex number, respectively.

II. SUB-CONNECTED ACTIVE RIS AND SYSTEM MODEL

A. Architecture of Sub-Connected Active RIS

The traditional structure of active RIS is illustrated in

Fig. 1(a), where each reconfigurable electromagnetic element

(equivalently depicted as a patch and a phase-shifter) integrates

one dedicated reflection-type amplifier to amplify the incident

signal. However, this fully-connected structure requires plenty

of active amplifiers as the number of RIS elements increases,

which results in enormous hardware cost and power con-

sumption. For instance, the hardware static power of a typical

reflection-type amplifier is 10mW [37], and the total consumed

power of a 512-element active RIS will be up to 5.12W, which

is uneconomical for realistic applications. This shortcoming

motivates researchers to develop a more cost-effective sub-

connected structure, where multiple RIS elements are driven

by only one amplifier, as shown in Fig. 1(b). Consequently,

the sub-connected array architecture is more hardware and

energy efficient than the fully-connected structure owing to the

significant reduction in the number of amplifiers. Nevertheless,

this sub-connected architecture may cause performance loss

since the DoFs of active RIS also decrease, which will be

investigated in the rest of this paper.

B. Signal Modeling of Sub-Connected Active RIS

While the sub-connected structure of active RIS is more

hardware efficient, it results in complicated signal modeling,

which will be described in details as follows. Specifically, we

divide the M elements of the RIS evenly into L sub-arrays,

each of which is connected to a single amplifier. In other

words, Q = M/L elements within a sub-array are driven by

the same amplifier. Let θ , [θ1, θ2, · · · , θM ]T with |θm| =
1,m = 1, · · · ,M , denote the phase-shift coefficients of the ac-

tive RIS. Then, we further denote θ̃l , [θ(l−1)Q+1, · · · , θlQ]T
as the phase-shift coefficient vector of the l-th sub-array. With

the incoming signal xin , [x1, · · · , xM ]T of all M elements

of the active RIS, we denote xl , [x(l−1)Q+1, · · · , xlQ]T
as the incident signal of the l-th sub-array. The signals of

each element of the l-th sub-array first pass through their

corresponding phase-shifter circuits and then combined as one

signal xc,l =
∑lQ

i=(l−1)Q+1 xie
jθi = θ̃

T

l xl for signal ampli-

fication using only one amplifier. Afterwards, the amplified

compound signal can be expressed as xa,l = alxc,l, where

al ≥ 0, l = 1, · · · , L, represents the amplification coefficient

for the l-th sub-array1. Furthermore, the signal xa,l is split

into Q paths with equally distributed powers. The signal of

each path feeds back to each electromagnetic element and is

emitted with corresponding phase-shift. This process can be

modeled as yl =
1√
Q
θ̃lxa,l =

1√
Q
alθ̃lθ̃

T

l xl, where the signal

is scaled by 1√
Q

since the amplified signal is equally split for

Q elements of the sub-array2 [41]. To sum up, the signal model

of the l-th sub-array is given by yl = Ψ̃lxl with the definition

of the beamforming for the l-th sub-array as Ψ̃l ,
1√
Q
alθ̃lθ̃

T

l .

The output signal yout (i.e., the reflected signal by the active

RIS) is expressed as

yout = [Ψ̃1x1, · · · , Ψ̃LxL]
T = Ψxin, (1)

in which we define the reflection beamforming matrix of the

sub-connected active RIS as Ψ , blkdiag (Ψ̃1, · · · , Ψ̃L). In

order to present Ψ in an explicit form with the phase-shift co-

efficients and amplification factors, we construct the combined

reflection phase-shift matrix as Θ̃ , blkdiag(θ̃
T

1 , · · · , θ̃
T

L)
and denote a , [a1, a2, · · · , aL]T and A , diag (a) as the

amplification coefficients vector and the amplification matrix

of the RIS. Then, the reflection beamforming of the sub-

connected active RIS can be re-formulated as

Ψ ,
1√
Q
Θ̃TAΘ̃. (2)

Unlike the simple and rough signal model presented in [37],

which loosely assumes that the incoming signals on the same

sub-array can be amplified independently without interfering

each other, our proposed signal model precisely describes the

realistic signals combination and re-distribution process due

to the use of only one amplifier. More importantly, we should

1We assume that the amplifier operates in its linear region with no limits on
the incident signal power in this work, and the investigation on the dependency
between the incident signal power and amplification gain is worthy pursuing
in the future.

2In this paper, we consider a simple fixed and equal power distribution
for hardware efficiency. Actually, reconfigurable power divider can adjust the
power allocation dynamically, which will be investigated in our future work.
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Fig. 2: A sub-connected active RIS-aided MU-MISO system.

emphasize that the double phase-shift Θ̃ in Ψ introduces

significant difficulty in the joint design of phase-shift Θ̃ and

amplification A to generate optimal reflection beamforming

Ψ of the sub-connected active RIS.

C. System Model

We consider an RIS-aided MU-MISO system as shown in

Fig. 2, where an N -antenna BS communicates K single-

antenna users with the aid of an M -element active sub-

connected RIS, N ≥ K . Denote hd,k, G and hr,k as the

channels from the BS to the user-k, from the BS to the RIS,

and from the RIS to the user-k, respectively. We assume that

the instantaneous channel state information (CSI) for all chan-

nels is perfectly available to the BS. In practice, the CSI can

be estimated by various existing efficient channel estimation

approaches [23], [42]-[44]. Then, the received signal at the

user-k can be expressed as

yk = (hH
d,k + hH

r,kΨG)

K∑

i=1

wisi + hH
r,kΨz+ nk, (3)

where si is the transmit symbol for the user-i. It is assumed

that si, i = 1, · · · ,K , are independent symbols with zero

mean and unit variance, i.e., E{sis∗i } = 1 and E{sis∗j} =
0, ∀i 6= j. wi ∈ C

N is corresponding precoding vector

for the user-i. z ∼ CN (0, σ2
zIM ) and nk ∼ CN (0, σ2

k)
are the dynamic noise at the active RIS and the additive

white Gaussian noise (AWGN) at the user-k, respectively.

Accordingly, the SINR at the k-th user can be written as

γk =
|hH

k wk|2∑K
i=1,i6=k |hH

k wi|2 + ‖hH
r,kΨ‖2σ2

z + σ2
k

, (4)

where hH
k , hH

d,k+hH
r,kΨG represents the composite channel

from the BS to the user-k.

D. Power Model

The total power consumption at the BS comprises the

transmit power as well as the hardware static power, which

is formulated as

Pb = ν−1
1

K∑

k=1

‖wk‖2 +WBS, (5)

where ν1 accounts for the energy conversion efficiency of the

devices, WBS denotes the dissipated power consumed at the

BS. Similarly, the power consumption at the sub-connected

active RIS can be expressed as

Pr = ν−1
2

( K∑

k=1

‖ΨGwk‖2 + ‖Ψ‖2Fσ2
z

)
+MWPS + LWPA,

(6)

where ν2 has the same definition as ν1, WPS and WPA

represent the static powers consumed by the phase-shift circuit

and the amplifier at the active RIS, respectively.

III. JOINT DESIGN FOR SUM-RATE MAXIMIZATION

PROBLEM

A. Problem Formulation

In this section, we aim to maximize the sum-rate of the

MU-MISO system by jointly designing transmit precoding

vectors wk, reflection phase-shift coefficients θ and reflection

amplification factors a, while satisfying the maximum power

consumption constraints at the BS and the active RIS. Thus,

the optimization problem is formulated as

max
wk,θ,a

∑K

k=1
log2(1 + γk) (7a)

s.t.
∑K

k=1
‖wk‖2 ≤ PBS, (7b)

ν−1
2

(∑K

k=1
‖ΨGwk‖2 + ‖Ψ‖2Fσ2

z

)

+MWPS + LWPA ≤ P tot
RIS, (7c)

|θm| = 1, ∀m, (7d)

al ≥ 0, ∀l, (7e)

where PBS represents the maximum available transmit power

at the BS and P tot
RIS represents the maximum available total

power at the active RIS, correspondingly, (7d) is constant

modulus constraint due to phase-shifters, (7e) guarantees the

amplification coefficients of the amplifiers are nonnegative.

We observe that problem (7) is a complicated non-convex

problem due to the multi-variable coupling non-convex objec-

tive (7a) and constraint (7c), and non-convex constant-modulus

constraint (7d). To tackle these difficulties, we propose to

equivalently reformulate the original problem through the

theory of FP, and then divide the transformed problem into

several more tractable sub-problems that can be optimized

alternatively via the BCD method.

B. Fractional Programming Transform

In this subsection, we attempt to deal with the non-convex

objective function in (7) via FP algorithm. Specifically, based

on the Lagrangian Dual Transform [45], the objective in (7)

is equivalent to

f1(wk, θ, a,µ) ,

K∑

k=1

log2(1 + µk)−
K∑

k=1

µk

+

K∑

k=1

(1 + µk)|hH
k wk|2∑K

i=1 |hH
k wi|2 + ‖hH

r,kΨ‖2σ2
z + σ2

k

,

(8)



when the auxiliary variable µ , [µ1, µ2, · · · , µK ]T has the

optimal solution as

µ⋆
k =

|hH
k wk|2∑K

i=1,i6=k |hH
k wi|2 + ‖hH

r,kΨ‖2σ2
z + σ2

k

, ∀k. (9)

Unfortunately, since the last term of (8) is a sum of multiple

fractions, the transformed problem is still challenging to deal

with directly. As a consequence, in order to solve it in a

more effective way, we apply Quadratic Transform [45] on the

fractional term and further equivalently formulate the objective

function (8) as

f2(wk, θ, a,µ,η)

,
∑K

k=1

[
log2 (1 + µk)− µk + 2

√
1 + µkℜ

{
η∗kh

H
k wk

}

− |ηk|2
(∑K

i=1

∣∣hH
k wi

∣∣2 +
∥∥hH

r,kΨ
∥∥2 σ2

z + σ2
k

)]
,

(10)

where the auxiliary variable η , [η1, η2, · · · , ηK ]T has the

following optimal value

η⋆k =

√
1 + µkh

H
k wk

∑K

i=1

∣∣hH
k wi

∣∣2 +
∥∥∥hH

r,kΨ

∥∥∥
2

σ2
z + σ2

k

, ∀k. (11)

Through the above analysis, the optimization problem (7)

is re-written as

max
wk,θ,a,µ,η

f2(wk, θ, a,µ,η)

s.t.
∑K

k=1
‖wk‖2 ≤ PBS,

∑K

k=1
‖ΨGwk‖2 + ‖Ψ‖2Fσ2

z ≤ PRIS,

|θm| = 1, ∀m,
al ≥ 0, ∀l,

(12)

where we define PRIS , ν2(P
tot
RIS − MWPS − LWPA) for

brevity. To effectively solve problem (12), we propose to adopt

the BCD method to alternately update µ, η, wk, θ and a with

fixed others, which is presented in details as follows.

C. Block update

1) Update auxiliary variables µ and η: Fixing wk, θ and

a, the auxiliary variables µ and η should be updated as in (9)

and (11), respectively.

2) Update precoding wk: With given µ, η, θ and a, the

optimization problem with respect to wk can be simplified to

max
wk

f2(wk)

s.t.
∑K

k=1
‖wk‖2 ≤ PBS,

∑K

k=1
‖ΨGwk‖2 + ‖Ψ‖2Fσ2

z ≤ PRIS.

(13)

For conciseness, we define w , [wT
1 ,w

T
2 , · · · ,wT

K ]T . By

dropping the constant terms independent of w, problem (13)

can be re-formulated as

max
w

ℜ{xHw} −wHYw

s.t. wHw ≤ PBS,

wHZw ≤ PRIS − ‖Ψ‖2Fσ2
z ,

(14)

where for brevity we define

x , [xT
1 ,x

T
2 , · · · ,xT

K ]T , xk , 2
√
1 + µkηkhk, (15a)

Y , IK ⊗
(∑K

k=1
|ηk|2hkh

H
k

)
, (15b)

Z , IK ⊗
(
GHΨHΨG

)
. (15c)

It is obvious that problem (14) is a standard quadratic con-

straint quadratic programming (QCQP) problem, and thus

the optimal w can be easily obtained by various existing

algorithms or toolboxes like CVX [46].

3) Update RIS reflection phase-shift coefficients θ: After

obtaining µ, η, wk and a, the problem of optimizing the

reflection phase-shift coefficients θ is reduced to

max
θ

f2(θ) (16a)

s.t.
∑K

k=1
‖ΨGwk‖2 + ‖Ψ‖2Fσ2

z ≤ PRIS, (16b)

|θm| = 1, ∀m. (16c)

Obviously, problem (16) cannot be directly solved due to the

implicit function (16a) relevant to θ and the non-convex unit

modulus constraint (16c).

In order to handle above issues, we first investigate the

ADMM method [47] to solve for θ under the unit modulus

constraint. Specifically, we introduce an auxiliary variable

ϑ , [ϑ1, · · · , ϑM ]T ∈ CM to transform the problem (16)

into

max
θ,ϑ

f2(θ) (17a)

s.t.
∑K

k=1
‖ΨGwk‖2 + ‖Ψ‖2Fσ2

z ≤ PRIS, (17b)

|θm| ≤ 1, ∀m, (17c)

θ = ϑ, (17d)

|ϑm| = 1, ∀m, (17e)

whose solution can be obtained by solving its augmented

Lagrangian problem:

max
θ,ϑ,ω

f2(θ)−
ρ

2
‖θ − ϑ+

ω

ρ
‖2 (18a)

s.t.
∑K

k=1
‖ΨGwk‖2 + ‖Ψ‖2Fσ2

z ≤ PRIS, (18b)

|θm| ≤ 1, ∀m, (18c)

|ϑm| = 1, ∀m, (18d)

where ρ > 0 is a penalty parameter and ω ∈ CM is the dual

variable. Compared to problem (17), problem (18) is more

tractable after removing the equality constraint (17d). For this

multi-variable problem, we propose to alternately update each

variable given the others to solve it efficiently.

Update θ: Given ϑ and ω, we first re-formulate the

problem (18) into an explicit form with respect to θ. Specif-

ically, we first re-written the reflection beamforming matrix

as Ψ = 1√
Q
ΘETAEΘ, where Θ , diag(θ) is the phase-

shift matrix of the RIS and E , IL ⊗ 1T
Q is expressed as

an indicator matrix accounting for the connection relationship

between the reflection elements and the amplifiers. By defining

Ξ , 1√
Q
ETAE, Ψ can be re-expressed as Ψ = ΘΞΘ. Since



the RIS reflection phase-shift matrix Θ is diagonal, we have

hH
r,kΘ = θ

T diag (h∗
r,k) and ΘGwk = diag (gk)θ, where

gk , Gwk. Thus, we can successfully extract the variable θ

from problem (18) and recast it into an explicit problem as:

min
θ

vHFv + ℜ{θHPθ∗}+ θHQ1θ +
ρ

2
‖θ − ϑ+

ω

ρ
‖2

(19a)

s.t. θHQ2θ ≤ τ, (19b)

|θm| ≤ 1, ∀m, (19c)

where for brevity we define

v , vec{θθT } = θ ⊗ θ, (20a)

F ,

K∑

k=1

|ηk|2
K∑

i=1

fk,if
H
k,i, (20b)

fk,i , vec
{
(diag(h∗

r,k)Ξ diag(gi))
∗}, ∀k, ∀i, (20c)

P , PH
2 −PH

1 , (20d)

P1 ,

K∑

k=1

2
√
1 + µkη

∗
k diag(h

∗
r,k)Ξ diag(gk), (20e)

P2 ,

K∑

k=1

|ηk|2
K∑

i=1

2(hH
d,kwi)

∗ diag(h∗
r,k)Ξ diag(gi), (20f)

Q1 ,

K∑

k=1

|ηk|2(diag(h∗
r,k)ΞΞH diag(hr,k))

∗σ2
z , (20g)

Q2 ,
∑K

k=1
diag(g∗

k)Ξ
HΞ diag(gk), (20h)

τ , PRIS − ‖Ψ‖2Fσ2
z . (20i)

In particular, Θ is a diagonal matrix with unit-modulus di-

agonal elements and thus we have ‖Ψ‖2F = ‖Ξ‖2F . Then, τ
can be further expressed as τ = PRIS − ‖Ξ‖2Fσ2

z , which is

irrelevant to θ.

We can notice that the objective function (19a) is still

challenging to directly optimize due to the quartic term vHFv

with respect to θ and real-valued term ℜ{θHPθ∗}. In the

following, we apply MM algorithm [48] to seek for a more

tractable surrogate function for these non-convex terms via the

second-order Taylor expansion.

Specifically, since F is a positive semidefinite Hermitian

matrix as defined in (20b), we can construct a surrogate

function of vHFv at point vt (i.e., solution θt in the t-th
iteration) as

vHFv ≤ λfv
Hv + 2ℜ{vH(F− λfIM2 )vt}

+ vH
t (λfIM2 − F)vt,

(21)

where λf is an upper-bound of the eigenvalues of F. Due to the

high complexity O(M6) of eigenvalue decomposition of ma-

trix F, we choose λf = Tr{F} as an efficient and reasonable

solution, which is actually the sum of all eigenvalues of the

matrix F. Since the matrix F contains K2 rank-one matrices

as expressed in (20b), we can directly obtain the trace by

λf = Tr{F} =
∑K

k=1
|ηk|2

∑K

i=1
‖fk,i‖2. (22)

Therefore, after considering that the term vHv is upper-

bounded by

vHv = (θ ⊗ θ)H(θ ⊗ θ) = (θHθ)⊗ (θHθ) ≤M2, (23)

an appropriate surrogate function of the quartic term vHFv

can be obtained by

vHFv ≤ ℜ{vH f̃t}+ cf,t (24a)

= ℜ{θHF̃tθ
∗}+ cf,t, (24b)

where we define

f̃t , 2(F− λfIM2 )vt, (25)

and cf,t , λfM
2 + vH

t (λfIM2 − F)vt is a constant term

independent of v (i.e., θ). In addition, equality (24b) holds

since we express F̃t ∈ CM×M in a reshaped version f̃t,

i.e., f̃t = vec{F̃t} and utilize v , θ ⊗ θ. Considering the

significantly high cost of computing and storing f̃t which

contains an M2 × M2-dimensional matrix F, we attempt

to directly construct F̃t using M × M lower-dimensional

matrices. In specific, by utilizing the definitions of v and F

in (20a) and (20b), we can re-express f̃t as

f̃t = 2

K∑

k=1

|ηk|2
K∑

i=1

vec{P̃k,i}vecH{P̃k,i}vec{θtθTt }

− 2λfvec{θtθTt } (26a)

= 2

K∑

k=1

|ηk|2
K∑

i=1

vec{P̃k,i}Tr{θtθTt P̃H
k,i}

− 2λfvec{θtθTt } (26b)

= 2

K∑

k=1

|ηk|2
K∑

i=1

θTt P̃
H
k,iθtvec{P̃k,i}

− 2λfvec{θtθTt }, (26c)

where we define P̃k,i , (diag(h∗
r,k)Ξ diag(gi))

∗ for con-

ciseness. In addition, (26b) holds since we use the transfor-

mation Tr{AB} = vecH{BH}vec{A}. Thus, based on the

derivations in (26), the matrix version of f̃t, i.e., F̃t, can be

equivalently written by

F̃t , 2

K∑

k=1

|ηk|2
K∑

i=1

θTt P̃
H
k,iθtP̃k,i − 2λfθtθ

T
t . (27)

After obtaining the surrogate function ℜ{θHF̃tθ
∗} + cf,t

for vHFv, the objective function in (19) with respect to θ

can be transformed into

min
θ

ℜ{θHPtθ
∗}+ θHQ1θ +

ρ

2
‖θ − ϑ+

ω

ρ
‖2 (28)

in which we define Pt , F̃t +P. In order to handle the non-

convex term ℜ{θHPtθ
∗} in (28), we propose to convert the

complex-valued variable into its real-valued form and apply

the second-order Taylor expansion again to seek for a convex

surrogate function. Specifically, after defining

θ̄ ,
[
ℜ{θT } ℑ{θT }

]T
, (29a)

P̄t ,

[
ℜ{Pt} ℑ{Pt}
ℑ{Pt} −ℜ{Pt}

]
, (29b)



an appropriate surrogate function of ℜ{θHPtθ
∗} can be

obtained by

ℜ{θHPtθ
∗} = θ̄

T
P̄tθ̄, (30a)

≤ θ̄Tt P̄tθ̄t + θ̄
T

t (P̄t + P̄T
t )(θ̄ − θ̄t)

+
λp,t
2

(θ̄ − θ̄t)T (θ̄ − θ̄t), (30b)

=
λp,t
2
θ̄
T
θ̄ + ℜ{θ̄T p̄t}+ cp,t, (30c)

=
λp,t
2
θHθ + ℜ{θHUp̄t}+ cp,t, (30d)

where λp,t is the maximum eigenvalue of the Hessian matrix

(P̄t + P̄T
t ), p̄t , (P̄t + P̄T

t − λp,tI2M )θ̄t, U , [IM IM ]
and cp,t is a constant independent of θ̄.

Given the surrogate function derived for ℜ{θHPtθ
∗} in

(30d), a convex upper-bound function of (28) can be expressed

as

g(θ|θt) =
λp,t
2
θHθ + ℜ{θHUp̄t}+ θHQ1θ

+
ρ

2
‖θ − ϑ+

ω

ρ
‖2 + cp,t,

= θHΥtθ + ℜ{θHζt}+ cs,t,

(31)

where for ease of notation, we define Υt , Q1 +
λp,t+ρ

2 IM ,

ζt , Up̄t − ρϑ+ ω, and cs,t , cp,t +
ρ
2‖ϑ− ω/ρ‖2. Thus,

the RIS reflection phase-shift coefficients design problem at

the (t+ 1)-th iteration can be re-formulated as

min
θ

θ
H
Υtθ + ℜ{θHζt} (32a)

s.t. θHQ2θ ≤ τ, (32b)

|θm| ≤ 1, ∀m, (32c)

which can be optimally solved by existing convex optimization

solvers.

Update ϑ: Fixing θ and ω, the optimization problem of

solving for the auxiliary variable ϑ is

min
ϑ

ρ

2
‖θ − ϑ+

ω

ρ
‖2

s.t. |ϑm| = 1, ∀m.
(33)

Thus, the optimal ϑ should be updated by the phase alignment

ϑ = e∠(ρθ+ω). (34)

Update ω: With obtained θ and ϑ, the dual variable ω can

be updated by

ω := ω + ρ(θ − ϑ). (35)

Finally, by alternatively updating θ, ϑ, and ω, we can solve

problem (18) in an iterative manner.

3) Update RIS reflection amplification factors a: With ob-

tained µ, η, wk and θ, the optimization problem of designing

RIS reflection amplification factors a can be written as

max
a

f2(a)

s.t.
∑K

k=1
‖ΨGwk‖2 + ‖Ψ‖2Fσ2

z ≤ PRIS,

al ≥ 0, ∀l.

(36)

Similar to the optimization problem of reflection phase-shift

coefficients θ, the amplification factors a is also embedded in

the problem (36). Thus, we propose to convert it into a more

explicit form via a series of matrix manipulations and solve it

with an efficient algorithm.

To facilitate the algorithm development, we first recall

θ̃l , [θ(l−1)Q+1, · · · , θlQ]T and define Φl , θ̃lθ̃
T

l . Thus,

the RIS reflection beamforming Ψ can be re-denoted as

Ψ , blkdiag
(

1√
Q
a1Φ1, · · · , 1√

Q
aLΦL

)
. Utilizing hr,k,l ,

hr,k((l − 1)Q + 1 : lQ) and gk,l , gk((l − 1)Q + 1 : lQ)
to represent vectors consisting of the [(l − 1)Q+ 1]-th to the

lQ-th elements of hr,k and gk correspondingly, problem (36)

can be concisely re-arranged as the following form

max
a

ℜ{dHa} − aHRa

s.t. aHTa ≤ PRIS,

al ≥ 0, ∀l,
(37)

where for ease of notation, we define

dH ,

K∑

k=1

2
√
1 + µkη

∗
kb

H
k,k −

K∑

k=1

|ηk|2
K∑

i=1

cHk,i, (38a)

bk,i,
1√
Q
[gH

i,1Φ
H
1 hr,k,1,· · ·,gH

i,LΦ
H
L hr,k,L]

T, ∀k, ∀i, (38b)

ck,i,2hH
d,kwibk,i, ∀k, ∀i, (38c)

R,

K∑

k=1

|ηk|2
K∑

i=1

bk,ib
H
k,i +

K∑

k=1

|ηk|2 Sk, (38d)

Sk,diag(sk), sk(l),
1

Q
‖hH

r,k,lΦl‖2σ2
z , ∀k, (38e)

T,diag(t), t(l),
1

Q

K∑

k=1

‖Φlgk,l‖2+
1

Q
‖Φl‖2Fσ2

z . (38f)

Note that the problem (37) is a convex problem whose optimal

solution can be obtained easily.

D. Summary

Through the above analysis, the joint transmit precoding and

RIS reflection beamforming design for sum-rate maximization

problem is summarized in Algorithm 1. With appropriate

initializations, the auxiliary variables µ and η, the transmit

precoding wk, the RIS reflection phase-shift coefficients θ,

and the RIS reflection amplification factors a are iteratively

updated. Note that the ADMM algorithm is applied to non-

convex sub-problem (16) with respect to θ with both quadratic

constraint and constant-modulus constraint, the theoretical

convergence analysis of the ADMM algorithm and the pro-

posed complete Algorithm 1 cannot be easily obtained. Nev-

ertheless, the simulation results shown in Sec. V illustrate

that the proposed algorithm will converge with an acceptable

speed.

1) Initialization: For the above BCD algorithm, especially

the ADMM-MM based algorithm for designing θ, a good

initial point can accelerate the convergence and promote the

performance. Therefore, in the following, we investigate to ap-

propriately initialize the RIS reflection phase-shift coefficients

θ, the RIS amplification factors a, and the transmit precoding

wk, ∀k.



Algorithm 1 Joint Transmit Precoding and RIS Reflection

Beamforming Design for Sum-Rate Maximization Problem

Input: hH
d,k, hH

r,k, G, σk, σz, PBS, PRIS, ∀k.

Output: w⋆
k, θ⋆ and a⋆.

1: Initialize wk, θ, a, ϑ, and ω.

2: repeat

3: Update µ by (9);

4: Update η by (11);

5: Update wk by solving (14);

6: repeat

7: Update θ by solving (32);

8: Update ϑ by (34);

9: Update ω by (35);

10: until convergence.

11: Update a by solving (37);

12: until convergence.

13: Return w⋆
k = wk, θ⋆ = θ and a⋆ = a.

In general, RIS is deployed to improve the quality of

channels and create more favorable radio environments. Thus,

we utilize channel power gain
∑K

k=1 ‖hH
d,k+hH

r,kΨG‖2 as the

metric to initialize the RIS reflection phase-shift coefficients.

To simplify the initialization problem, we assume L = M
and RIS amplification factors a = 1L, i.e., Ξ = IM×M .

Thus, the RIS reflection beamforming Ψ can be re-written

by Ψ = ΘΞΘ = Θ2. Obviously, the channel power gain is

a quadratic function on Θ, which is challenging to optimize

directly. Thus, we attempt to seek for a simpler approach to

solve it. Considering the relationship between Ψ and Θ, we

first optimize the more tractable problem on variable Ψ and

then obtain the initial Θ by a series of angular operations. In

details, we define ψ = [ψ1, · · · , ψM ]T as a constant-modulus

vector consisting of the diagonal elements of the diagonal

matrix Ψ, i.e., Ψ , diag(ψ). The optimization problem for

Ψ is given by

max
ψ

∑K

k=1
‖hH

d,k + hH
r,kΨG‖2

s.t. |ψm| = 1, ∀m.
(39)

Then, by defining

ψ̆ , ψ∗, (40a)

R̆k , diag(h∗
r,k)G, (40b)

M ,
∑K

k=1
R̆kR̆

H
k , (40c)

m , 2
∑K

k=1
R̆khd,k, (40d)

problem (39) can be concisely re-formulated as

max
ψ̆

f3(ψ̆) , ψ̆
H
Mψ̆ + ℜ{ψ̆H

m}

s.t. |ψ̆m| = 1, ∀m,
(41)

which can be effectively solved by utilizing popular Rie-

mannian conjugate gradient (RCG) algorithm [17], [18]. The

details of RCG algorithm are omitted due to space limitations.

After obtaining ψ̆, we can construct ψ by ψ = ψ̆
∗
. Then,

recalling Ψ = Θ2, i.e., ψ = θ2, we can easily obtain the

initial θ by ∠θm = ∠ψm/2, ∀m. Moreover, we can simply

initialize the RIS reflection factors a = 1L and transmit

precoding wk =
√
PBS(

∑K
k=1

hkh
H
k +σ̃2

kI)
−1

hk√
K‖

∑
K
k=1 hkh

H
k
+σ̃2

k
I)−1hk‖

, ∀k, according to

the popular minimum mean squared error (MMSE) criterion,

where σ̃2
k , ‖hH

r,kΨ‖2σ2
z + σ2

k.

2) Computational Complexity Analysis: We assume that

the popular interior point method is adopted to solve convex

problems, whose complexity is relevant to the dimension of

the variable and the number of linear matrix inequality (LMI)

constraints and second-order cone (SOC) constraints [49]. In

the initialization stage, it requires at most O(M1.5) operations

to obtain the phase-shift vector θ [50]. Besides, the complex-

ities for obtaining initial wk and a are of order O(KN3) and

O(L). In each outer iteration, obtaining the optimal solutions

of µ and η requires approximately O(K(NK +M2)) and

O(K[N(K + 1) +M2]), respectively; updating wk requires

about O(
√
NK + 2(1+NK)N3K3) operations; the calcula-

tion of a has a computational complexities of O(
√
L+ 1(1+

L)L3). The computational complexity of proposed ADMM-

MM-based algorithm for designing θ lies in the updates

of three variables θ, ϑ and ω. Solving sub-problem with

respect to θ has the complexities of order O(
√
M + 1(1 +

M)M3). The complexity of updating the closed-form ϑ is

of order O(M). The complexity to update the dual vari-

able ω is of order O(M). To sum up, the total compu-

tational complexity of Algorithm 1 is approximated at the

order of O(Io[
√
NK + 2(1+NK)N3K3+Ii,s(

√
M + 1(1+

M)M3) +
√
L+ 1(1 + L)L3]), in which Io and Ii,s are the

number of iterations required for convergence of the outer

loop and the inner ADMM-MM loop in the s-th outer loop,

respectively.

IV. JOINT DESIGN FOR POWER MINIMIZATION PROBLEM

A. Problem Formulation

In this section, our goal is to design transmit precoding wk,

RIS reflection phase-shift coefficients θ and RIS reflection am-

plification factors a to minimize the total power consumption

at the BS and the sub-connected active RIS subject to users’

SINR requirements. This power minimization problem can be

formulated as

min
wk,θ,a

Pb + Pr (42a)

s.t. γk ≥ Γk, ∀k, (42b)

|θm| = 1, ∀m, (42c)

al ≥ 0, ∀l, (42d)

where we recall that Pb = ν−1
1

∑K

k=1 ‖wk‖2 + WBS

is the power consumption at the BS and Pr =

ν−1
2

(∑K

k=1 ‖ΨGwk‖2+‖Ψ‖2Fσ2
z

)
+MWPS+LWPA is the

power consumption at the sub-connected active RIS. More-

over, (42b) represents users’ quality-of-service (QoS) con-

straints, in which Γk > 0 is the minimum SINR requirement of

the user-k. Note that problem (42) is still challenging to solve

since the transmit precoding wk, RIS reflection coefficients

θ and a are tightly coupled in the QoS constraints. To



address these issues, in the following subsection, we propose

to decouple the original problem and iteratively optimize wk,

θ and a.

B. Block update

1) Update precoding wk: When RIS reflection coefficients

θ and a are fixed, the sub-problem of optimizing transmit

precoding wk is reduced to

min
wk

ν−1
1

∑K

k=1
‖wk‖2 + ν−1

2

∑K

k=1
‖ΨGwk‖2

s.t. γk ≥ Γk, ∀k,
(43)

which is a conventional power minimization problem and

can be efficiently solved by using second-order cone program

(SOCP) algorithm.

2) Update RIS reflection phase-shift coefficients θ: When

the other variables are determined, the optimization problem

of solving for the RIS reflection phase-shift coefficients θ can

be simplified as

min
θ

∑K

k=1
‖ΨGwk‖2, (44)

where we should emphasize that the equation ‖Ψ‖2Fσ2
z =

‖Ξ‖2Fσ2
z is independent of θ and so we ignore it in (44).

Furthermore, problem (44) is equivalent to

min
θ

θHQ2θ (45a)

s.t. γk ≥ Γk, ∀k, (45b)

|θm| = 1, ∀m, (45c)

where we recall Q2 ,
∑K

k=1 diag(g
∗
k)Ξ

HΞ diag(gk) as

defined in (20h). Due to K non-convex constraints (45b) and

unit modulus constraint (45c), it is very challenging to directly

seek for an optimal solution to problem (45). Therefore, in

the follows, we also utilize the similar ADMM-MM-based

algorithmic framework to tackle these issues. First, in order to

facilitate the development of ADMM algorithm, we introduce

an auxiliary variable ϑ to convert (45) into

min
θ,ϑ

θHQ2θ (46a)

s.t. vH F̂kv + ℜ{θHP̂kθ
∗}+ θHQ̂kθ + ςk ≤ 0, ∀k,

(46b)

|θm| ≤ 1, ∀m, (46c)

ϑ = θ, (46d)

|ςm| = 1, ∀m, (46e)

where for simplicity we define

F̂k , Γk

∑K

i6=k
Fk,i − Fk,k, Fk,i , fk,if

H
k,i, (47a)

P̂k , 2Γk

∑K

i6=k
(hH

d,kwi)P̃
T
k,i − 2(hH

d,kwk)P̃
T
k,k, (47b)

Q̂k , Γk(diag(h
∗
r,k)ΞΞH diag(hr,k))

∗σ2
z , (47c)

ςk , Γk

∑K

i6=k
|hH

d,kwi|2 + Γkσ
2
k − |hH

d,kwk|2. (47d)

For problem (46), its augmented Lagrangian problem can be

formulated as

min
θ,ϑ,ω

θHQ2θ +
ρ

2
‖θ − ϑ+

ω

ρ
‖2 (48a)

s.t. vH F̂kv + ℜ{θHP̂kθ
∗}+ θHQ̂kθ + ςk ≤ 0, ∀k,

(48b)

|θm| ≤ 1, ∀m, (48c)

|ςm| = 1, ∀m, (48d)

where we introduce penalty parameter ρ and dual variable

ω. Obviously, it can be effectively tackled by alternately

optimizing θ, ϑ, and ω. The details of the algorithm will be

presented in the following.

Update θ: To deal with the non-convex terms vHF̂kv

and ℜ{θHP̂kθ
∗} in constraint (48b), we employ the similar

MM procedure introduced in the previous section to seek a

series of tractable surrogate functions for them. In particular,

with the solution θt obtained in the previous iteration and the

definitions Fk,1 , Γk

∑K

i6=k Fk,i and Fk,2 , −Fk,k, where

F̂k = Fk,1+Fk,2, approximate upper-bounds for the first term

vHFk,1v and the second term vHFk,2v of vH F̂kv can be

constructed via the second-order Taylor expansion as:

vHFk,1v ≤ λk,1v
Hv + 2ℜ{vH(Fk,1 − λk,1IM2)vt}

+ vH
t (λk,1IM2 − Fk,1)vt, (49a)

vHFk,2v ≤ λk,2v
Hv + 2ℜ{vH(Fk,2 − λk,2IM2)vt}

+ vH
t (λk,2IM2 − Fk,2)vt, (49b)

where we choose

λk,1 = Tr
{
Γk

∑K

i6=k
Fk,i

}
= Γk

∑K

i6=k
‖fk,i‖2, (50a)

λk,2 = Tr
{
Fk,k

}
= ‖fk,k‖2, (50b)

as efficient solutions to avoid the ultra-high computational

complexity of matrix calculation and eigenvalue decomposi-

tion. Consequently, the upper-bound function of vH F̂kv can

be derived as

vH F̂kv = vHFk,1v + vHFk,2v

≤ λkv
Hv + 2ℜ{vH(F̂k − λkIM2 )vt}

+ vH
t (λkIM2 − F̂k)vt,

(51)

with λk , λk,1 + λk,2.

Meanwhile, recalling vHv ≤ M2, we can re-construct the

upper-bound surrogate function of vH F̂kv as

vH F̂kv ≤ ℜ{vH f̂k,t}+ ck,t = ℜ{θHF̂k,tθ
∗}+ ck,t,

(52)

in which

f̂k,t , 2(F̂k − λkIM2)vt = vec{F̂k,t}, (53a)

F̂k,t , 2Γk

K∑

i6=k

θTt P̃
H
k,iθtP̃k,i−2θTt P̃

H
k,kθtP̃k,k−2λkθtθ

T
t ,

(53b)

ck,t , 2λkM
2 − Γk

∑K

i6=k
|vH

t fk,i|2 + |vH
t fk,k|2. (53c)

Therefore, plugging the result in (52) into (48b), we can



re-formulate the users’ SINR constraints in each iteration as

ℜ{θHP̂k,tθ
∗}+ θHQ̂kθ + ςk + ck,t ≤ 0, ∀k, (54)

where we define P̂k,t , F̂k,t+P̂k. Notice that ℜ{θHP̂k,tθ
∗}

is still a non-convex real-valued function and challenging to

deal with. By defining

P̄k,t ,

[
ℜ{P̂k,t} ℑ{P̂k,t}
ℑ{P̂k,t} −ℜ{P̂k,t}

]
, (55)

and recalling θ̄ ,

[
ℜ{θT } ℑ{θT }

]T
, we can convert the

complex-valued variables ℜ{θHP̂k,tθ
∗} into real-valued ones

θ̄
T
P̄k,tθ̄, and then apply the idea of MM again to seek a series

of tractable surrogate functions for it. In particular, the upper-

bound function can be constructed by utilizing the second-

order Taylor expansion as

ℜ{θHP̂k,tθ
∗} = θ̄

T
P̄k,tθ̄, (56a)

≤ θ̄Tt P̄k,tθ̄t + θ̄
T

t (P̄k,t + P̄T
k,t)(θ̄ − θ̄t)

+
λq,k,t
2

(θ̄ − θ̄t)T (θ̄ − θ̄t), (56b)

=
λq,k,t
2
θ̄
T
θ̄ + ℜ{θ̄T q̄k,t}+ cq,k,t, (56c)

=
λq,k,t
2
θHθ + ℜ{θHUq̄k,t}+ cq,k,t,

(56d)

where λq,k,t is the maximum eigenvalue of the Hessian matrix

(P̄k,t + P̄T
k,t), q̄k,t , (P̄k,t + P̄T

k,t − λq,k,tI2M )θ̄t, and

cq,k,t = θ̄
T

t P̄k,tθ̄t − θ̄
T

t (P̄k,t + P̄T
k,t)θ̄t +

λq,k,t

2 θ̄
T

t θ̄t is

a constant independent of θ. In summary, an appropriate

surrogate function for the function on the left side of (48b)

can be expressed as

ĝk(θ|θt) = θHQ̂kθ +
λq,k,t
2
θHθ + ℜ{θHUq̄k,t}+ ce,k,t,

= θHΛk,tθ + ℜ{θHβk,t}+ ce,k,t,
(57)

where for brevity we define Λk,t , Q̂k +
λq,k,t

2 IM , βk,t ,

Uq̄k,t and ce,k,t , cq,k,t + ck,t + ςk. Thus, the optimization

problem for updating θ can be formulated as

min
θ

θHΩθ + ℜ{θH̺}
s.t. ĝk(θ|θt) ≤ 0, ∀k,

|θm| ≤ 1, ∀m,
(58)

in which Ω , Q2 +
ρ
2IM and ̺ , −ρϑ+ ω.

Update ϑ and ω: Similar to the sum-rate maximization

problem, ϑ and ω can be updated by (34) and (35), respec-

tively.

Now, the ADMM-MM-based algorithm for solving phase-

shift θ optimization problem (45) is straightforward. By se-

quentially updating θ, ϑ, and ω until convergence is achieved,

we can obtain the optimal RIS reflection phase-shift coeffi-

cients θ.

3) Update RIS reflection amplification factors a: Fixed

transmit precoding wk and RIS reflection phase-shift coeffi-

cients θ, RIS reflection amplification factors a can be updated

Algorithm 2 Joint Transmit Precoding and RIS Reflection

Beamforming Design for Power Minimization Problem

Input: hH
d,k, hH

r,k, G, σk, σz, Γk, ∀k.

Output: w⋆
k, θ⋆ and a⋆.

1: Initialize wk, θ, a, ϑ, and ω.

2: repeat

3: Update wk by solving (43);

4: repeat

5: Update θ by solving (58);

6: Update ϑ by (34);

7: Update ω by (35);

8: until convergence.

9: Update a by solving (61);

10: until convergence.

11: Return w⋆
k = wk, θ⋆ = θ and a⋆ = a.

by solving the following problem

min
a

∑K

k=1
‖ΨGwk‖2 + ‖Ψ‖2Fσ2

z

s.t. γk ≥ Γk, ∀k,
al ≥ 0, ∀l.

(59)

Recalling

bk,i,
1√
Q
[gH

i,1Φ
H
1 hr,k,1,· · ·,gH

i,LΦ
H
L hr,k,L]

T, ∀k, ∀i, (60a)

Sk,diag(sk), sk(l),
1

Q
‖hH

r,k,lΦl‖2σ2
z , ∀k, (60b)

T,diag(t), t(l),
1

Q

K∑

k=1

‖Φlgk,l‖2+
1

Q
‖Φl‖2Fσ2

z , (60c)

as previously defined in (38b), (38e), and (38f), we can re-

arrange problem (59) as

min
a

aHTa

s.t.
|hH

d,kwk + bH
k,ka|2∑K

i6=k |hH
d,kwi + bH

k,ia|2 + aHSka+ σ2
k

≥ Γk, ∀k,

al ≥ 0, ∀l,
(61)

which is a standard SOCP optimization problem and can be

effectively solved by CVX.

C. Summary

Based on the above derivations, the joint transmit precoding

and RIS reflection beamforming design for power minimiza-

tion problem is straightforward and summarized in Algorithm

2. The appropriate initializations wk, ∀k, θ, and a can be

obtained by the similar methods presented in Sec. III-D.

Then, in the inner loop, we alternately update θ, ϑ and ω to

solve for RIS reflection phase-shift coefficients θ. In the outer

loop, the transmit precoding wk, the RIS reflection phase-shift

coefficients θ, and the RIS reflection amplification factors a

are iteratively optimized. Similar to the sum-rate maximization

problem, the ADMM algorithm is also utilized to solve for the

non-convex problem (45) for updating θ, and thus the conver-

gence cannot be mathematically proved. Simulation results in



Fig. 3: An illustration of the position of BS, RIS, and users.

Sec. V present that the proposed algorithm converges within

a few iterations. Furthermore, we give a brief computational

complexity analysis of Algorithm 2. The optimizations of wk

and a are both SOCP problems and have the complexity

of approximately O((KN)3K1.5) and O(
√
2K + LKL3),

respectively. Similar to Algorithm 1, the computational com-

plexity of designing θ also includes three parts: The updates

of θ, ϑ and ω, whose complexities are approximately of

order O(
√
M(K + 1)MK(1 + M)3), O(M) and O(M),

respectively. Therefore, the overall complexity of Algorithm

2 is of order O(Io[(KN)3K1.5 + Ii,s(
√
M(K + 1)MK(1 +

M)3) +
√
2K + LKL3]).

V. SIMULATION RESULTS

In this section, we demonstrate extensive simulation re-

sults to verify the advantage of the sub-connected active

RIS architecture and the effectiveness of the proposed joint

beamforming design algorithms. The following settings are

assumed throughout our simulations if not otherwise specified,

which are very typical in the field of RIS [8]-[15], [21], [22],

[29]-[37]. We assume that the BS equipped with N = 16
antennas is located at the origin to serve K = 4 downlink

users which are randomly distributed within a circle with its

center at (x = 200m, 0) and radius of 10m, as shown in Fig.

3. Besides, a sub-connected active RIS consists of M = 256
elements is positioned at (0, 50m) to assist the MU-MISO

communication. We adopt the popular large-scale fading path-

loss (PL) model: PL(d) = C0(d0/d)
ι, where C0 = −30dB,

d0 = 1m, d is the distance of link and ι represents the path-loss

exponent. More specifically, we set the path-loss exponents for

the BS-user channels hd,k, BS-RIS channel G, and RIS-user

channels hr,k as ιd,k = 3.8, ιG = 2.5, and ιr,k = 2.8, ∀k,

respectively. In addition, the channels of BS-RIS link, BS-user

links and RIS-user links are assumed to follow the Rayleigh

fading model.

Furthermore, we set the dissipated power of the BS as

WBS = 6dB [37]. The hardware static powers of each phase-

shifter circuit and reflection amplifier are set as WPS = 7dBm

[51] and WPA = 7dBm [27], respectively. The total power

budget for the active RIS is P tot
RIS = 4.15dB. The energy

conversion efficiency is the same for the BS and the active

RIS, i.e., ν1 = ν2 = 1/1.1. For simplicity, we assume the

QoS requirements and the noise powers are the same for all

users, i.e., Γk = Γ, ∀k and σ2
k = σ2 = −80dBm, ∀k. The
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Fig. 4: Convergence of Algorithm 1 (PBS = 40dBm, P tot
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4.15dB, M = 256, Nt = 16, and K = 4).
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4.15dB, M = 256, Nt = 16, and K = 4).

dynamic noise power introduced by the active RIS is set to

σ2
z = −80dBm. Moreover. the penalty parameter is set as

ρ = 1 [47], [52]. To better verify the superiority of sub-

connected active RIS structure and the proposed algorithms,

we add the performance of existing fully-connected active RIS

scheme [22] in the simulation results for comparison.

A. Sum-rate Maximization Problem

In this subsection, the simulation results for the sum-rate

maximization problem are demonstrated. The convergence

performance of the proposed Algorithm 1 is illustrated in

Fig. 4. Particularly, the convergence of the first inner loop is

illustrated in Fig. 4(a) and the convergence of the outer loop

is presented in Fig. 4(b). We can observe that the proposed

algorithm exhibits satisfactory convergence performance under

different sub-connected structures.

Fig. 5 demonstrates the sum-rate performance versus the

transmit power PBS. We can easily observe that more transmit

power provides a higher sum-rate for all scenarios and the
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sub-connected active RIS consistently outperforms the fully-

connected active RIS. Specifically, when PBS = 30dBm, the

sub-connected scheme with L = 64 amplifiers can achieve

up to 47% sum-rate performance improvement compared to

the fully-connected one, but employs only a quarter of the

number of amplifiers. This result verifies the advancement in

the hardware efficiency and performance improvement of the

sub-connected structure.

The sum-rate performance versus the total power budget

at the RIS P tot
RIS is illustrated in Fig. 6. We can observe that

when P tot
RIS is relatively small, the sub-connected scheme is

significantly superior to the fully-connected one, which has

zero sum-rate when P tot
RIS is less than 4dB. This phenomenon is

because the fully-connected structure consumes all the power

for maintaining the operation of massive active components

when P tot
RIS is small and no power is available for signal am-

plification. This result verifies the superiority of the proposed

sub-connected active RIS when the power budget of RIS is

limited. Even when P tot
RIS is up to 8dB, the proposed sub-

connected scheme with L = 128 still achieves the same level

of performance as the fully-connected one. In addition, Fig. 6
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also shows that the optimal number of amplifiers is varying for

different P tot
RIS cases, which is a trade-off between reflection

power and design DoFs.

Fig. 7 depicts the sum-rate performance versus the number

of amplifiers L, where L = 256 actually represents the tradi-

tional fully-connected structure. It can be seen that the sum-

rate of proposed sub-connected active RIS-assisted system first

increases with the growth of L and then decreases, which

achieves a maximum when L = 128 for both PBS = 30dBm

and PBS = 50dBm cases. This interesting phenomenon is

because that when the total power budget at the RIS is limited,

the reduction in the number of amplifiers will allocate more

power for signal amplification. Nevertheless, it also results in

the decrease of DoFs for the beamforming design and leads to

performance degradation with too few amplifiers. Therefore, it

is very crucial to select an appropriate grouping strategy (i.e.,

the number of amplifiers) to balance the hardware cost, power

consumption, and sum-rate performance. As illustrated in Fig.

7, when L = 16/32/64/128, the proposed sub-connected

structure achieves better performance than the compared fully-

connected scheme, which verifies the advancement of sub-
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Fig. 10: Convergence of Algorithm 2 (Γ = 8dB, M = 256,

Nt = 16, and K = 4).

connected active RIS. Another important conclusion we can

draw from Fig. 7 is that the sub-connected architecture can

achieve similar sum-rate performance as the fully-connected

scheme with only about 3% of the number of amplifiers (i.e.,

L = 8), which is a dramatic hardware cost reduction.

In addition, we present the sum-rate versus the number of

users in Fig. 8. It can be observed that with the growth of

the number of users, the sum-rate of both sub-connected and

fully-connected active RIS-aided systems increases owing to

more multi-user diversity. Moreover, it further verifies that

the proposed sub-connected scheme always outperforms the

fully-connected one and the performance gap becomes more

significant with larger K . In Fig. 9, we shows the sum-rate

performance versus the location of users. Not surprisingly,

when the users are away from the BS and RIS (i.e., x becomes

larger), the path-loss increases and thereby the sum-rate of

both two schemes decreases. The sub-connected active RIS

can always outperform the fully-connected one under different

user location cases.

B. Power Minimization problem

In this subsection, we present the simulation results for

the power minimization problem. Firstly, the convergence of

Algorithm 2 is shown in Fig. 10. Obviously, the convergences

of both the inner and outer loops are very rapid.

The total power consumption versus the users’ SINR re-

quirement Γ is plotted in Fig. 11. Compared to the conven-

tional fully-connected scheme, our proposed sub-connected

architecture with L = 32 needs only about 85% power and

1/8 amplifiers to meet the same Γ = 8dB requirement, which

validates the advantage in energy efficiency and hardware

efficiency of the sub-connected active RIS structure. More

interestingly, the total power consumption of a sub-connected

scheme with fewer amplifiers grows at a faster rate as the

SINR requirement grows. This suggests that the increase in

transmit/reflection power to satisfy QoS constraints is domi-

nant compared to the decrease in hardware power consumption

at a higher SINR requirement. Therefore, based on the above
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Fig. 12: Total power consumption versus the number of

amplifiers L (M = 256, Nt = 16, and K = 4).

analysis, L = 64 is an appropriate grouping strategy for

various QoS requirements.

In Fig. 12, we display the total power consumption versus

the number of amplifiers L. Again, the case with L = 256 rep-

resents the fully-connected structure. We can notice that with a

relatively small users’ SINR requirement (e.g., Γ = 8dB), the

sub-connected active RIS-aided system consumes less power

in comparison to the fully-connected active RIS-aided system

for all cases of L. Moreover, when the SINR requirement

is large (e.g., Γ = 14dB), the performance degradation

caused by fewer design DoFs becomes more significant. For

different SINR requirements, the sub-connected structure with

L = 16/32/64/128 is always more hardware and power

efficient compared to the fully-connected structure. Unlike the

sum-rate maximization problem where L = 128 is the optimal

grouping strategy as illustrated in Fig. 7, there are different

solutions under different SINR constraints, e.g., L = 32 and

L = 64 are the best choices for Γ = 8dB and Γ = 14dB cases,

respectively, which is a balance between transmit/reflection

power consumption and hardware power consumption.
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Finally, Figs. 13 and 14 illustrate the total power consump-

tion versus the number and location of users, respectively.

Obviously, the proposed sub-connected scheme can always

achieve satisfactory performance than its competitor, i.e., the

fully-connected scheme. As expected, the increase in the

number of serving users and the horizontal distance x between

the BS and users’ center will lead to the growth of the total

power consumption of the system.

VI. CONCLUSIONS

In this paper, we considered the recently emerging sub-

connected array architecture of active RIS to reduce the power

consumption and cost of active components. After providing

a reformative and accurate signal model of the sub-connected

active RIS, we investigated the joint designs of transmit

precoding and reflection beamforming for both sum-rate max-

imization problem and power minimization problem in MU-

MISO systems. Based on the FP, BCD, ADMM, MM, and

SOCP methods, we successfully developed efficient solutions

to optimize the challenging non-convex problems. Simulation

results demonstrated the effectiveness of the proposed algo-

rithms and also confirmed that the sub-connected active RIS

is superior to the traditional fully-connected structure in both

hardware cost and energy-saving perspectives.

Although we have confirmed the superiority of the novel

sub-connected active RIS, it also introduces new challenges

and difficulties, e.g., dynamic power allocation, dependency

between incident signal power and amplification factor, op-

timal grouping strategy, energy efficiency analysis, channel

estimation, hardware implementation, etc. Based on this initial

work, we will further investigate these issues in our future

studies.
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