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The standard example of an exact joint confidence set pro-
vided in elementary textbooks involves normal data. In ad-
dition textbooks provide a variety of asymptotic approx-
imate joint confidence sets for (µ, σ2) in such a setting.
What is lacking, and what is provided in this article, is a
comparative study of the size and actual performance of
these confidence sets. A mild surprise arises in the com-
parison. If the sample size is 100 or more, the asymptotic
confidence regions, in addition to being more robust to vi-
olations of distributional assumptions, actually outperform
the exact region in terms of expected area of the regions.
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1. INTRODUCTION

Suppose that X1, X2, . . . , Xn are iid N(µ, σ2), where
µ ε R and σ2 ε R+. A 100(1 − γ)% confidence set (or
region) for (µ, σ2) is a random set R(X) such that

P ((µ, σ2) ε R(X)) = 1 − γ, ∀(µ, σ2) . (1)

One of the earliest references to such multiparameter
confidence regions is Cramer (1951). Specific examples in
which exact regions are obtainable typically involve pivotal
quantities (functions of data and of unknown parameters
whose distributions are known and parameter free). The
earliest precise description of an exact confidence set for
(µ, σ2) based on normal data appears in Mood (1950, p.
227). Mood gives no reference for the result, but also gives
no indication that it was new to his textbook. Subsequently
the exact confidence region appears quite regularly in ele-
mentary statistics textbooks; prior to 1950, it does not. It is
not then unreasonable to christen it the Mood exact region.

A variety of large sample confidence sets may also be
constructed. Most are based on the approximate multivari-
ate normality of maximum likelihood estimates. A notable
exception is the likelihood ratio test confidence region (see,
for example, Meeker and Escobar 1995), which is based
on an asymptotic chi-squared distribution. The Mood re-
gions, although exact, make no pretense of being optimal
with regards to expected area. Conversely, the maximum
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likelihood based approximate regions are asymptotically of
smallest expected area (Kendall and Stuart 1979, p. 139).
For fixed relatively small sample sizes, it is not a priori
obvious which approach should be used. This article inves-
tigates this issue.

2. MOOD EXACT REGIONS

If X1, X2, . . . , Xn are iid N(µ, σ2), then there are natural
independent pivotal quantities

X̄ − µ

σ/
√

n
∼ N(0, 1), (2)

and

n∑
i=1

(Xi − X̄)2/σ2 ∼ χ2
n−1 . (3)

From standard tables we can find numbers a, b, and c
such that

P (−a <
X̄ − µ

σ/
√

n
< a) = 1 − α1, (4)

and

P (b <

∑n
i=1(Xi − X̄)2

σ2 < c) = 1 − α2 . (5)

Specifically a will be the upper α1/2 percentile of a stan-
dard normal distribution and b and c will be lower and upper
α2/2 percentiles of a χ2

n−1 distribution, respectively. [The
flexibility in choice of α1 and α2 and subsequent alloca-
tion to upper and lower tails (which amounts to sliding or
stretching the region) will be considered in Section 5.3.]
Because the two pivotal quantities are independent we may
write

(1 − α1)(1 − α2) = P

(
−a <

X̄ − µ

σ/
√

n
< a, b

<

∑n
i=1(Xi − X̄)2

σ2 < c

)

= P

(
X̄ − a

σ√
n

< µ < X̄

+a
σ√
n

,
Σ(Xi − X̄)2

c

< σ2 <
Σ(Xi − X̄)2

b

)
. (6)
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Thus, a 100(1 − α1)(1 − α2)% confidence set for (µ, σ2) is
the region R(X), where

R(X) =
{

(µ, σ2) : X̄ − a
σ√
n

< µ

< X̄ + a
σ√
n

,
Σ(Xi − X̄)2

c
< σ2 <

Σ(Xi − X̄)2

b

}
. (7)

Figure 1 shows the (roughly) trapezoidal shape of the Mood
exact region. This region, and all the regions of the article,
have been centered and scaled by setting x̄ = 0 and s2 = 1.
This may be done without loss of generality as the area of
each region is independent of x̄, and is a (constant) multiple
of s3 (see Section 5.3).

Note 1: The joint confidence region may be projected
onto the vertical σ2 axis to obtain a conservative 100(1 −
α1)(1 − α2)% confidence interval for σ2, or similarly onto
the horizontal axis for µ (see Nickerson [1994], where
this is done for regression coefficients, or Hochberg and
Tamhane [1987] for a general approach assuming normal-
ity and known variance for large sample estimates).

Note 2: For purposes of completeness, another exact
method (Wilks 1962, p. 383) deserves mention. Because

W =
∑n

i=1
(Xi−X̄)2

σ2 + n(X̄−µ)2

σ2 ∼ χ2
n, we have that {(µ, σ2) :

W ≤ χ2
n,1−γ} is a 100(1−γ)% confidence region for (µ, σ2).

See Figure 2, where again x̄ = 0 and s2 = 1. As pointed
out by Wilks, however, the region is unsatisfactory because
it is unbounded, and will not be considered further.

A caveat is in order regarding the use of such exact confi-
dence regions. The analysis justifying their use is highly de-
pendent on the normality assumption. If normality is doubt-
ful, or the sample size is sufficiently large to dispense with
the assumption, we might try to approximate the joint con-
fidence set by using the large sample properties of the max-
imum likelihood estimators, X̄ and S2, estimates which can
be expected to be reasonably robust to minor violations of
the normality assumption. In addition of course, as men-
tioned in the introduction, even under an assumption of
normality, there is no optimality claim advanced for Mood

Figure 1. The Mood Exact Region for γ = :10 and n = 25. Without
loss of generality, x̄= 0 and s2 = 1. Note that the vertical and horizontal
scales are not equal.

Figure 2. Wilks’ Unbounded Exact Region for γ = :10 and n = 25.
Without loss of generality, x̄= 0 and s2 = 1. Note that the vertical and
horizontal scales are not equal.

exact regions and the large sample regions may still fare
well in comparison. This article will compare the shape,
area, and performance (true confidence level) of four such
large sample approximations to the corresponding aspects
of the Mood exact region.

3. APPROXIMATE REGIONS IN GENERAL

It is well known (see, for example, Mood 1950, p. 211)
that the multivariate MLE, θ̂(n), for θ a (k × 1) vector of
parameters, is asymptotically normal in the sense that

θ̂(n)
·∼ N (k)

(
θ,

1
n

Σ(θ)
)

, (8)

where Σ−1(θ) = (σij(θ)) in which σij(θ) ≡ −E[ ∂2

∂θi∂θj

(log f(X; θ))]. In (8) and henceforth the symbol ·∼ denotes
“is approximately distributed as.” From (8) it follows that
the associated quadratic form

U = Σk
i=1Σ

k
j=1nσij(θ)(θ̂i − θi)(θ̂j − θj) (9)

has, for large n, an approximate chi-square distribution with
k degrees of freedom, i.e. U

·∼ χ2
k. Expression U in (9) is

thus an approximate pivotal quantity for θ, for large n. [The
optimality properties of such large sample regions were first
investigated by Wilks and Daly (1939) and Bartlett (1955),
and later detailed by Wilks (1962).]

Because θ̂ is a strongly consistent estimate of θ, substi-
tution of θ̂ for θ in the expression σij(θ) in (9) will still
yield a quantity that has an asymptotic chi-square distribu-
tion. The approximation is a little cruder but the resulting
approximate pivotal quantity is more easily “inverted” to
yield ellipsoidal confidence sets. This more crude approxi-
mate pivotal is then

V =
k∑

i=1

k∑
j=1

nσij(θ̂)(θ̂i − θi)(θ̂j − θj)
·∼ χ2

k . (10)

Another approximate confidence region is one based on
the likelihood ratio test statistic. If we have n observations
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Figure 3. The Large Sample Region for γ =.10 and n = 25. Without
loss of generality, x̄= 0 and s2 =1. Note that the vertical and horizontal
scales are not equal.

X1,X2, . . .,Xn with common density f(x; θ) in which θ is
k-dimensional, we may test H : θ = θo by considering the
likelihood ratio test statistic

Rn(θo) =
Ln(θo)

Ln(θ̂)
, (11)

where Ln(θ) = Πn
i=1f(Xi, θ) denotes the likelihood func-

tion and θ̂ denotes the maximum likelihood estimate of θ
based on X1, X2, . . . , Xn. It is well known (see, for exam-
ple, Kendall and Stuart 1979) that when θ = θo, the quantity
−2logRn(θo) has, for large n, an approximate χ2 distribu-
tion with k degrees of freedom. It then follows that the
quantity −2logRn(θ) is asymptotically a pivotal quantity,
and consequently an approximate 100(1 − γ)% confidence
region for θ is given by {θ : −2logRn(θ) < χ2

k,1−γ}. Meeker
and Escobar (1995) reported that such approximate confi-
dence regions perform well in a variety of contexts. As we
shall see in the following, the technique is quite effective
in the normal case that is the focus of the present article.

4. APPROXIMATE REGIONS FOR THE MEAN
AND VARIANCE OF A NORMAL DISTRIBUTION

4.1 The Basic Large Sample Region

In the case of univariate normal data there are k = 2
parameters. Let µ and σ2 denote the mean and variance
respectively. Then, as described in Section 3,(

µ̂
σ̂2

)
·∼ N (2)

[(
µ
σ2

)
,
1
n

(
σ2 0
0 2σ4

)]
, (12)

and

U =
n

σ2 (µ̂ − µ)2 +
n

2σ4 (σ̂2 − σ2)2 ·∼ χ2
2 . (13)

Or, writing this in terms of more transparent notation for
the MLEs,

µ̂ = X̄, σ̂2 = S2 =
1
n

Σ(Xi − X̄)2 , (14)

we have

U =
n

σ2 (X̄ − µ)2 +
n

2σ4 (S2 − σ2)2 ·∼ χ2
2 . (15)

Then, for large n, {(µ, σ2) : U < χ2
2,1−γ} is an approximate

100(1 − γ)% confidence set for (µ, σ2). Figure 3 shows the
ocular shape of this approximate joint confidence region.
This is the first approximate confidence set to be considered;
the following two are simple variations on it.

4.2 The Large Sample Region with Plug-in Values for
the Asymptotic Variances

The second approximate confidence region uses plug-in
values (S2 and 2S4, respectively) for the asymptotic vari-
ances, σ2 and 2σ4, obtaining

V =
n

S2 (X̄ − µ)2 +
n

2S4 (S2 − σ2)2. (16)

Then, as discussed in Section 3, since S2 a.s.−→ σ2, it follows
that V

·∼ χ2
2. Thus, for large enough n, {(µ, σ2) : V <

χ2
2,1−γ} is an approximate 100(1 − γ)% confidence set for

(µ, σ2).
The payoff for using plug-ins (i.e., using V instead of U )

is that the awkward region obtained using (15) is replaced
by a region whose boundary is the equation of an ellipse
(16) centered at (X̄, S2) with major axes parallel to the
coordinate axes (see Fig. 4).

4.3 The Large Sample Region with Plug-in Values for
the Asymptotic Variances and an F Distribution

This third approximation to the exact region is merely
a modification of the second. If plug-ins are used for the
asymptotic variances, it might be prudent to change the
asymptotic distribution from χ2

2 to 2F2,n−2 (Douglas 1993).
The intent is to balance out the loss of accuracy due to the
substitution (using plug-ins) with a corresponding increase
in the size of the region. The resulting region will always be
larger than the second approximation as kFk,v,1−γ ≥ χ2

k,1−γ

for all k and v, and for γ ≥ .50. For comparison, this con-
fidence set is the larger of the two ellipses of Figure 4.

Figure 4. The Large Sample Regions with Plug-ins for γ = .10 and
n = 25. Without loss of generality, x̄= 0 and s2 =1. The smaller ellipse
is based on the critical value χ2

2;:90 , and the larger on the critical value
2F2;23;:90 . Note that the vertical and horizontal scales are not equal.
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Figure 5. The Likelihood Ratio Test Confidence Region for γ = .10
and n =25. Without loss of generality, x̄=0 and s2 =1. Note that the
vertical and horizontal scales are not equal.

4.4 The Likelihood Ratio Test Confidence Region

For the case in which our sample is from a normal(µ, σ2)
distribution, the likelihood ratio test statistic, equation (11),
simplifies to yield

Rn(µ, σ2) = (
σ̂2

σ2 )n/2exp
[

1
2σ̂2 Σn

i=1(Xi − µ̂)2

− 1
2σ2 Σn

i=1(Xi − µ)2
]

. (17)

Because σ̂2 = S2 and µ̂ = X̄ , our asymptotic pivotal quan-
tity is expressed as

−2logRn(µ, σ2) = nlog
σ2

S2 +
nS2

σ2 +
n(X̄ − µ)2

σ2 − n .

(18)

As discussed in Section 3, −2logRn(µ, σ2) ·∼ χ2
2. It follows

that for large n, {(µ, σ2) : nlog σ2

S2 + nS2

σ2 + n(X̄−µ)2

σ2 − n <

Figure 6. All Five Confidence Regions for γ = .10 and n = 25.
Without loss of generality, x̄= 0 and s2 = 1. The horizontal reference
lines are located at Σ( xi − x̄)2 /χ2

24;:026 and Σ( xi − x̄)2 /χ2
24;:974 . Note

that the vertical and horizontal scales are not equal.

χ2
2,1−γ} is an approximate 100(1 − γ)% confidence set for

(µ, σ2). An illustration of this region is given in Figure 5.
Note: Likelihood ratio test confidence regions are asymp-

totically identical to a Bayesian credibility region (Press
1989, p. 29) obtained using a uniform prior (P (µ, σ2) ∝ 1)
for (µ, σ2).

5. COMPARISON OF THE REGIONS

The shape, confidence level, and areas of the previously
discussed five joint confidence regions are now compared.
This is done for sample sizes of 10, 25, and 100 and for
overall nominal level of confidence .90.

5.1 Shape

For a sample of size n = 25 the methods outlined pre-
viously were used to produce the five nominal 90% confi-
dence regions shown in Figure 6. Without loss of general-
ity, we have let x̄ = 0 and s2 = 1, and preliminarily have
let 1 − α1 = 1 − α2 =

√
(1 − .10). In view of the graph, a

few observations are in order. First, the large sample region
seems to coincide with the lower horizontal line because of
the approximate identity

χ2
n−1,.974

n
≈ 1 +

√
2χ2

2,.90

n

as can be verified by a table scan of the χ2 distribution. Sec-
ond, the horizontal and vertical locations of all five regions
are independently determined by the realized values of the
MLE’s X̄ and S2, respectively. Lastly, all five regions are
horizontally centered about x̄, and the large sample regions
containing plug-ins for the asymptotic variances (the two
ellipses) are vertically centered about s2. The Mood exact
region is not vertically centered about s2 due to the skew-
ness of the χ2 distribution for small degrees of freedom.

To demonstrate the effect of sample size, the five 90%
confidence regions for n = 100 are shown in Figure 7.
Again, without loss of generality, we have taken x̄ = 0
and s2 = 1, and preliminarily have let 1 − α1 = 1 − α2 =√

(1 − .10). The four large sample regions are remarkably
similar in size and shape, and closely approximate the Mood
exact region; such could be expected knowing the large
sample properties of the MLE’s. For sample sizes of 200
or more, the four approximate regions are nearly indistin-
guishable from one another, and cover all but the “corners”
of the Mood exact region.

5.2 Confidence

Although it is true that the nominal confidence level for
each of the four approximate regions was set at .90, the
actual confidence level obtained in using them is of more
interest. Naturally, as the sample size becomes “large,” the
large sample approximations will become, for all practi-
cal purposes, exact. However, for small to moderate sam-
ple sizes, the actual and nominal confidence levels of the
asymptotic regions may differ substantially.

We construct each of the four approximate regions for
samples of size 10, 25, and 100 from simulated normal
data. For reference purposes, the Mood exact region is also
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Figure 7. All Five Confidence Regions for γ = .10 and n = 100.
Without loss of generality, x̄=0 and s2 =1. Note that the vertical and
horizontal scales are not equal.

constructed. Because for simulated data the true mean and
variance are known, it can be checked if each region “cov-
ers” this point. Then, the procedure may be repeated and
the observed fraction of times that each region contains the
true value may be compared to the expected (theoretical)
fraction. Although the “confidence” is on the procedure,
and not on the (fixed) parameter pair (µ, σ2), the view here
is clearly to long-run probabilities (though, see Kalbfleisch
(1985) or Fieller (1954) for a fiducial argument).

Preliminarily, we let 1 − α1 = 1 − α2 =
√

(1 − .10) and
construct the 100(1 − α1)(1 − α2)% = 90% Mood exact
region and four nominal 90% approximate regions. Each
sample of size 10, 25, or 100 consisted of double precision
pseudorandom normal deviates with mean 0 and variance 1
(generated using subroutine DRNNOR of the IMSL Statis-
tics/Library, which has a period of over 2 billion). The stan-
dard error of the fraction of successes (coverage percent-
age) in one billion Bernoulli trials is approximately .000009,
which (by taking ±2 SE’s) shows that four-decimal-place
accuracy should be obtained. Results of the simulations are
shown in Table 1.

It is indeed remarkable that the large sample region has
true confidence level very close to its nominal level for
sample sizes 25 and 100; and, even for a sample size as
low as 10, the true confidence level is within 2% of the
nominal level. Furthermore, for all three sample sizes the

Table 1. Fraction of Successes (the true parameter pair lies
in the joint confidence region) in One Billion Trials

Sample size (n)

Region type 10 25 100

Mood exact .9000 .9000 .9000
large sample (ls) .9170 .9079 .9020
ls with plug-ins (lspi) .7496 .8321 .8819
lspi and F statistic (lspif) .8040 .8521 .8870
likelihood ratio test .8760 .8911 .8978

nominal confidence level .9000 .9000 .9000

true confidence level of the large sample region actually
exceeds the nominal level.

Turning to consider the large sample plug-ins region,
we find that, despite our glib statement that plugging in
a strongly consistent estimate should not cause problems,
the true situation for sample sizes 10 and 25 is disappoint-
ing. The true confidence levels are markedly smaller than
the nominal levels; that is, the χ2 critical values used were
too small. It is clear that use of the F statistic does improve
matters, but there is still a displeasingly low true confidence
level associated with such regions.

The likelihood ratio test region is seen to be not much
worse than the large sample region, though it has a true
confidence level somewhat lower than the nominal level.

5.3 Area

For sample size n and desired joint confidence 90%, areas
of the five regions may be computed. For simplicity, let
1 − α1 = 1 − α2 =

√
(1 − γ), where γ = .10. It can be

shown that the areas are as follows:
Mood exact region:

area =
4nz.026

3


( 1

χ2
n−1,.026

)3/2

−
(

1
χ2

n−1,.974

)3/2

S3.

(19)

Large sample (ocular) region:

area =


∫ b

a

√
4χ2

2,.90u
2 − 2n(1 − u)2

nu
du


S3,

where a, b =
n ∓

√
2nχ2

2,.90

n − 2χ2
2,.90

(20)

Large sample region with plug-ins for the asymptotic vari-
ances (ellipse):

area =

√
2πχ2

2,.90

n
S3. (21)

Large sample region with plug-ins for the asymptotic vari-
ances and using an F statistic (larger ellipse):

area =
√

2π2F2,n−2,.90

n
S3. (22)

Likelihood ratio test confidence region:

area =


∫ 2

√
χ2

2,.90u

n
+ u − 1 − uln(u) du


S3, (23)

where the integral is over values for which the expression
under the radical is positive.

It is evident, and retrospectively obvious, that the areas of
the above five regions do not depend on the realized values
of X̄ (just a location parameter) and that all five areas can
be expressed as a constant multiple (which depends only on
n and the nominal confidence level) of S3.
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Table 2. Areas (area/S3) of Confidence Regions of Nominal Level .90

Sample size (n)

Region type 10 25 100

Mood exact 5.47 1.21 .2335
large sample (ls) 29.90 1.35 .2272
ls with plug-ins (lspi) 2.05 .82 .2046
lspi and F statistic (lspif) 2.77 .91 .2095
likelihood ratio test 3.24 .98 .2139

Thus, conveniently, it is sufficient to consider the ratio,
area/S3, for each of the five regions. Table 2 does so for
samples of size 10, 25, and 100.

Given the discrepancy between the true and nominal con-
fidence levels for the large sample regions detailed in Sec-
tion 5.2, a comparison of the areas in Table 2 is misleading.
The requisite comparison is of the sizes of true 90% confi-
dence regions. By experimentation, one may find the criti-
cal values for each of the large sample approximations such
that the true confidence in using them is 90%. To obtain the
desired 90% confidence using the large sample region, cor-
responding χ2

2 percentiles of 88.0, 89.2, and 89.7 for sample
sizes 10, 25, and 100 respectively, would need to be used.
For the large sample region with plug-ins, χ2

2 percentiles
of 99.8, 97.0, and 92.0, respectively, are required (or the
analogous F statistic percentiles). Last, for the likelihood
ratio test region, the χ2

2 percentiles are 92.1, 90.9, and 90.2,
respectively.

Note: It may be observed that the statistics used in con-
structing of large sample regions appearing in Equations
(15), (16), and (18) are all pivotal quantities; that is, their
distributions for a given true value of (µ, σ2) are indepen-
dent of (µ, σ2). They do not have χ2

2 distributions; their ex-
act distributions depend on the sample size, n. Percentiles
of the true distributions of pivotal quantities (15), (16), and
(18) could be obtained via simulation for a given n. In the
previous paragraph we presented results equivalent to such
a determination for n = 10, 25, and 100 and for a 90% level
of confidence.

In addition, it is possible that we have unfairly handi-
capped the Mood exact procedure by letting α1 = α2 and
by using equal tail precisions in the χ2

n−1 cutoffs b and c
(refer to (5)). The general area formula for the Mood exact
region (of which (19) is a special case) is:

area =
4nzα1/2

3


( 1

χ2
n−1,δ

) 3
2

−
(

1
χ2

n−1,α2−δ

) 3
2

S3,

(24)

where δ is the portion of α2 which is put in the lower tail
of the chi-squared distribution.

By an exhaustive search, the choices of α1, α2, and δ
to produce a Mood exact 90% confidence set of smallest
possible size may be found. Table 3 compares the small-
est area based on optimal choice of α1, α2, and δ with the
naive choice of α1 = α2 and equal tails. It is seen that a
significantly smaller area may be obtained by using optimal
values; and that the disparity between areas decreases with

Table 3. Comparison of Mood Exact Regions for γ = .10. The first entry
(row) for each sample size is the equal allocation and equal tails region;

the second is the optimal allocation and optimal tails region.

n Area/S3 α1 α2 δ

10 5.4745 .051 .051 .026
3.8302 .027 .076 .074

25 1.2146 .051 .051 .026
1.0594 .039 .064 .059

100 0.2335 .051 .051 .026
0.2258 .048 .055 .042

1000 0.0217 .051 .051 .026
0.0216 .051 .052 .031

increasing sample size (due to the asymptotic normality of
the χ2 distribution).

For the benefit of the practitioner, we also include Table
4, which lists the optimal choices of α1, α2, and δ to produce
smallest exact joint confidence sets of various confidence
levels and sample sizes. What is immediately obvious from
Tables 3 and 4 is that for n = 1,000 the optimal choices of
α1 and α2 are approximately equal, but for n ≤ 100 it is
far from optimal to choose δ = α2/2 (as is usually done).

Recall that previously we found the appropriate critical
values to yield large sample regions with true 90% confi-
dence. In addition, we have just found the optimal values to
produce Mood exact regions of the smallest possible area.
Thus, we are now in a position to fairly compare the ar-
eas of five true 90% confidence regions. Table 5 shows the
results.

The first thing to be noticed is that the large sample re-
gion for sample size 10 is inordinately large; perhaps this
is due to the inherent difficulty in estimating σ2 from small

Table 4. Allocations of α1, α2 , and δ to Produce Mood
Exact Regions of Smallest Possible Area

1 − γ n α1 α2 δ

80.0 10 .0621 .1470 .1433
80.0 25 .0847 .1260 .1133
80.0 100 .0998 .1113 .0828
80.0 1000 .1050 .1061 .0619

90.0 10 .0265 .0755 .0744
90.0 25 .0387 .0638 .0590
90.0 100 .0477 .0549 .0424
90.0 1000 .0510 .0516 .0307

95.0 10 .0117 .0388 .0384
95.0 25 .0180 .0326 .0307
95.0 100 .0231 .0275 .0219
95.0 1000 .0251 .0255 .0154

99.0 10 .0019 .0081 .0080
99.0 25 .0032 .0068 .0066
99.0 100 .0044 .0056 .0047
99.0 1000 .0049 .0051 .0032

99.9 10 .0001 .0009 .0008
99.9 25 .0002 .0008 .0007
99.9 100 .0004 .0006 .0005
99.9 1000 .0005 .0005 .0003
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Table 5. Areas of True 90% Confidence Regions

Sample size (n)

Region type 10 25 100

Smallest Mood exact 3.83 1.06 .2258
Large sample (ls) 14.14 1.28 .2245
ls with plug-ins (lspi) 5.69 1.20 .2221
lspi and F-statistic (lspif) 5.69 1.20 .2221
Likelihood ratio test 3.76 1.03 .2161

samples. Second, for samples of size 100 or more, the re-
gions are of relatively equal size. Third, the likelihood ratio
test confidence regions are uniformly of smallest expected
area, with the smallest Mood exact regions a close second
for samples of size 10 and 25. Finally, it is seen that the
(basic) large sample region is preferable to the Mood exact
region only for sample size 100.

Table 5 also does not discredit Mood’s (1950, p. 229)
prescient remark that the optimal joint confidence regions
would be analytically difficult to obtain but would be
“roughly elliptical in shape.”

In light of the excellent properties of the likelihood ra-
tio test confidence region, we include a listing of the ap-
propriate critical values to use with it for desired sample
sizes and confidence levels. Table 6 shows approximate val-
ues obtained via one million simulations of N(0, 1) random
variables. Values for other sample sizes may be obtained by
interpolation.

6. ROBUSTNESS

It is of interest to examine the performance of the afore-
mentioned confidence regions when the underlying random
variables are not normally distributed. As an alternative,
consider the t distribution with 1 (Cauchy), 5, 10, 50, 100,
and 1,000 degrees of freedom (df). To again make a fair
comparison among the regions, we have adjusted the crit-
ical values for the large sample regions, such that under
normality they will each yield 90% confidence (as does the
Mood exact region). Also, based on the results of Section
5.3, we have chosen to use the Mood exact region of small-
est possible area (with optimal allocation and optimal tail
precisions).

Table 6 shows the results of one million simulations. [It is
not necessary to show both large sample regions which use
plug-ins, as they are identical for adjusted critical values.]
A distinct pattern emerges from the maze of numbers: the
large sample region with plug-ins for the asymptotic vari-
ances is superior for all sample sizes and for all degrees
of freedom. And, as expected, the differences between the
five regions diminishes with increasing degrees of freedom.
For example, when df= 100 the actual confidences differ by
less than 2%.

Recall from Table 5 that, for n ≤ 25, the large sample
regions with plug-ins (lspi) are substantially larger than the
corresponding Mood exact or likelihood ratio test regions.
However, the superiority of the lspi regions in terms of
robustness here shows that the tradeoff may well be worth
the additional area. In conclusion, if the normality assump-

Table 6. Critical Values for Various Sample Sizes (n) to be Used
for the Likelihood Ratio Test Confidence Region in order to Yield

the Desired (true) Confidence Level

Confidence level

n 90% 95% 99%

5 5.68 7.39 11.40
10 5.08 6.62 10.21
15 4.91 6.39 9.82
20 4.83 6.28 9.65
25 4.79 6.23 9.57
30 4.76 6.19 9.50
40 4.72 6.13 9.44
50 4.69 6.10 9.40

100 4.65 6.05 9.30
200 4.63 6.02 9.27
500 4.61 6.00 9.23

1000 4.61 5.99 9.22
∞ 4.61 5.99 9.21

tion is to be doubted in favor of a t distribution alternative,
the (highly) recommended joint confidence region for all
samples of size greater than or equal to 10 is the large sam-
ple region (with plug-ins for the asymptotic variances and
appropriately adjusted critical values). And, if the normality
assumption is not quite as suspect, then the likelihood ratio
test regions are to be preferred, as they have the smallest
expected areas, and show a moderate degree of robustness
(second only to the lspi regions).

Table 7. Fraction of Successes ( ( 0,1) Lies in the joint confidence region)
for the Five Regions using Adjusted Critical Values in 1,000,000 Trials

of t Distributed Random Variables

sample size (n)

region 10 25 100

df = 1
Mood exact .1445 .0068 .0000
large sample (ls) .0844 .0036 .0000
ls with plug-ins (lspi) .9930 .0415 .0000
likelihood ratio test .1075 .0048 .0000

df = 5
Mood exact .8075 .6517 .1902
large sample (ls) .6625 .5073 .1375
ls with plug-ins (lspi) .9446 .9233 .2816
likelihood ratio test .7323 .5730 .1620

df = 10
Mood exact .8813 .8411 .6432
large sample (ls) .7973 .7436 .5491
ls with plug-ins (lspi) .9252 .9420 .7562
likelihood ratio test .8422 .7922 .5948

df = 50
Mood exact .9001 .8993 .8931
large sample (ls) .8847 .8809 .8716
ls with plug-ins (lspi) .9039 .9150 .9119
likelihood ratio test .8939 .8911 .8832

df = 100
Mood exact .9001 .9004 .8985
large sample (ls) .8927 .8914 .8880
ls with plug-ins (lspi) .9006 .9097 .9080
likelihood ratio test .8974 .8966 .8940

reference percentage .9000 .9000 .9000
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7. APPLICATIONS

Applications of the foregoing joint confidence regions
include uses in testing and estimation. Those interested in
the former may examine the two papers by Aitchison (1964,
1965) that propose “confidence-region tests” which would
use the regions in the same way that confidence intervals are
used in constructing tests of hypotheses involving a single
parameter.

Estimation uses include such common practices as con-
structing confidence intervals for functions of the two pa-
rameters µ and σ2. One novel application involves si-
multaneous confidence bands for a cdf (Cheng and Illes
1983). More traditionally, separate confidence intervals for
µ, σ2, µ + 2σ, and σ

µ (see, for example, Vangel 1996)
are constructed. However, having done so, one may not
make a joint confidence statement about all four quantities.
Whereas by first constructing a joint confidence region for
(µ, σ2), one may construct confidence intervals for µ, σ2,
µ + 2σ, and σ

µ that are simultaneously of the desired joint
confidence level.

For example, consider the 1907 cricket scores of Tun-
nicliffe as given by Elderton and Elderton (1920; origi-
nally from Wisden’s Cricketers’ Almanac). The data forms
a roughly “normal” looking histogram, and may be sum-
marized by n = 45, x̄ = 30.2, and s2 = 575.58. We con-
struct the 90% joint confidence large sample region with
plug-ins for the asymptotic variances (lspi) using a suitably
adjusted critical value (use 5.7 instead of 4.6052 = χ2

2,0.90,
so that under normality the region has exact 90% confi-
dence). By graphing the resulting region, or by using simple
grid search techniques, conservative 90% individual confi-
dence intervals for the aforementioned four quantities (i.e.,
µ, σ2, µ+2σ, and σ

µ ) are found to be (21.7,38.7), (286,865),
(61.3,91.0), and (.52,1.18), respectively. Furthermore, we
may assert with 90% confidence that the true values of
the four parametric functions simultaneously lie in each of
these four intervals.

[Received January 1996. Revised February 1997.]
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