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Abstract—In this paper, we consider a Poisson clustered out-
of-band device-to-device (D2D) network operating in Rayleigh
fading channels and propose two optimization schemes based
on the joint coverage probability to allocate the transmit power
to D2D user equipments (DUEs) in both the target cluster and
the whole network. The joint coverage probability accounts for
the spatial correlation of the interference among the DUEs.
With a differing amount of location information being available
among the DUEs in centralized and localized communication
solutions, the joint coverage probability is formulated based
on the coherent, non-coherent, and single-cluster approximated
pairwise coverage probabilities. By maximizing the joint coverage
probability formulated in this way, the robustness of the network
can be enhanced. Meanwhile, to fulfill the green aspect of
future 5G communications, the battery life of the DUEs will be
prolonged by minimizing the power consumption for a given joint
coverage probability requirement. The formulations of the two
optimization problems above are not convex but are transformed
to convex by using geometric programming. The simulation
results show that, compared with the conventional LTE open
loop and fixed power schemes, the joint coverage probability
and power consumption are respectively optimized by applying
the proposed schemes.

Index Terms—Poisson clustered, out-of-band D2D, joint cov-
erage probability, power allocation, convex optimization.

I. INTRODUCTION

AS introduced in the Release 12 by the 3rd Genera-
tion Partnership Project (3GPP), device-to-device (D2D)

communications can provide proximity based services (ProSe)
for mission-critical applications in long-term evolution (LTE)
[1]. It allows the mobile devices in proximity to communicate
directly without the intermediate transmission to an evolved
Node B (eNB) and has been explored by researchers to
support future 5G communications [2]. In out-of-band D2D
communications, D2D and cellular communications can be
established simultaneously in two different frequency bands
with potential technologies such as WiFi, ZigBee, Bluetooth
and LTE-Unlicensed [3]. Based on the difference in controlled
categories, out-of-band D2D communications can be further
divided into controlled and autonomous solutions. The former
uses cellular technologies to manage the establishment of D2D
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links in a centralized manner, while the latter allows the
terminals to control the D2D interfaces in a localized manner
to reduce overhead to the cellular network [4]. Early studies
have shown that D2D communications can improve data rate,
increase spectral efficiency, reduce power consumption, and
further offload the traffic in dense mobile communication
networks [5], [6]. Enabling D2D networks would benefit not
only mission-critical communications such as public safety
communications [7], but also commercial D2D communica-
tions for future 5G systems [8], [9].

Apart from these promising benefits, achieving reliable
connections is still challenging in D2D networks. According
to IMT-2020, the capability to support maximum connection
density of 106/km2 is to be expected in future communication
networks [10]. However, the limited number of resource blocks
(RBs) and scheduling policies in current LTE systems may
not fulfill such a requirement. In the networks where the
density is high, and energy or spectrum efficiency is of utmost
importance, the clustering of the DUEs appears to be a good
option, because it can bring lower signaling overhead, higher
spectral efficiency, and better energy efficiency compared with
legacy cellular system [11]. Meanwhile, due to the fact that
the locations of DUEs are constrained by factors such as
geographical differences, urban planning, and land availability,
the D2D communications could also inevitably be clustered
and mutually interfer in the existed networks [3], [11]–[13].
The clustered network models which proceed within such a
paradigm for D2D content distribution can be found in [14]–
[17].

To model and analyze the performance of the clustered
networks, a class of Poisson cluster processes (PCPs) has
been used. The performance analyses of a random network
are given mainly by the fact that the connection reliability for
a DUE pair could be severely affected by the interference
due to the concurrent transmitting user equipments (UEs)
on the same channel [13]. The authors of [18] analyzed the
outage probability of the modified Thomas cluster based LTE
two-tier femtocell networks, where all UEs transmit with a
fixed power. The authors of [19] studied the area spectral
efficiency of the modified Thomas clusters for the clustered
D2D networks. However, interference observed at a given
location is temporally and/or spatially correlated, ignoring
this correlation by only considering the coverage probability
of a typical link may lead to the incorrect characterization
of network performance [20]. To identify such correlation,
the joint coverage probability, namely joint complementary
cumulative distribution function (CCDF) of SINR, has been
used to study the joint statistics across space or time [21]–[23].
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These analyses are normally built on the assumption that all
UEs have either the fixed power or path loss inversion power
strategy, which does not guarantee the optimum or desired
joint coverage performance.

Power allocation is an effective approach to interference
management to reducing interference and enhancing the per-
formance of a wireless network. Traditional power control
schemes for LTE are focusing on reducing the interference
between D2D and cellular users in the inband D2D communi-
cations [24]. For example, in [25] and [26], the Poisson based
analytical modeling and optimization for spectrum underlay
D2D communications were respectively studied. A strategy
to use the harvested RF energy from interferers to perform
path loss inversion power control for D2D communications
was considered in [27]. The centralized and localized power
allocation methods for Poisson based D2D underlaid cellu-
lar networks were investigated in [28]. Regardless of these
achievements for inband D2D communications, how to al-
locate power in a clustered out-of-band D2D network for
achieving the optimum joint coverage performance is still an
open topic. For the autonomous out-of-band solution, due to
the absence of a central controller, performing power control
on a link-by-link basis in a large-scale wireless network is a
complicated task. The common transmit power level has been
used as a viable method for the out-of-band D2D networks
[13], [19], [29]–[31]. Meanwhile, to the best knowledge of
the authors, interference management techniques are lacking
for the controlled D2D out-of-band solution, and traditional
interference management such as the case in [24] was focusing
on reducing the interference between D2D and cellular users in
the inband D2D communications based on techniques such as
power allocation. Furthermore, for a guaranteed joint coverage
performance, the idea of green radio communications requires
the action to further reduce power consumption in order to
limit the subsequent impact on the environment in the form
of CO2 emissions [32].

In this paper, therefore, we propose two power allocation
frameworks for performance optimizations in the target cluster
and the whole network in the Poisson clustered out-of-band
D2D networks. The simulations have shown that the perfor-
mance of the target cluster and the whole network given by
the proposed schemes will be optimum over the fixed power
and open loop schemes.

The contributions of the paper are:

1) We propose two optimization frameworks to enhance
coverage performance in the target cluster and the whole
network. They are suitable for both commercial content
distributions and the public safety applications where
high joint coverage probability and lower power con-
sumption are desired.

2) We formulate the joint coverage probability based on the
coherent, non-coherent lower bound, and single-cluster
approximation coverage probabilities, which depends
on a differing amount of location information of the
clustered DUEs.

3) We prove a lower bound of the inter-cluster interference
from Matérn clusters based on its conditional distance

probability density function (PDF), and proved the con-
vex optimization problems.

The rest of the paper is structured as follows. Section II
begins with the system model and addresses three different
formulations for the pairwise coverage probabilities. Section
III focuses on the formulation and optimizations on the joint
coverage probability. Section IV gives the simulation results
and discussion, and Section V concludes the paper.

II. SYSTEM MODEL

We consider a stochastic model for the clustered out-of-
band D2D networks, where the gathering behavior of DUEs
is modeled by the PCPs. For a given channel resource, each
cluster is assumed to contain an average of m D2D pairs.
For each pair, there is one content requester (receiving DUE)
and one content provider (transmitting DUE). Two types of
PCPs, i.e., Matérn and modified Thomas cluster processes,
in Fig. 1 are investigated. The origins of the clusters are
distributed in the plane according to a Poisson point process
Φo with intensity λo. For an origin at xo, the Matérn clustered
DUEs are independently, identically and uniformly distributed
in the disc of radius R. For the same origin, the modified
Thomas clustered DUEs obey the isotropic Gaussian distribu-
tion N (xo, σ

2I) with standard deviation σ along each coordi-
nate axis and I is a 2× 2 identity matrix [33]. We investigate
the optimization frameworks on the DUEs, which share the
same channel resources throughout the clusters. The reuse of
channel resources within a cluster is also allowed to avoid
the enormous signaling overhead caused by accommodating
feedback from the receivers, as long as the system performance
is acceptable [34], [35]. The conditional density functions of
DUEs are given by [13]

a) Matérn:

f(u | xo, R) =
1

πR2
, for r = ‖u− xo‖ ≤ R; (1)

b) Modified Thomas:

f(u | xo, σ2) = − 1

2πσ2
exp

(
−‖u− xo‖2

2σ2

)
. (2)

Since the probability that a Gaussian random variable X ∼
N (0, σ2) lies in the interval [−3σ, 3σ] is equal to 0.997 [36],
we let σ = R/3 so that the average numbers of the Matérn
and the modified Thomas clustered DUEs within radius R
are approximately the same. Under this condition, we can
compare the performance difference between the uniformly
distributed and the normally concentrated DUEs. Without loss
of generality, we assume that the channels are static over a
block time period and independently and identically Rayleigh
distributed from one block to the next [37].

A. Received signal

For simplicity of notation, we give unique node indices
{i} to all DUEs. A node i has a transmit power Pi, and the
received signal power at node j while transmitting from node
i is [38]

Pij = Ge`(dij)FijPi, (3)
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(a) Matérn clusters, R = 12.5 m.
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(b) Modified Thomas clusters, σ ≈ 4.2 m.

Fig. 1: Illustration of clustered transmitting and receiving
DUEs. ∗: cluster origins, ◦: transmitting DUEs, �: receiving
DUEs,→: transmission link, λo = 2000 clusters/km2, m = 2,
and the connection density is 4× 103/km2.

where `(dij) = (λ/4π)2d−αij ; λ represents the carrier wave-
length; dij is the pair distance between node i and j; α is
the path loss exponent. Although this model has a singularity
as dij → 0, such a singularity has a negligible effect on the
results from a coverage perspective [39], [40]. We assume that
the gain due to coding, transmitting antenna and receiving
antenna at any receiving DUE is Ge. Fij models the power of
Rayleigh fading which obeys the exponential distribution with
unit mean [41]. Due to lack of interference management in
the existing models for out-of-band networks, we also assume
that the transmit power Pj for any DUE without applying
power schemes are fixed to be a value denoted by the common
transmit power Pd.

B. Signal to interference-plus-noise ratio

For a given realization of the cluster process, let Nc
denote the number of clusters and Ln represent the set of

indices belonging to the transmitting DUEs inside cluster
n ∈ (1, ..., Nc), the union of all simultaneously transmitting
DUE sets is denoted by LT =

⋃
n Ln. In the presence of

both intra-cluster and inter-cluster interference, the signal to
interference-plus-noise ratio (SINR) at node j while receiving
a signal from node i is given by [42]

SINRij =
Pij

N0 + Iij
, (4)

where N0 is the additive white Gaussian noise (AWGN) power
at each node. The interference at node j while receiving the
signal from node i is written as

Iij =
∑

k∈LT \{i}

Pkj , (5)

where LT \{i} denotes the set of all the simultaneously
transmitting DUEs from all of the clusters.

C. Coverage probability

In this section, we formulate three types of coverage
probabilities named coherent, non-coherent lower bound, and
single-cluster approximation coverage probabilities. The major
difference between the coherent and non-coherent coverage
probabilities1 is that the former requires all location informa-
tion of the DUEs to be reported back to a central controller
such as the base station, while the latter requires the DUEs
within the target cluster to report their location information to
either the centralized controller or a DUE member working
as the localized controller. Besides, the non-coherent cov-
erage probability also requires the statistical information on
the distribution of the interference of neighboring clusters.
This statistical information can be obtained at the centralized
controller by analyzing the received location information of
inter-cluster DUEs in the long term. It will be further sent
to the localized controller if the controller is in charge of
performing the optimization. The single-cluster approximation
considers only the intra-cluster interference, which requires the
location information of the DUEs within the same cluster to
be sent to either the centralized or the localized controller.

1) Coherent coverage probability: The coverage probabil-
ity of a link is the probability that the SINR of the link
is higher than a predetermined threshold β = 2t − 1 with
link spectrum efficiency t bit/s/Hz. Given the distances and
transmit powers from all transmitting nodes to a receiving
node j, the coherent coverage probability from nodes i to j
in a cluster is written as

pcij = P{SINRij > β} = P
{
Fij >

β(N0 + Iij)

Ge`(dij)Pi

}
= exp

(
− βN0

Ge`(dij)Pi

) ∏
k∈LT \{i}

(
1 +

β`(dkj)Pk
`(dij)Pi

)−1
,

(6)

1The use of the terms “coherent” and “non-coherent” is inspired by 1)
joint coherent and non-coherent transmission where spatial channel state
information feedback is only needed for the former; 2) coherent and non-
coherent detection where the knowledge of the phase of the carrier frequency
is needed for the former.
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where P{·} denotes the probability of an event. The analysis
above needs to have the knowledge of distances and transmit
powers from all the concurrent transmitting nodes to a receiv-
ing node which could result in heavy traffic on the network
back-haul [43].

2) Non-coherent coverage probability: In some scenarios,
where only the knowledge of the location information of the
DUEs within the target cluster is known, and the transmit
power of inter-clusters is fixed due to lack of interference
management, the statistical properties of the clusters can be
exploited to formulate a non-coherent coverage probability.
Given the distances and transmit powers from all the trans-
mitting nodes to a receiving node inside the same cluster and
the cluster statistics, the non-coherent coverage probability
between the transmitting node i and receiving node j in cluster
n is written as

pncij = exp

(
− βN0

Ge`(dij)Pi

) ∏
k∈Ln\{i}

(
1 +

β`(dkj)Pk
`(dij)Pi

)−1
× LI

(
β

Ge`(dij)Pi

)
,

(7)

where LI(s) is the Laplace transform of the inter-cluster
interference given by the probability generating functional of
the Neyman-Scott cluster process [13]. Hence, we have

LI(s) = exp

(
−2πλo

∫ ∞
0

[1− ξ(s,Ry)]Ry dRy

)
, (8)

where

ξ(s,Ry) = exp

{
−m

∫ ∞
0

g(x)

s−1 + g(x)
fRd(x | Ry) dx

}
,

(9)

and g(x) = GePd`(x). (8) is the result of the moment-
generating function of the Poisson process Φo for parent
points. (9) is the Laplace transform of the interference from
one cluster, given the distance Ry between the origin of the
interference cluster and the receiving node in cluster n. Pd
is the common transmit power of the DUEs in the network.
fRd(rd | Ry) is the conditional distance PDF of DUEs.
For Matérn and modified Thomas cluster processes, their
conditional distance PDFs are respectively given by [35], [44]

a) Matérn:

fRd(rd | Ry) =
c(rd)

πR2
, (10)

c(rd) =


2πrd, rd ≤ R−Ry
2πrd − c1(rd), R−Ry < rd and r2d ≤ R2 −R2

y

c1(rd), R2 −R2
y < r2d

0, otherwise,
(11)

where c1(rd) is defined by (12) on top of the next page.
b) Modified Thomas:

fRd(rd | Ry) =
rd
σ2

exp

(
−
r2d +R2

y

2σ2

)
I0

(
rdRy
σ2

)
, (13)

where I0(z) is the zeroth order modified Bessel function of
the first kind.

Numerically evaluating the integral form of (8) is time-
consuming and does not lead to much insight. Thus, we
propose a closed-form lower bound on the Laplace transform
of the inter-cluster interference with the following Lemma.

Lemma 1. The Laplace transforms of the inter-cluster in-
terference of both the Matérn and modified Thomas cluster
processes are lower bounded on

LI(s) ≥ exp

(
−πλom

(sGe(
λ
4π )2Pd)

2/α

sinc(2/α)

)
. (14)

Proof: For a proof of this lemma for the Matérn cluster
process based on the conditional distance PDF (10), please
see Appendix A. For a proof of this lemma for the modified
Thomas cluster process, please see [19].

As a result of Lemma 1, a lower bound of the non-coherent
coverage probability is written as

pncij ≥ exp

(
− βN0

Ge`(dij)Pi

) ∏
k∈Ln\{i}

(
1 +

β`(dkj)Pk
`(dij)Pi

)−1

× exp

−πλom(βPd/(d−αij Pi))2/α
sinc(2/α)

 .

(15)

3) Single-cluster approximation coverage probability: In
the cases where only the intra-cluster interference is taken
into consideration, the single-cluster approximation coverage
probability between the transmitting node i and receiving node
j in cluster n is given by

pscij = exp

(
− βN0

Ge`(dij)Pi

) ∏
k∈Ln\{i}

(
1 +

β`(dkj)Pk
`(dij)Pi

)−1
,

(16)

where the only difference between (6) and (16) is that Ln is
used instead of LT . The relationship between non-coherent
and single-cluster approximated is given by

pncij = pscijLI
(

β

Ge`(dij)Pi

)
. (17)

III. JOINT COVERAGE PROBABILITY AND CONVEX
OPTIMIZATION

In this section, we formulate the convex optimization prob-
lems to maximize joint coverage probability and minimize
power consumption for the target cluster and the whole
network.

A. Joint coverage probability

Let κ denote either the target cluster or all clusters in the
network for the optimization of either the target cluster or
the whole network, the joint coverage probability of κ is
determined by the coverage probability of each DUE pair
within κ, which can be formulated as

ps =
∏
i∈Lκ

piki , (18)
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c1(rd) =

2rd arcsin

√
4R2

yr
2
d−(R2

y−R2+r2d)
2

2Ryrd
, (Ry −R+ rd)(Ry +R− rd)(Ry −R− rd) ≤ 0

0, otherwise.
(12)

where ki is the index of the corresponding receiving DUE that
DUE i connects to, and piki is the coverage probability from
i to ki.

The joint coverage probability of the target can be for-
mulated based on either the coherent formulation in (6),
non-coherent lower bound in (15) or single-cluster approx-
imation in (16). Since the location information of all the
nodes must be known in (6), the joint coverage probabilities
based on the coherent formulation is only suitable for the
centralized communication networks. Meanwhile, the joint
coverage probabilities based on non-coherent lower bound
require the knowledge of the location information of the DUEs
within the target cluster and the statistical information on the
distribution of inter-cluster interference. Thus, it is suitable
for both the centralized and partially localized communication
networks. Furthermore, the joint coverage probabilities based
on single-cluster approximation require location information
of the DUEs, which is suitable for both the centralized and
localized communication networks.

Meanwhile, the joint coverage probability of the whole
network can be formulated based on the coherent formulation
and single-cluster approximation, but it is not feasible to use
the non-coherent lower bound, because clusters could have
different transmit power levels during optimizations, and the
corresponding analytic expression for the lower bound would
not exist. Like the target cluster case, the coherent formulation
can be applied to the centralized communication networks.
Meanwhile, since the coverage probabilities of the DUE pairs
in one cluster are independent of another in single-cluster
approximation, thus it can be applied to both the centralized
and localized communication networks.

B. Problem formulation and convex optimization

1) Maximizing joint coverage probability: For many ap-
plications including content distribution and mission-critical
communications, it is desirable that the joint coverage of
the target cluster or the whole network is maximized. This
is because that the D2D communications within the cluster
or the network could have the best joint performance in
operating concurrently towards a given link spectrum effi-
ciency. Meanwhile, it is even better if a similar or lower
amount of average power per DUE is consumed compared
with other power allocation schemes. To achieve such a goal,
we formulate the optimization problem to maximize the joint
coverage probability of κ.

maximize ps(Pκ) (19)
subject to PL ≤ Pi ≤ PU, i ∈ Lκ, (20)

with variables Pκ, where Pκ = {Pi} is a vector that represents
the transmit power levels for all the transmitting DUEs within
κ, and the function ps(Pn) explicitly denotes (18) as a

Algorithm 1: Maximizing joint coverage probability.

Given: Strictly feasible P̃κ, t = 0, and µ0 > 0.
Repeat:

1 Main step. Compute new P̃tκ by minimizing
Ψ(P̃tκ, µt) =

− ln ps(P̃
t
κ)− µt

(∑
i∈Lκ ln

(
P̃tκ − ln PL

))
−

µt

(∑
i∈Lκ ln

(
ln PU − P̃t

κ

))
with the specialized

line-search or trust-region method,
2 Choose P̃κ := P̃tκ, and µt+1 ∈ (0, µt),
3 Stop if convergence is achieved.
4 Increase t by 1.

function of Pn; PL and PU are respectively the lower and
upper bounds of the transmit power for DUEs which take part
in the optimization; PL is given by the minimum transmit
power2 of the DUE; PU is set as Pd, so that, when optimizing
the target cluster, the performance boost after optimization
won’t raise at the cost of other interfering clusters with the
fixed transmit power Pd. The optimization problem formulated
above is not convex. To further analyze the optimization
problem, we require the following theorem:

Theorem 1. The joint coverage probability in (19) are log-
concave in P̃κ when formulated based on the coherent formu-
lation, non-coherent lower bound and single-cluster approxi-
mation, where the ith element of P̃κ is P̃i = lnPi.

Proof: See Appendix B.
As a result of Theorem 1, the optimization problem is

transformed into

maximize ln ps(P̃κ) (21)

subject to ln PL ≤ P̃i ≤ ln PU, i ∈ Lκ, (22)

with variable P̃κ, which is a geometric programming format
[47]. The surge of computational power, algorithms, and new
coding approaches makes it possible to solve modest-size
convex optimization problems in microsecond or millisecond
scales [47], [48]. Hence, the computational complexity of
the power allocation solution given in (21) would not pose
a difficulty in practice. The preliminary algorithm based on
interior-point methods [49] is summarized in Algorithm 1,
and an interior-point solver to (21) - (22), which combines
line search and trust region steps [50], is available in Matlab
optimization toolbox.

2) Minimizing power consumption: In the green communi-
cations paradigm, reducing device transmit power consump-
tion is beneficial to save the battery life of the DUEs and

2It is a design challenge to make a transmitter with a tunable transmit power
range under certain low power level [45]. Therefore, the minimum transmit
power for a UE is given by PL instead of 0 Watt. Please see Ch. 6 of [46]
for minimum UE transmit power in LTE networks.
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Algorithm 2: Minimizing power consumption.

Given: Strictly feasible P̃κ, t = 0, and µ0 > 0.
Repeat:

1 Main step. Compute new P̃tκ by minimizing
Ψ(P̃tκ, µt) =

ln
∑
i exp(P̃i)− µt

(∑
i∈Lκ ln

(
P̃tκ − ln PL

))
−

µt

(∑
i∈Lκ ln

(
ln PU − P̃t

κ

)
+ ln p̄s − ln ps(P̃

t
κ)
)

with the specialized line-search or trust-region
method.

2 Choose P̃κ := P̃tκ, and µt+1 ∈ (0, µt),
3 Stop if convergence is achieved.
4 Increase t by 1.

the subsequent impact on the environment in the form of
CO2 emissions. If an acceptable joint coverage probability is
provided, how to minimize transmit power consumption to
achieve such a joint coverage probability has been raised. To
tackle it, we provide the following formulas to minimize the
total transmit power consumption:

minimize
∑
i

Pi (23)

subject to PL ≤ Pi ≤ PU, i ∈ Lκ, (24)
p̄s < ps(Pκ), (25)

with variables Pκ, where p̄s is a specified threshold corre-
sponding to the minimum joint coverage probability for the
DUE pairs within a cluster. Since (25) is not convex, we need
the following theorem to transform the original optimization
problem into a convex optimization problem.

Theorem 2. Let P̃i = lnPi, (23) - (25) can be transformed
into a convex optimization problem, which is given by

minimize ln
∑
i

exp(P̃i) (26)

subject to ln PL ≤ P̃i ≤ ln PU, i ∈ Lκ, (27)

ln p̄s − ln ps(P̃κ) < 0, (28)

with variable P̃κ.

Proof: See Appendix C.
The corresponding preliminary algorithm based on interior-

point methods is summarized in Algorithm 2, and (26) - (28)
can also be implemented by using Matlab interior-point solver.

IV. SIMULATION RESULTS AND DISCUSSION

In order to test the proposed algorithms against relevant
benchmarks, simulations based on LTE parameters were de-
veloped.

A. Simulation configuration

In the simulation, DUEs are randomly deployed on a plane
with area A according to Matérn and modified Thomas cluster
processes. The parameters used in the simulation are given
in Table I unless otherwise specified. The Matlab ’fmincon’

TABLE I: System parameters

Parameter Value
Layout Random clusters
Plane area A 4× 4 km2

Spectrum allocation (UL/DL) 20 MHz
Duplex mode Half duplex
Thermal noise power density -174 dBm/Hz
Matérn cluster radius R 12.5 m
Modified Thomas cluster standard variance σ R/3
Average Number of DUE pairs per cluster m 3
Maximum DUE transmit power Pmax 23 dBm
Minimum DUE transmit power Pmin -40 dBm
Coding gain 0 dB
DUE antenna gain 0 dBi
DUE noise figure 9 dB
DUE link spectrum efficiency 0.05 bit/s/Hz
Carrier frequency 2.4 GHz
Path loss exponent 2.7
Common transmit power of DUE Pd -15 dBm
Simulation iterations 5× 104

interior-point algorithm is used in the simulations. During each
iteration, one cluster closest to the plane center is selected
as the target cluster. The benchmarks in the simulations are
conventional open loop and fixed power schemes [46], [51].
The DUE transmit power for the physical uplink shared
channel (PUSCH) transmission is given by [51]

P ijPUSCH = min{Pmax, 10 log10M+P0+alij} [dBm], (29)

where M is the number of assigned RBs; P0 = {β +
PN} [dBm/RB], β is the open loop target signal to noise
ratio (SNR), PN is the noise power per RB, and lij =
−10 log10 (Ge`(dij)); a is the cell-specific path loss com-
pensation factor. We assume that all RBs are allocated to
each DUE and adopt conventional settings as the open loop
scheme with a = 1 (i.e., full path loss inversion). For the
optimization of the target cluster, we assumed that the transmit
power of all DUE transmitters in interfering clusters before the
optimization is given by Pd.

When maximizing the joint coverage probability for the
target cluster/whole network, the optimization was performed
first in the target/all cluster(s), and the corresponding averaged
transmit power was achieved for the target/all cluster(s). Then,
the fixed power scheme was performed in the target/all clus-
ter(s) using the average of previously optimized power levels
in the target/all cluster(s). Finally, the open loop is performed
in the target/all cluster(s). For the target cluster optimization,
since the transmit power of all cluster before optimization is
Pd and the optimized power within the target cluster is upper
bounded by Pd, the optimization would not increase the joint
coverage probability of the target cluster in trade of degrading
the coverage probabilities of neighboring clusters.

When minimizing power consumption for the target clus-
ter/whole network, the fixed power scheme with power level
Pd was performed first in the target/all cluster(s), and the cor-
responding joint coverage probability of the target/all cluster(s)
was achieved. Then, the optimization scheme was performed
in the target/all cluster(s) with the threshold p̄s given by the
joint coverage probability of the target/all cluster(s) from the
fixed power scheme. For the optimizations based on non-
coherent lower bound and single-cluster approximation, if
there is no feasible solution found, the transmit power of the
DUEs will be given by Pd. The simulation results are obtained
by averaging over 50000 independent Monte Carlo trials.
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Fig. 2: Joint coverage probability of the target cluster vs.
λo when using joint coverage probability maximization, open
loop and fixed power schemes.

B. Simulation results

1) Maximizing joint coverage probability of the target
cluster: Fig. 2 gives the joint coverage probabilities of the
DUEs in the target cluster after applying different power
allocation schemes. The plots of all the simulation results
on joint coverage probabilities are based on the coherent
coverage probability formulation. One can easily see that all
performance curves drop heavily as the cluster intensity λo
increases. The distribution of the DUEs within clusters has
a noticeable effect on the performance given the same m.
Among the optimizations, the performance of the optimization
based on the coherent formulation is the best. The optimization
based on the non-coherent lower bound has slightly worse
performance than the coherent formulation, while the single-
cluster approximation based optimization performs the worst.
Compared with other schemes, the open loop scheme performs
the worst. This is because it only compensates for the path
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Fig. 3: Average transmit power of the DUE in the target cluster
vs. λo when using joint coverage probability maximization,
open loop and fixed power schemes.

loss from the transmitter to the intended receiver without
considering the fading and interference. Thus, as the cluster
intensity increases, open loop would not be suitable for out-of-
band D2D networks. Meanwhile, all the optimization schemes
perform better than their fixed power counterparts which use
the averaged power of the target cluster after the optimization
over each realization. In details, when the cluster intensity
is below 10−4 cluster/m2, the proposed optimizations have
8% better joint coverage probabilities than their fixed power
counterparts. Besides, all the optimizations have the same
performance in the low intensity. This is because the inter-
cluster interference is negligible at lower densities. Hence, the
joint coverage probability based on the coherent formulation,
non-coherent lower bound and single-cluster approximation
are approximately the same. Furthermore, compared with other
proposed schemes at higher cluster intensity, the optimization
based on the single-cluster approximation performs the worst
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Fig. 4: Joint coverage probability of the target cluster vs. λo
given by benchmarking the power consumption minimization
against the fixed power scheme.

since it ignores the inter-cluster interference from neighboring
clusters.

Fig. 3 compares the average power consumption of the
typical DUE in the target cluster with different power alloca-
tion schemes. Both the Matérn cluster and modified Thomas
cluster processes have the similar trend in the average power
consumption for different cluster intensities. In the proposed
scheme, the optimizations based on the coherent formulation
and single-cluster approximation consume the least amount
of power. The average transmit power levels from the op-
timization based on the single-cluster approximation are the
same for different cluster intensities since the single-cluster
approximation only considers the DUEs within the target
cluster and m is fixed. Meanwhile, the open loop scheme
achieves the lowest power consumption at −40 dB since
it only compensates for the path loss among the DUEs.
According to (29), when the distance is too short, the minimum
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Fig. 5: Transmit power of the typical DUE in the target
cluster vs. λo given by benchmarking the power consumption
minimization against the fixed power scheme.

transmit power is given. Compared with the upper limit of the
transmit power at −15 dBm, the optimizations based on the
coherent and non-coherent lower bound formulations save the
transmit power by at most 2 dB at λo = 10−6 cluster/m2

and 0.45 dB at λo = 10−2 cluster/m2. The reason why
there is almost no power saving in the high cluster intensity
region can be explained as follows. As λo increases, the
inter-cluster interference becomes dominant, and the proposed
optimizations based on both coherent and non-coherent lower
bound formulations must boost the transmit power of the
DUEs within the target cluster to increase the SINR, which
ends up with reaching the upper bound of transmit power.

2) Minimizing power consumption of the target cluster:
Fig. 4 depicts the achieved joint coverage probabilities of the
target cluster for power minimization using the fixed power
scheme as the benchmark. In the fixed power scheme, the
transmitter power for all clusters is given by Pd. During each
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trial, the threshold p̄s is given by the joint coverage probability
from the fixed power scheme over the same realization of
the clusters. The joint coverage probabilities in the modified
Thomas cluster process is slightly better than the Matérn
cluster process. The open loop scheme is omitted in the
simulation since there are no parameters allowed to adjust so
that it could reach a predefined threshold for the joint coverage
probability. Meanwhile, it is evident that the optimization
based on the coherent formulation gives a close match to the
threshold p̄s. This can be explained by the fact that when
minimizing power consumption, the coherent formulation has
full knowledge of all the node’s locations and transmit powers.
Hence, it can guarantee that the threshold value is achieved.
The optimization based on the non-coherent lower bound
formulation performs better than p̄s when λo is less than 10−3

cluster/m2 while achieving the worse performance when λo is
greater than 10−3 cluster/m2. The optimization based on the
single-cluster approximation is far from the threshold as λo is
increasing.

Fig. 5 shows the corresponding average transmit power of
DUEs as discussed in Fig. 4. Among all optimization formula-
tions, the joint coverage probability based on the single-cluster
approximation achieves the minimum power consumption, but
the corresponding joint coverage probabilities are far away
from achieving the required p̄s. Compared with the fixed
power scheme, we see that the optimization based on the
coherent formulation saves power by at most 1 dB to 6 dB
from λo = 10−6 to λo = 10−2, while there is a maximum gap
of 2 dB between it and the non-coherent formulation at some
intensities such as λo = 10−4. The performance drop slows
down from λo = 5×10−3 cluster/m2 to λo = 10−2 cluster/m2

is due to the optimization has reach the lower bound of the
transmit power at λo = 10−2 cluster/m2. As a result of these
observations, the coherent and non-coherent formulations are
more suitable for the idea of green communications, while
giving similar performance to that of the fixed power scheme.

3) Maximizing joint coverage probability of the whole net-
work: As shown in Fig. 6(a), the joint coverage probability of
the whole network increases as A decreases, where an average
of 16 Matérn clusters are within the network3. Compared
with the full power and open loop schemes, the proposed
optimization performs the best. The fixed power schemes
have a similar joint coverage probability to their optimization
counterparts when A is below 102 m2 and around 10% smaller
when A is above 104 m2. Meanwhile, Fig. 6(b) shows that
the proposed optimizations consume around 2 dB less power
than the upper transmit power limit PU = −15 dBm when
A is above 104 m2. When A is below 104 m2, there is
still power saving, but the saving drops as A decreases.
Furthermore, the optimizations based on both the coherent

3Due to the similar trending in achieving the joint coverage probability
and average power consumption for both the Matérn cluster and modified
Thomas cluster processes, only the discussion on the Matérn cluster processes
is presented in this subsection. Meanwhile, different from previous settings
for the target cluster optimizations which changes λo under a fixed A, the
simulations for all cluster optimizations changes A for an average of 16
Matérn clusters within A. This is because as the number of clusters increases,
the optimization speed decreases heavily and it will take a very long time to
complete 5× 104 trials.
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Fig. 6: The joint coverage probability (a) and average transmit
power (b) of all clusters vs. A given by joint coverage
probability maximization, open loop and fixed power schemes.

formulation and single-cluster approximation spend the same
average transmit power and achieve the same joint coverage
probability when A is large. This is because only the intra-
cluster interference is taking effect at a large A, and both the
coherent formulation and single-cluster approximation have
captured this interference in their formulations. When A is
getting smaller, the inter-cluster interference becomes non-
negligible, and just the optimization based on the coherent
formulation could reduce the interference further at the cost
of increasing the average transmit power of the DUEs within
the network.

4) Minimizing power consumption of the whole network:
Fig. 7 gives the joint coverage probability of the whole
network and the average transmit power after power con-
sumption minimization given the fixed power scheme as the
benchmark. As shown in Fig. 7(a), the coherent optimization
achieves similar performance to the fixed power scheme when
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Fig. 7: The joint coverage probability (a) and average transmit
power (b) of all clusters vs. A given by benchmarking the
power consumption minimization against the fixed power
scheme.

the threshold p̄s during each simulation trial is obtained by
the joint coverage probability of the fixed power scheme.
Meanwhile, the optimization based on the single-cluster ap-
proximation fails to achieve the required p̄s when A is small.
That is because, the inter-cluster interference increases as A
decreases for a given average number of clusters in A, and the
single-cluster approximation does not consider the inter-cluster
interference. The average transmit power in Fig. 7(b) shows
that the optimization based on the coherent formulation saves
around 1 dB to 11 dB for the given range of A. Hence, the op-
timization based on the coherent formulation could be applied
to power saving while maintaining the same performance as
the fixed power scheme. Meanwhile, the optimization based
on the single-cluster approximation has a similar performance
to the optimization based on the coherent formulation when A
is very large. That is because, when A is very large, only the

intra-cluster interference taking effect, and both formulations
have taken the intra-cluster interference into account.

V. CONCLUSION

In this paper, we optimized the performance of an out-of-
band D2D network characterized by joint coverage probability
maximization and power minimization. The joint coverage
probabilities formulated based on the coherent, non-coherent
lower bound and single-cluster approximation coverage proba-
bilities make the optimizations feasible to both centralized and
localized communication networks. Compared with conven-
tional open loop and fixed power allocation schemes, the joint
coverage probability of the target cluster is maximized with
even smaller power consumption. The power minimization
enables DUEs to have optimal total power consumption while
maintains the same performance compared with the fixed
power scheme. These optimization frameworks will facilitate
the applications of commercial and public safety and fulfill
the idea of green D2D communications in 5G communication
networks and beyond.

APPENDIX

A. PROOF OF LEMMA 1

For the Matérn cluster process,

LI (s) = exp

(
−2πλo

∫ ∞
0

[1− ξ(s,Ry)]Ry dRy

)
(a)
≥ exp

(
−2πλo

∫ ∞
0

∫ ∞
0

mg(x)

s−1 + g(x)
fRd(x | Ry) dxRy dRy

)
(b)
= exp

(
−2πλom

∫ ∞
0

g(x)

s−1 + g(x)
xdx

)
= exp

(
−πλom

(sGe(
λ
4π )2Pd)

2/α

sinc(2/α)

)
, (30)

where (a) is the result of exp(−ax) ≥ 1−ax for a ≥ 0; (b) is
because

∫∞
0
fRd(x | Ry)Ry dRy =

∫∞
0
xfRd(Ry | x) dRy =

x, which is given by Lemma 2. This concludes our proof.

Lemma 2.
∫∞
0
fRd(x | Ry)Ry dRy =

∫∞
0
xfRd(Ry |

x) dRy = x, where fRd(x | Ry) is given by (10).

Proof: For a given x ≥ 0, (10) guarantees that x
and Ry are interchangeable in terms of both equations and
domains in fRd(x | Ry)Ry . Thus,

∫∞
0
fRd(x | Ry)Ry dRy =∫∞

0
xfRd(Ry | x) dRy . Meanwhile, for a given x, fRd(Ry |

x) is a marginal probability density function. Therefore,∫∞
0
xfRd(Ry | x) dRy = x

∫∞
0
fRd(Ry | x) dRy = x. This

concludes our proof.

B. PROOF OF THEOREM 1

The coherent and single-cluster approximated coverage
probability formulations have similar mathematical structures
to the one in [52], within which the proof of Theorem 1
is given. The proof of non-coherent lower-bound coverage
probability formulation is given as follows:

For a non-coherent coverage probability between the trans-
mitting node i and receiving node j given by (17), applying
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variable transformations P̃i = lnPi and taking the natural
logrithm on both sides of the equation, we have ln pncij =

ln pscij + lnLI
(

β

Ge`(dij) exp(P̃i)

)
. ln pscij is concave in P̃κ [52]

and lnLI
(

β

Ge`(dij) exp(P̃i)

)
≥ −πλom

(βdαij exp(−P̃i)Pd)
2/α

sinc(2/α) ,

where the right side of the inequality is also concave in P̃i ∈
P̃κ, since its second order derivative with respect to P̃i equals
−A( 2

α )2 exp(− 2
α P̃i) < 0, where A = πλom

(βdαijPd)
2/α

sinc(2/α) .
Therefore, the lower bound on pncij given by (15) is log-
concave in P̃κ. The objective in (19) is also log-concave,
because the product of log-concave coverage probabilities is
still log-concave [52]. This concludes our proof.

C. PROOF OF THEOREM 2

Let P̃i = lnPi and take the natural logarithm on (23) -
(25), we have a transformed optimization problem as (26) -
(28). A function with a log-sum-exponent form given by (26)
is convex in P̃κ [47, pp. 72 and 74]. In (28), the function
ln p̄s − ln ps(P̃κ) is convex in P̃κ, because: 1) according
to Theorem 1, − ln ps(P̃κ) is convex for the coherent, non-
coherent lower bound and single-cluster approximated cov-
erage probability formulations; 2) the affine operation that
adding ln p̄s to − ln ps(P̃κ) keeps the convexity in the result
[47]. Therefore, the optimization problem given by (26) - (28)
is convex in P̃κ. This concludes our proof.
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