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Abstract—Hands-free devices are often used in a noisy and

reverberant environment. Therefore, the received microphone

signal does not only contain the desired near-end speech signal but

also interferences such as room reverberation that is caused by

the near-end source, background noise and a far-end echo signal

that results from the acoustic coupling between the loudspeaker

and the microphone. These interferences degrade the fidelity

and intelligibility of near-end speech. In the last two decades,

postfilters have been developed that can be used in conjunction

with a single microphone acoustic echo canceller to enhance the

near-end speech. In previous works, spectral enhancement tech-

niques have been used to suppress residual echo and background

noise for single microphone acoustic echo cancellers. However,

dereverberation of the near-end speech was not addressed in

this context. Recently, practically feasible spectral enhancement

techniques to suppress reverberation have emerged. In this paper,

we derive a novel spectral variance estimator for the late reverber-

ation of the near-end speech. Residual echo will be present at the

output of the acoustic echo canceller when the acoustic echo path

cannot be completely modeled by the adaptive filter. A spectral

variance estimator for the so-called late residual echo that results

from the deficient length of the adaptive filter is derived. Both

estimators are based on a statistical reverberation model. The

model parameters depend on the reverberation time of the room,

which can be obtained using the estimated acoustic echo path. A

novel postfilter is developed which suppresses late reverberation

of the near-end speech, residual echo and background noise, and

maintains a constant residual background noise level. Experi-

mental results demonstrate the beneficial use of the developed

system for reducing reverberation, residual echo, and background

noise.
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I. INTRODUCTION

C
ONVENTIONAL and mobile telephones are often used

in a noisy and reverberant environment. When such a de-

vice is used in hands-free mode the distance between the desired

speaker (commonly called near-end speaker) and the micro-

phone is usually larger than the distance encountered in handset

mode. Therefore, the received microphone signal is degraded

by the acoustic echo of the far-end speaker, room reverbera-

tion and background noise. This signal degradation may lead

to total unintelligibility of the near-end speaker. Acoustic echo

cancellation is the most important and well-known technique to

cancel the acoustic echo [1]. This technique enables one to con-

veniently use a hands-free device while maintaining high user

satisfaction in terms of low speech distortion, high speech intel-

ligibility, and acoustic echo attenuation. The acoustic echo can-

cellation problem is usually solved by using an adaptive filter

in parallel to the acoustic echo path [1]–[4]. The adaptive filter

is used to generate a signal that is a replica of the acoustic echo

signal. An estimate of the near-end speech signal is then ob-

tained by subtracting the estimated acoustic echo signal, i.e.,

the output of the adaptive filter, from the microphone signal.

Sophisticated control mechanisms have been proposed for fast

and robust adaptation of the adaptive filter coefficients in real-

istic acoustic environments [4], [5]. In practice, there is always

residual echo, i.e., echo that is not suppressed by the echo can-

cellation system. The residual echo results from 1) the deficient

length of the adaptive filter, 2) the mismatch between the true

and the estimated echo path, and 3) nonlinear signal compo-

nents.

It is widely accepted that echo cancellers alone do not pro-

vide sufficient echo attenuation [3]–[6]. Turbin et al. compared

three postfiltering techniques to reduce the residual echo and

concluded that the spectral subtraction technique, which is com-

monly used for noise suppression, was the most efficient [7].

In a reverberant environment, there can be a large amount of

so-called late residual echo due the deficient length of the adap-

tive filter. In [6], Enzner proposed a recursive estimator for the

short-term power spectral density (PSD) of the late residual echo

signal using an estimate of the reverberation time of the room.

The reverberation time was estimated directly from the esti-

mated echo path. The late residual echo was suppressed by a

spectral enhancement technique using the estimated short-term

PSD of the late residual echo signal.
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In some applications, like hands-free terminal devices, noise

reduction becomes necessary due to the relatively large distance

between the microphone and the speaker. The first attempts to

develop a combined echo and noise reduction system can be at-

tributed to Grenier et al. [8], [9] and to Yasukawa [10]. Both

employ more than one microphone. A survey of these systems

can be found in [4] and [11]. Beaugeant et al. [12] used a single

Wiener filter to simultaneously suppress the echo and noise. In

addition, psychoacoustic properties were considered in order to

improve the quality of the near-end speech signal. They con-

cluded that such an approach is only suitable if the noise power

is sufficiently low. In [13], Gustafsson et al. proposed two post-

filters for residual echo and noise reduction. The first postfilter

was based on the log spectral amplitude estimator [14] and was

extended to attenuate multiple interferences. The second post-

filter was psychoacoustically motivated.

When the hands-free device is used in a noisy reverberant

environment, the acoustic path becomes longer and the micro-

phone signal contains reflections of the near-end speech signal

as well as noise. Martin and Vary proposed a system for joint

acoustic echo cancellation, dereverberation, and noise reduction

using two microphones [15]. A similar system was developed

by Dörbecker and Ernst in [16]. In both papers, dereverberation

was performed by exploiting the coherence between the two mi-

crophones as proposed by Allen et al. in [17]. Bloom [18] found

that this dereverberation approach had no statistically signifi-

cant effect on intelligibility, even though the measured average

reverberation time and the perceived reverberation time were

considerably reduced by the processing. It should however be

noted that most hands-free devices are equipped with a single

microphone.

A single-microphone approach for dereverberation is the

application of complex cepstral filtering of the received signal

[19]. Bees et al. [20] demonstrated that this technique is not

useful to dereverberate continues reverberant speech due to

so-called segmentation errors. They proposed a novel segmen-

tation and weighting technique to improve the accuracy of

the cepstrum. Cepstral averaging then allows to identify the

acoustic impulse response (AIR). Yegnanarayana and Murthy

[21] proposed another single microphone dereverberation tech-

nique in which a time-varying weighting function was applied

to the linear prediction (LP) residual signal. The weighing

function depends on the signal-to-reverberation ratio (SRR)

of the reverberant speech signal and was calculated using the

characteristics of the reverberant speech in different SRR re-

gions. Unfortunately, these techniques are not accurate enough

in a practical situation and do not fit in the framework of the

postfilter which is commonly formulated in the frequency do-

main. Recently, practically feasible single microphone speech

dereverberation techniques have emerged. Lebart proposed a

single microphone dereverberation method based on spectral

subtraction of the spectral variance of the late reverberant

signal [22]. The late reverberant spectral variance is estimated

using a statistical model of the AIR. This method was extended

to multiple microphones by Habets [23]. Recently, Wen et

al. presented results obtained from a listening test using the

algorithm developed by Habets [24]. These results showed that

the algorithm in [23] can significantly increase the subjective

speech quality. The methods in [22] and [23] do not require an

estimate of the AIR. However, they do require an estimate of

the reverberation time of the room which might be difficult to

estimate blindly. Furthermore, both methods do not consider

any interferences and implicitly assume that the source–receiver

distance is larger than the so-called critical distance, which

is the distance at which the direct path energy is equal to the

energy of all reflections. When the source–receiver distance is

smaller than the critical distance the contribution of the direct

path results in overestimation of the late reverberant spectral

variance. Since this is the case in many hands-free applications,

the latter problems need to be addressed.

In this paper, we develop a postfilter which follows the

traditional single microphone acoustic echo canceller (AEC).

The developed postfilter jointly suppresses reverberation of

the near-end speaker, residual echo, and background noise. In

Section II, the problem is formulated. The near-end speech

signal is estimated using an optimally-modified log spectral

amplitude (OM-LSA) estimator which requires an estimate of

the spectral variance of each interference. This estimator is

briefly discussed in Section III. In addition, we discuss the esti-

mation of the a priori signal-to-interference ratio (SIR), which

is necessary for the OM-LSA estimator. The late residual echo

and the late reverberation spectral variance estimators require

an estimate of the reverberation time. A major advantage of

the hands-free scenario is that due to the existence of the echo

an estimate of the reverberation time can be obtained from

the estimated acoustic echo path. In Section IV, we derive a

spectral variance estimator for the late residual echo using the

same statistical model of the AIR that is used in the derivation

of the late reverberant spectral variance estimator. In Section V,

the estimation of the late reverberant spectral variance in pres-

ence of additional interferences and direct path is investigated.

An outline of the algorithm and discussions are presented in

Section VI. Experimental results that demonstrate the beneficial

use of the developed postfilter are presented in Section VII.

II. PROBLEM FORMULATION

An AEC with postfilter and a loudspeaker enclosure micro-

phone (LEM) system are depicted in Fig. 1.

The microphone signal is denoted by and consists of

a reverberant speech component , an acoustic echo ,

and a noise component , where denotes the discrete time

index.

The reverberant speech component results from the con-

volution of the AIR, denoted by , and the anechoic near-end

speech signal .

In this paper, we assume that the coupling between the loud-

speaker and the microphone can be described by a linear system

that can be modeled by a finite-impulse response. The acoustic

echo signal is then given by

(1)
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Fig. 1. Acoustic echo canceller with postfilter.

where denotes the th coefficient of the acoustic echo path

at time is the length of the acoustic echo path, and

denotes the far-end speech signal.

In a reverberant room, the length of the acoustic echo path is

approximately given by , where denotes the sampling

frequency in Hz, and denotes the reverberation time in sec-

onds [2]. At a sampling frequency of 8 kHz, the length of the

acoustic echo path in an office with a reverberation time of 0.5 s

would be approximately 4000 coefficients. Due to practical rea-

sons, e.g., computational complexity and required convergence

time, the length of the adaptive filter, denoted by , is smaller

than . The tail part of the acoustic echo path has a very spe-

cific structure. In Section IV, it is shown that this structure can

be exploited to estimate the spectral variance of the late residual

echo which is related to the part of the acoustic echo path that

is not modeled by the adaptive filter. As an example, we use

a standard normalized least mean square (NLMS) algorithm to

estimate part of the acoustic echo path . The update equation

for the NLMS algorithm is given by

(2)

where is the es-

timated impulse response vector, denotes the

step-size, the regularization factor, and

denotes the far-end speech

signal state-vector. It should be noted that other, more advanced,

algorithms can be used, e.g., recursive least squares (RLS) or

affine projection (AP); see, for example, [4] and the references

therein. Since is sparse, one might use the improved pro-

portionate NLMS (IPNLMS) algorithm proposed by Benesty

and Gay [25]. These advanced techniques are beyond the scope

of this paper which focuses on the postfilter.

The estimated echo signal can be calculated using

(3)

The residual echo signal can now be defined as

(4)

In general, the residual echo signal is not zero because of

the deficient length of the adaptive filter, the system mismatch

and nonlinear signal components that cannot be modeled by the

linear adaptive filter. While many residual echo suppressions

[5], [7] focus on the residual echo that results from the system

mismatch, we focus on the late residual echo that results from a

deficient length adaptive filter.

Double-talk occurs during periods when the far-end speaker

and the near-end speaker are talking simultaneously and can se-

riously affect the convergence and tracking ability of the adap-

tive filter. Double-talk detectors and optimal step-size control

methods have been presented to alleviate this problem [4], [5],

[26], [27]. These methods are out of the scope of this paper. In

this paper, we adapt the filter in those periods where only the

far-end speech signal is active. These periods have been chosen

by using an energy detector that was applied to the near-end

speech signal.

The ultimate goal is to obtain an estimate of the anechoic

speech signal . While the AEC estimates and subtracts the

far-end echo signal a postfilter is used to suppress the residual

echo and background noise. The postfilter is usually designed

to estimate the reverberant speech signal or the noisy re-

verberant speech signal . The reverberant speech

signal can be divided into two components: 1) the early

speech component , which consists of a direct sound and

early reverberation that is caused by early reflections, and 2) the

late reverberant speech component , which consists of late

reverberation that is caused by the reflections that arrive after

the early reflections, i.e., late reflections. Independent research

[24], [28], [29] has shown that the speech quality and intelligibly

are most affected by late reverberation. In addition, it has been

shown that the first reflections that arrive shortly after the direct
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path usually contribute to speech intelligibility. Therefore, we

focus on the estimation of the early speech component .

The observed microphone signal can be written as

(5)

Using (4) and (5) the error signal can be written as

(6)

Using the short-time fourier transform (STFT), we have in the

time–frequency domain

(7)

where represents the frequency bin and the time frame. In

the next section, we show how the spectral component

can be estimated.

III. GENERALIZED POSTFILTER

In this section, the postfilter is developed that is used to

jointly suppress late reverberation, residual echo, and back-

ground noise. When residual echo and noise are suppressed,

Gustafsson et al. [30] and Jeannès et al. [11] concluded that

the best result is obtained by suppressing both interferences

together after the AEC. The main advantage of this approach

is that the residual echo and noise suppression does not suffer

from the existence of a strong acoustic echo component. Fur-

thermore, the AEC does not suffer from the time-varying noise

suppression. A disadvantage is that the input signal of the

AEC has a low signal-to-noise ratio (SNR). To overcome this

problem, algorithms have been proposed where, besides the

joint suppression, a noise-reduced signal is used to adapt the

echo canceller [31].

Here, a modified version of the OM-LSA estimator [32] is

used to obtain an estimate of the spectral component .

Given two hypotheses, and , which indicate,

early speech absence and early speech presence, respectively,

we have

Let us define the spectral variance of the early speech compo-

nent, the late reverberant speech component, the residual echo

signal, and the background noise, as , and , re-

spectively. The a posteriori SIR is then defined as

(8)

and the a priori SIR is defined as

(9)

The spectral variance of the background noise

can be estimated directly from the error signal , e.g., by

using the method proposed by Martin in [33] or by using the

improved minima controlled recursive averaging (IMCRA) al-

gorithm proposed by Cohen [34]. The latter method was used

in our experimental study. The spectral variance estimators for

and are derived in Sections IV and V, respec-

tively. The a priori SIR cannot be calculated directly since the

spectral variance is unobservable. Different estimators

can be used to estimate the a priori SIR, e.g., the decision direct

estimator developed by Ephraim and Malah [35] or the recursive

causal or noncausal estimators developed by Cohen [36]. In the

sequel, the decision directed estimator is used for the estima-

tion of the a priori SIR. The decision directed-based estimator

is given by [35]

(10)

where is the instantaneous SIR

(11)

and is a lower-bound on the a priori SIR that helps to

reduce the amount of musical noise. The weighting factor

controls the tradeoff between the amount of

noise reduction and transient distortion introduced into the

signal. The weighting factor is commonly chosen close to one,

e.g., . A larger value of results in a greater reduction

of musical noise, but at the expense of attenuated speech onsets

and audible modifications of transient components. Although

(10) can be used to calculate the total a priori SIR, it does not

allow to make different tradeoffs for each interference. One can

gain more control over the estimation of the a priori SIR by

estimating it separately for each interference. More information

regarding this and combining the separate a priori SIRs can be

found in Appendix A.

When the early speech component is assumed to be

active, i.e., is assumed to be true, the log spectral am-

plitude (LSA) gain function is used. Under the assumption that

and the interference signals are mutually uncorrelated, the

LSA gain function is given by [14]

(12)

where

(13)

When the early speech component is assumed to be in-

active, i.e., is assumed to be true, a lower-bound

is applied. In many cases, the lower-bound

is used, where specifies the maximum

amount of interference reduction. To avoid speech distortions

is usually set between and dB. However, in

practice the residual echo and late reverberation needs to be
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reduced more than 12–18 dB. Due to the constant lower-bound

the residual echo will still be audible in some time–frequency

frames [32]. Therefore, should be chosen such that

the residual echo and the late reverberation is suppressed down

to residual background noise floor given by .

When is applied to those time-frequency frames

where hypothesis is assumed to be true, we obtain

(14)

The desired solution for is

(15)

The least squares solution for is obtained by mini-

mizing

Assuming that all interferences are mutually uncorrelated, we

obtain

(16)

The results of an informal listening test showed that the obtained

residual interference was more pleasant than the residual inter-

ference that was obtained using .

The OM-LSA spectral gain function, which minimizes the

mean-square error of the log-spectra, is obtained as a weighted

geometric mean of the hypothetical gains associated with the

speech presence probability denoted by [37]. Hence, the

modified OM-LSA gain function is given by

(17)

The speech presence probability was efficiently esti-

mated using the method proposed by Cohen in [37].

The spectral speech component of the early speech

component can now be estimated by applying the OM-LSA

spectral gain function to each spectral component , i.e.,

(18)

The early speech component can then be obtained using

the inverse STFT and the weighted overlap-add method [38].

IV. LATE RESIDUAL ECHO SPECTRAL VARIANCE ESTIMATION

In Fig. 2, a typical AIR and its energy decay curve (EDC) are

depicted. The EDC is obtained by backward integration of the

squared AIR [39] and is normalized with respect to the total

energy of the AIR. In Fig. 2, we can see that the tail of the

AIR exhibits an exponential decay and that the tail of the EDC

exhibits a linear decay.

Enzner [6] proposed a recursive estimator for the

short-term PSD of the late residual echo which is related

to . The recursive estimator

exploits the fact that the exponential decay rate of the AIR is

directly related to the reverberation time of the room, which can

Fig. 2. Typical acoustic impulse response and related energy decay curve. (a)
Typical acoustic impulse response. (b) Normalized energy decay curve of (a).

be estimated using the estimated echo path . Additionally, the

recursive estimator requires a second parameter that specifies

the initial power of the late residual echo.

In this section, an essentially equivalent recursive estimator

is derived, starting in the time-domain rather than directly in

the frequency-domain as in [6]. Enzner applied a direct fit to the

log-envelope of the estimated echo path to estimate the required

parameters, viz, the reverberation time and the initial power of

the late residual echo, which are both assumed to be frequency

independent. It should, however, be noted that these parame-

ters are usually frequency dependent [40]. Furthermore, in many

applications, the distance between the loudspeaker and the mi-

crophone is small, which results in a strong direct echo. The

presence of a strong direct echo results in an erroneous estimate

of both the reverberation time and the initial power (cf. [41]).

Therefore, we propose to apply a linear curve fit to part of the

EDC, which exhibits a smoother decay ramp. Details regarding

the estimation of the reverberation time and the initial

power can be found in Appendices B and C, respectively.

Using a statistical reverberation model and the estimated re-

verberation time the spectral variance of the late residual echo

can be estimated. In the sequel, we assume that . The

late residual echo can then be expressed as

(19)

where .

The spectral variance of is defined as

(20)

In the STFT domain, we can express as [42]

(21)

where denotes the number of samples between two successive

STFT frames, denotes the length of the discrete fourier
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transform (DFT), may be interpreted as the re-

sponse to an impulse in the time–frequency

domain (note that the impulse response is translation varying

in the time- and frequency-axis), and denotes the coefficient

index. Note that should be chosen such that is an in-

teger value.

Polack proposed a statistical reverberation model where the

AIR is described as one realization of a nonstationary process

[43]. The model is given by ,

where is a white Gaussian noise with zero mean, and

denotes the decay rate which is related to the reverberation time

of the room. Using this model, it can be shown that

(22)

Using statistical room acoustics, it can be shown that cor-

relation between different frequencies drops rapidly with

increasing [44]. Therefore, the correlation between the

cross-bands can be neglected, i.e.,

(23)

Using (20)–(23), we can express as

(24)

where .

Using Polack’s statistical reverberation model, the energy en-

velope of can be expressed as

(25)

where denotes the initial power of the late residual

echo in the th subband at time

, and denotes the frequency dependent

decay rate. The decay rate is related to the frequency de-

pendent reverberation time through

(26)

Using (25) and the fact that , we can

rewrite (24) as

(27)

By using and extracting the last term of the summation

in (27), we can derive a recursive expression for such

that only the spectral variance is required, i.e.,

(28)

Given an estimate of the reverberation time (see

Appendix B), an estimate of the exponential decay rate

is obtained using (26). Using the initial power (see

Appendix C), we can now estimate using

(29)

where can be calculated using

(30)

where denotes the smoothing parameter. In

general, a value ms yields good results.

V. LATE REVERBERANT SPECTRAL VARIANCE ESTIMATION

In this section, we develop an estimator for the late rever-

berant spectral variance of the near-end speech signal .

In [22], it was shown that, using Polack’s statistical room

impulse response model [43], the spectral variance of the late

reverberant signal can be estimated directly from the spectral

variance of the reverberant signal using

(31)

The parameter (in samples) controls the time instance (mea-

sured with respect to the arrival time of the direct sound) where

the late reverberation starts and is chosen such that is an

integer value. In general, is chosen between 20 and 60 ms.

While 20–35 ms yields good results when the SRR is larger than

0 dB, a value larger than 35 ms is preferred when the SRR is

smaller than 0 dB.

In [22] and [23], it was implicitly assumed that the energy of

the direct path was small compared to the reverberant energy.

However, in many practical situations, the source is close to the

microphone, and the contribution of the spectral variance that is

related to the direct path is larger than the spectral variance that

is related to all reflections. When the contribution of the direct

path is ignored, the late reverberant spectral variance will be

overestimated. Since this overestimation results in a distortion
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of the early speech component, we need to compensate for the

spectral variance that related to the direct path.

In Section V-A, it is shown how an estimate of the spectral

variance of the reverberant spectral component can be

obtained which is required to calculate (31). In Section V-B,

a method is developed to compensate for the spectral variance

contribution that is related to the direct path.

A. Reverberant Spectral Variance Estimation

The spectral variance of the reverberant spectral component

, i.e., , is estimated by minimizing

(32)

where .

As shown in [45] this leads to the following spectral gain

function:

(33)

where

(34)

and

(35)

denote the a priori and a posteriori SIRs, respectively. The a

priori SIR is estimated using the decision directed method. An

estimate of the spectral variance of the reverberant speech signal

is then obtained by

(36)

where denotes the smoothing parameter. In

general, a value ms yields good results.

B. Direct Path Compensation

The energy envelope of the AIR of the system between

and can be modeled using the exponential decay rate of

the AIR, and the energy of the direct path and the energy of all

reflections in the th subband, denoted by and ,

respectively. For the th subband we then obtain in the -trans-

form domain

(37)

where denotes the normalized energy envelope of the re-

verberant part of the AIR, which starts at , i.e.,

(38)

Note that equals . By expanding

the series in (38), we obtain

(39)

To eliminate the contribution of the energy of the direct path in

, we apply the following filter to :

(40)

We now define , which is inversely proportional to the

direct to reverberation ratio (DRR) in the th subband, as

(41)

In this paper, it is assumed that is known a priori. In

practice, could be estimated online, by minimizing

during the so-called free-decay of

the reverberation in the room. Recently, an adaptive estimation

technique was proposed in [46].

Using the normalized energy envelope , as defined in

(39), (40), and (41), we obtain

(42)

Using the difference equation related to the filter in (42), we ob-

tain an estimate of the reverberant spectral variance with com-

pensation of the direct path energy, i.e.,

(43)

To ensure the stability of the filter . Fur-

thermore, from a physical point of view it is important that

only the source can increase the reverberant energy in the room,

i.e., the contribution of to should always

be smaller than, or equal to, . Therefore, we require that

.

If , i.e., is small, mainly de-

pends on . If , we reach the

upper-bound of , i.e., , and is equal to

(44)

The late reverberant spectral variance with direct

path compensation (DPC) can now be obtained by using

, i.e.,

(45)

By substituting (44) in (45), we obtain the estimator (31) that

was proposed in [22].

VI. ALGORITHM OUTLINE AND DISCUSSION

In the previous sections, a novel postfilter that is used for the

joint suppression of residual echo, late reverberation, and back-
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ground noise was developed. This postfilter is used in conjunc-

tion with a standard AEC. The steps of a complete algorithm,

that includes the estimation of the echo path, the estimation of

the spectral variance of the interferences and the OM-LSA gain

function, are summarized in Algorithm 1.

Algorithm 1 Summary of the developed algorithm.

1) Acoustic Echo Cancellation: Update the adaptive
filter using (2) and calculate using (3).

2) Estimate Reverberation Time: Estimate as
described in Appendix B.

3) STFT: Calculate the STFT of
and .

4) Estimate Background Noise: Estimate using
[34].

5) Estimate Late Residual Echo Spectral Variance:
Calculate using (57) and using (29).

6) Estimate Late Reverberant Spectral Variance:
Calculate using (33)–(35). Estimate

using (36), and calculate using (43) and (45).
7) Postfilter:

a) Calculate the a posteriori using (8) and a priori
SIR using (51)–(54).

b) Calculate the speech presence probability
[37].

c) Calculate the gain function using
(16) and (17).

d) Calculate using (18).
8) Inverse STFT: Calculate the output by applying

the inverse STFT to .

In this paper, we used a standard NLMS algorithm to up-

date the adaptive filter. Due to the choice of ,

the length of the adaptive filter is deficient. When the far-end

signal is not spectrally white, the filter coefficients are bi-

ased [47], [48]. However, the filter coefficients, that are mostly

affected, are in the tail region. Accordingly, this problem can be

partially solved by slightly increasing the value of and calcu-

lating the output using the original coefficients of the filter.

Alternatively, one could use a, possibly adaptive, prewhitening

filter [2], or another adaptive algorithm like AP or RLS.

An estimate of the reverberation time is required for the late

residual echo spectral variance and late reverberant spectral

variance estimation. In some applications, e.g., conference

systems, this parameter may be determined using a calibra-

tion step. In this paper, we proposed a method to estimate

the reverberation time online using the estimated filter ,

assuming that the convergence of the filter is sufficient.

Instantaneous divergence of the filter coefficients, e.g., due to

false double-talk detection or echo path changes, do not signif-

icantly influence the estimated reverberation time because

it is updated slowly. In the case when the filter coefficients

cannot convergence, for example due to background noise, the

estimated reverberation time will be inaccurate. Overestimation

of the reverberation time results in an overestimation of the

spectral variance of the late residual echo and the late

reverberation . During double-talk periods, this intro-

duces some distortion of the early speech component. Informal

listening tests indicated that estimations errors % resulted

in audible distortions of the early speech component. When

only the far-end speech signal is active the overestimation of

does not introduce any problems since the suppression

is limited by the residual background noise level. Underestima-

tion of the reverberation time results in an underestimation of

the spectral variances. Although the underestimation reduces

the performance of the system in terms of late residual echo and

reverberation suppression, it does not introduce any distortion

of the early speech component.

Postfilters that are capable of handling both the residual echo

and background noise are often implemented in the STFT do-

main. In general, they require two STFT and one inverse STFT,

which is equal to the number of STFTs used in the proposed

solution. The computational complexity of the proposed solu-

tion is comparable to former solutions since the estimation of

the reverberation time and the late reverberant spectral variance

only requires a few operations. The computational complexity

of the AEC can be reduced by using an efficient implementation

of the AEC in the frequency domain (cf. [49]), rather than in the

time-domain.

VII. EXPERIMENTAL RESULTS

In this section, we present experimental results that demon-

strate the beneficial use of the developed spectral variance esti-

mators and postfilter.1 In the subsequent subsections, we eval-

uate the ability of the postfilter to suppress background noise

and nonstationary interferences, i.e., late residual echo and late

reverberation. First, the performance of the late residual echo

spectral variance estimator and its robustness with respect to

changes in the tail of the acoustic echo path is evaluated. Second,

the dereverberation performance of the near-end speech is eval-

uated in the presence of background noise. We compare the

dereverberation performance obtained with, and without, DPC

that was developed in Section V-B. Finally, we evaluate the per-

formance of the entire system when all interferences are present,

i.e., during double-talk.

The experimental setup is depicted in Fig. 3. The room

dimensions were 5 m 4 m 3 m (length width height).

The distance between the near-end speaker and the microphone

was 0.5 m, the distance between the loudspeaker and

microphone was 0.25 m. All AIRs were generated using

Allen and Berkley’s image method [50], [51]. The wall absorp-

tion coefficients were chosen such that the reverberation time

is approximately 500 ms. The microphone signal was

generated using (5). The analysis window of the STFT

was a 256-point Hamming window, i.e., , and the

overlap between two successive frames was set to 75%, i.e.,

. The remaining parameter settings are shown in

Table I. The additive noise was speech-like noise, taken

from the NOISEX-92 database [52].

A. Residual Echo Suppression

The echo cancellation performance, and more specifically the

improvement due to the postfilter, was evaluated using the echo

1The results are available for listening at the following web page: http://home.
tiscali.nl/ehabets/publications/tassp08/tassp08.html
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Fig. 3. Experimental setup.

TABLE I
PARAMETERS USED FOR THESE EXPERIMENTS

return loss enhancement (ERLE). This experiment was con-

ducted without noise, and the postfilter was configured such that

no reverberation was reduced, i.e., . The ERLE

achieved by the adaptive filter was calculated using

dB

(46)

where is the frame length and is the

frame rate. To evaluate the total echo suppression, i.e., with

postfilter, we calculated the ERLE using (46) and replaced

by the residual echo at the output of the postfilter

which is given by . Note that by subtracting

near-end speech signal from the output of the postfilter

, we avoid the bias in the ERLE that is caused by .

The final normalized misalignment of the adaptive filter was

24 dB (SNR dB). It should be noted that the developed

postfilter only suppresses the residual echo that results from

the deficient length of the adaptive filter. Hence, the residual

echo that results from the system mismatch of the adaptive

filter cannot be compensated by the developed postfilter. The

microphone signal , the error signal , and the ERLE

with and without postfilter are shown in Fig. 4. We can see

that the ERLE is significantly increased when the postfilter is

used. A significant reduction of the residual echo was observed

when subjectively comparing the error signal and the processed

signal. A small amount of residual echo was still audible in

the processed signal. However, in the presence of background

noise (as discussed in Section VII-C), the residual echo in the

processed signal is masked by the residual noise.

We evaluate the robustness of the developed late residual echo

suppressor with respect to changes in the tail of the acoustic

echo path when the far-end speech signal was active. Let us as-

sume that the AEC is working perfectly at all times, i.e., the

. We compared three systems: 1) the perfect

AEC, 2) the perfect AEC followed by an adaptive filter of length

1024 which compensate for the late residual echo, and 3) the

perfect AEC followed by the developed postfilter. It should be

noted that the total length of the filter that is used to cancel the

echo in system 2 is still shorter than the acoustic echo path. The

output of system 2 is denoted by . At 4 s, the acoustic

echo path was changed by changing the position of the loud-

speaker in the - plane. Here, the loudspeaker position was

rotated by 30 , the microphone position was the center of the

rotation. The time at which the position changes is marked with

a dash-dotted line. The microphone signal , the error signal

of the standard AEC, the signal and , and the

ERLEs are shown in Fig. 5. From the results, we can see that

the ERLEs of and are improved compared to the

ERLE of . When listening to the output signals, an increase

in late residual echo was noticed when using the adaptive filter

(system 2), no increase was noticed when using the developed

late residual echo estimator and the postfilter (system 3). Since

the late residual echo estimator is mainly based on the expo-

nential decaying envelope of the AIR, which does not change

over time, the postfilter does not require any convergence time

and it does not suffer from the change in the tail of the acoustic

echo path. Furthermore, during double-talk, the adaptive filter

might not be able to converge due to the low echo to near-end

speech-plus-noise ratio of the microphone signal . In the

latter case, the developed late residual echo suppressor would

still be able to obtain an accurate estimate of the late residual

echo.

B. Dereverberation

The dereverberation performance was evaluated using the

segmental SIR and the log spectral distance LSD. The param-

eter was obtained from the AIR of the system relating

and . An estimate of the reverberation time

was obtained using the procedure described in Appendix B.

After convergence of the adaptive filter was 493 ms. The

parameter was set to .

The instantaneous SIR of the th frame is defined as

dB

(47)

where . The segmental SIR is defined as the average

instantaneous SIR over the set of frames where the near-end

speech is active.
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Fig. 4. Echo suppression performance. (a) Microphone signal ����. (b) Error signal ���� and the estimated signal �� ���. (c) Echo return loss enhancement of
���� and �� ���.

The LSD between and the dereverberated signal is used

as a measure of distortion. The distance in the th frame is cal-

culated using

LSD dB (48)

where denotes the number of frequency bins,

and denotes a clipping op-

erator which confines the log-spectrum dynamic range to about

50 dB, i.e., . Finally, the LSD

is defined as the average distance over all frames.

The dereverberation performance was tested using different

segmental SNRs. The segmental SNR value is determined by

averaging the instantaneous SNR of those frames where the

near-end speech is active. Since the nonstationary interferences,

such as the late residual echo and reverberation, are suppressed

down to the residual background noise level the postfilter will

always include the noise suppression. To show the improve-

ment related to the dereverberation process, we evaluated the

segmental SIR and LSD measures for the unprocessed signal,

the processed signal [noise suppression (NS) only], the pro-

cessed signal without DPC [noise and reverberation suppression

(NS+RS)], and the processed signal with DPC (NS+RS+DPC).

It should be noted that the late reverberant spectral variance esti-

mator without DPC is similar to the method in [22]. The results,
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Fig. 5. Echo suppression performance with respect to echo path changes. (a) Microphone signal ����. (b) Error signals ���� and � ���, and the estimated signal
�� ���. (c) Echo return loss enhancement of ����� � ���, and �� ���.

TABLE II
SEGMENTAL SIR AND LSD FOR DIFFERENT SEGMENTAL SIGNAL-TO-NOISE RATIOS

presented in Table II, show that compared to the unprocessed

signal, the segmental SIR and LSD are improved in all cases.

It can be seen that the DPC increases the segmental SIR and

reduces the LSD, while the reverberation suppression without

DPC distorts the signal. When the background noise is sup-

pressed the late reverberation of the near-end speech becomes

more pronounced. The results of an informal listening test indi-

cated that the near-end signal that was processed without DPC

sounds unnatural as it contains rapid amplitude variations, while

the signal that was processed with DPC sounds natural.

The instantaneous SIR and LSD results obtained with a seg-

mental SNR of 25 dB together with the anechoic, reverberant

and processed signals are presented in Fig. 6. Since the SNR

is relatively high, the instantaneous SIR mainly relates to the

amount of reverberation, such that the SIR improvement is re-

lated to the reverberation suppression. The instantaneous SIR
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Fig. 6. Dereverberation performance of the system during near-end speech period (� � ��� s). (a) Reverberant and anechoic near-end speech signal.
(b) Reverberant near-end speech signal and estimated early speech component. (c) Instantaneous SIR of the unprocessed and processed (with and without direct
path compensation) near-end speech signal. (d) LSD of the unprocessed and processed (with and without direct path compensation) near-end speech signal.

and LSD are, respectively, increased and decreased, especially

in those areas where the SIR of the unprocessed signal is low.

During speech onsets, some speech distortion may occur due to

using the decision directed approach for the a priori SIR esti-

mation [36]. We can also see that the processed signal without

DPC introduces some spectral distortions, i.e., for some frames
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Fig. 7. Spectrogram and waveform of (a), (b) the reverberant near-end speech signal ����, (c), (d) the early speech component � ���, and (e), (f) the estimated
early speech component �� ��� (segmental SNR � �� dB, � � ��� s).

the LSD is higher than the LSD of the unprocessed signal, while

the processed signal with DPC does not introduce such distor-

tions. In general, these distortions occur during spectral transi-

tions in the time–frequency domain. While the distortions are

often masked by subsequent phonemes they are clearly audible

at the onset and offset of the full-band speech signal. These dis-

tortions can best be described as an abrupt increase or decrease

of the sound level.

The spectrograms and waveforms of the near-end speech

signal , the early speech component , and the es-

timated early speech component are shown in Fig. 7.

From these plots, it can be seen (for example, at 0.5 s) that the

smearing in time due to the reverberation has been reduced

significantly.

In Section V-B, we have developed a novel spectral estimator

for the late reverberant signal component . The estimator

TABLE III
SEGMENTAL SIR AND LSD, SEGMENTAL SNR � �� dB, AND

����� � ������ ��� � ����� 	�	 � �����

requires an additional parameter which is inversely depen-

dent on the DRR. In the present work, it is assumed that

is a priori known. However, in practice, needs to be esti-

mated online. In this paragraph, we evaluate the robustness with

respect to errors in by introducing an error of %. The

segmental SIR and LSD using the perturbated values of

are shown in Table III. From this experiment, we can see that
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TABLE IV
SEGMENTAL SIR AND LSD FOR DIFFERENT SEGMENTAL SIGNAL TO NOISE RATIOS DURING DOUBLE-TALK

Fig. 8. Spectrograms of (a) the microphone signal ����, (b) the early speech component � ���, (c) the reverberant near-end speech signal ����, and (d) the
estimated early speech component �� ���, during double-talk (segmental SNR � �� dB, � � ��� s).

the performance of the proposed algorithm is not very sensitive

to errors in the parameter . Furthermore, when an estimator

for is developed it is sufficient to obtain a “rough” estimate

of .

C. Joint Suppression Performance

We now evaluate the performance of the entire system during

double-talk. The performance is evaluated using the segmental

SIR and the LSD at three different segmental SNR values. To

be able to show that the suppression of each additional inter-

ference results in an improvement of the performance we also

show the intermediate results. Since all non-stationary interfer-

ences, i.e., the late residual echo and reverberation, are reduced

down to the residual background noise level, the background

noise is suppressed first. We evaluated the performance using

i) the AEC, ii) the AEC and postfilter (noise suppression), iii) the

AEC and postfilter (noise and residual echo suppression), and

iv) the AEC and postfilter (noise, residual echo, and reverbera-

tion suppression). The are presented in Table IV. These results

show a significant improvement in terms of SIR and LSD. An

improvement of the far-end echo to near-end speech ratio is ob-

served when listening to the signal after the AEC (system i).

However, reverberant sounding residual echo can clearly be no-

ticed. When the background noise is suppressed (system ii) the

residual echo and reverberation of the near-end speech becomes

more pronounced. After suppression of the late residual echo

(system iii) almost no echo is observed. When in addition the

late reverberation is suppressed (system iv) it sounds like the

near-end speaker has moved closer to the microphone. Informal

listening tests using normal hearing subjects showed a signif-

icant improvement of the speech quality when comparing the

output of system ii and system iv.

The spectrograms of the microphone signal , the early

speech component , and the estimated signal for a

segmental SNR of 25 dB and 5 dB, are shown in Figs. 8 and 9,
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Fig. 9. Spectrograms of (a) the microphone signal ����, (b) the early speech component � ���, (c) the reverberant near-end speech signal ����, and (d) the
estimated early speech component �� ���, during double-talk (segmental SNR � � dB, � � ��� s).

respectively. The spectrograms demonstrate how well the inter-

ferences are suppressed during double-talk.

VIII. CONCLUSION

We have developed a novel postfilter for an AEC which is de-

signed to efficiently reduce reverberation of the near-end speech

signal, late residual echo and background noise. Spectral vari-

ance estimators for the late residual echo and late reverberation

have been derived using a statistical model of the AIR that de-

pends on the reverberation time of the room. Because blind esti-

mation of the reverberation time is very difficult, a major advan-

tage of the hands-free scenario is that due to the existence of the

echo an estimate of the reverberation time can be obtained from

the estimated acoustic echo path. Finally, the near-end speech is

estimated based on a modified OM-LSA estimator. The modi-

fication ensures a stationary residual background noise level of

the output. Experimental results demonstrate the performance

of the developed postfilter and its robustness to small changes in

the tail of the acoustic echo path. During single- and double-talk

periods a significant amount of interference is suppressed with

little speech distortion.

The statistical model of the AIR does not take the energy

contribution of the direct path into account. Hence, a late rever-

berant spectral variance estimator, which is based on this model,

results in an overestimated spectral variance. This phenomenon

is pronounced when the source-microphone distance is smaller

than the critical distance and results in spectral distortions of the

desired speech signal. Therefore, we derived an estimator that

compensates for the contribution of the direct path energy. The

compensation requires one additional (possibly frequency de-

pendent) parameter that is related to the DRR of the AIR. We

demonstrated that the proposed estimator is not very sensitive to

estimation errors of this parameter. Future research will focus

on the blind estimation of this parameter.

When multi-microphones are available rather than a single-

microphone the spatial diversity of the signal can be used to in-

crease the suppression of reverberation and other interferences.

Extending the postfilter to the case where a microphone array is
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available, rather than a single microphone, is a topic for future

research.

APPENDIX A

A Priori SIR ESTIMATOR

Rather than using one a priori SIR it is possible to calculate

one value for each interference. By doing this, one gains control

over i) the trade-off between the interference reduction and the

distortion of the desired signal, and ii) the a priori SIR estima-

tion approach of each interference. Note that in some cases it

might be desirable to reduce one of the interferences at the cost

of larger speech distortion, while other interferences are reduced

less to avoid distortion. Gustafsson et al. also used separate a

priori SIRs in [13], [30] for two interferences, i.e., background

noise and residual echo. In this section we show how the Deci-

sion Directed approach can be used to estimate the individual

a priori SIRs, and we propose a slightly different way of com-

bining them. It should be noted that each a priori SIR could be

estimated using a different approach, e.g., the Decision Directed

a priori SIR estimator proposed by Ephraim and Malah in [35]

or the non-causal a priori SIR estimator proposed by Cohen in

[36]. In this work we have used the Decision Directed a priori

SIR estimator.

The a priori SIR in (9) can be written as

(49)

with

(50)

where .

Let us assume that there always is a certain amount of back-

ground noise. When the power of the near-end speech is very

low and the power of the late reverberant and/or residual echo is

very low, the a priori SIR and/or may be un-

reliable since and and/or are close

to zero. Due to this the a priori SIR may be unreliable.

Because the LSA gain function as well as the speech presence

probability depend on , an inaccurate estimate can

decrease the performance of the postfilter. We propose to calcu-

late using only the most important and reliable a priori

SIRs as follows:2

if dB

otherwise
(51)

and

2The time and frequency indices at the right-hand side have been omitted.

if dB

if dB

otherwise

(52)

where the threshold specifies the level difference in dB.

When the noise level is higher than the level of residual

echo and late reverberation (in dB), the total a priori SIR,

, will be equal to . Otherwise will be

calculated depending on the level difference between

and using (52): When the level of residual echo is

larger than the level of late reverberation, will depend

on both and . When the opposite is true,

will depend on both and . In any other case

will be calculated using all a priori SIRs.

To estimate we use the following expression

(53)

where

(54)

and is the lower-bound on the a priori SIR .

APPENDIX B

ESTIMATION OF THE REVERBERATION TIME

The reverberation time can be estimated directly from the

EDC of . It should be noted that the last EDC values are

not useful due to the finite length of and due to the final

misalignment of the adaptive filter coefficients. Therefore, we

use only a dynamic range of 20 dB3 to determine the slope of

the EDC. The estimated reverberation time is then updated using

an adaptive scheme.

In general, the reverberation time is frequency depen-

dent due to frequency dependent reflection coefficients of walls

and other objects and the frequency dependent absorption co-

efficient of air [40]. Instead of applying the above procedure to

, we can apply the above procedure to band-pass filtered

versions of , denoted by for ,

where denotes the sub-band index and denotes the number

of band-pass filters. We used 1-octave band filters to acquire

the reverberation time , where denotes the center

frequency of band-pass filter . The obtained values are then in-

terpolated and extrapolated to obtain an estimate of

for each frequency bin and time . A detailed description for

estimating given can be found in Alg. 2.

3It might be necessary to decrease the dynamic range when � is small or
the reverberation time is long.
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Algorithm 2 Estimation of the reverberation time
given a band-pass filtered echo path impulse

response .

1) Calculate the Energy Decay Curve of , where
denotes the sub-band index, using

2) A straight line is fitted through a selected part of the
EDC values using a least squares approach. The line
at time is described by , where

and denotes the offset and the regression
coefficient of the line, respectively. The regression
coefficient is obtained by minimizing the
following cost function:

where and
denote the start-time and

end-time of EDC values that are used, respectively. A
good choice for and is given by

respectively.
3) The reverberation time for frequency bin , where

denotes the center frequency of the band-pass filter,
can now be calculated using

where denotes the adaptation step-size.

To reduce the complexity of the estimator the reverberation

time can be estimated at regular time intervals, i.e., for

, where and denotes the estimation rate of

the reverberation time.

APPENDIX C

ESTIMATION OF THE INITIAL POWER

The initial power can be calculated using the following

expression

(55)

where and is the length of the analysis window.

Since is not available, we use the last coefficients of

and extrapolate the energy using the estimated decay. We

then obtain an estimate of by

(56)

The estimated initial power might contain some spectral zeros,

which can easily be removed by smoothing along the

frequency axis using

(57)

where is a normalized window function that

determines the frequency smoothing.

In this work we have calculated for every frame .

However, in many cases it can be assumed that the acoustic

echo path is slowly time-varying. Therefore, does not

have to be calculated for every frame . By calculating

at a lower frame rate the computational complexity of the late

residual echo estimator can be reduced.
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