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Joint Resources and Workflow Scheduling

in UAV-Enabled Wirelessly-Powered MEC

for IoT Systems
Yao Du, Kun Yang, Senior Member, IEEE, Kezhi Wang, Guopeng Zhang, Yizhe Zhao, and Dongwei Chen

Abstract—This paper considers a UAV-enabled mobile edge
computing (MEC) system, where a UAV first powers the Internet
of things device (IoTD) by utilizing Wireless Power Transfer
(WPT) technology. Then each IoTD sends the collected data to
the UAV for processing by using the energy harvested from
the UAV. In order to improve the energy efficiency of the
UAV, we propose a new time division multiple access (TDMA)
based workflow model, which allows parallel transmissions and
executions in the UAV-assisted system. We aim to minimize the
total energy consumption of the UAV by jointly optimizing the
IoTDs association, computing resources allocation, UAV hovering
time, wireless powering duration and the services sequence of
the IoTDs. The formulated problem is a mixed-integer non-
convex problem, which is very difficult to solve in general.
We transform and relax it into a convex problem and apply
flow-shop scheduling techniques to address it. Furthermore, an
alternative algorithm is developed to set the initial point closer
to the optimal solution. Simulation results show that the total
energy consumption of the UAV can be effectively reduced by
the proposed scheme compared with the conventional systems.

Index Terms—Internet of things, unmanned aerial vehicle
(UAV), mobile edge computing (MEC), wireless power transfer
(WPT), resources allocation, flow-shop scheduling.

I. INTRODUCTION

I
NTERNET of things devices (IoTDs), such as smart home,

wearable, traffic and other monitoring devices, spring up in

our daily life [1]. However, some kinds of the IoTDs (e.g., se-

curity cameras, meter collection devices, temperature sensors)
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normally have very limited or even no computation capability

due to their limited physical sizes. Therefore, it is difficult for

these devices to process its collected data and respond to the

environmental or the other changes intelligently. Moreover, in

some areas, e.g., farming, the IoTDs may be too far from the

energy source. Thus, it is difficult to charge them conveniently

and cost-effectively.

Fortunately, the mobile edge computing (MEC) and the

wireless power transfer (WPT) provide the solution to the

above problems. As for the computing part, the MEC brings

the computing resources closer to the users [2], [3]. Never-

theless, the remote IoTDs, which are for monitoring purpose,

may be too far from the wireless access point or the edge

cloud infrastructure. In these cases, it is very difficult for the

IoTDs to enjoy the benefit provided by the MEC. Moreover,

it may not be cost-effective to install the whole infrastructure

to those remote devices as well. As for the charging part, the

WPT is a promising technology to provide the cost-effective

energy supplies to the low-power Internet of Things (IoT)

wireless networks [4]. With the help of Energy Harvesting

(EH) technology, the IoTDs can harvest the wireless signal to

power themself. However, the severe propagation loss of the

radio frequency (RF) signals over long distance reduces the

performance of the practical WPT and EH systems.

With the increasing popularity of the UAV wide range appli-

cations (e.g., communication platforms, precision agriculture,

surveillance and monitoring, cargo delivery), the UAV-assisted

systems have drawn significant research interests recently [5],

[6]. Particularly, the low-altitude UAV can serve as base

stations (BSs) or relays to enhance the performance of the

communication systems. Furthermore, different from the fixed

location BSs, the UAV can exploit its mobility to fly closer

to each user. Thus, the line-of-sight (LoS) links and better

communication channels can be established [7].

By deploying the edge computing-enabled UAV to the

remote IoTDs, we can not only save the cost of the physical

infrastructure, but can also provide the computing resources

on demand [8]. Different from the previous systems [9], [10],

the proposed system uses the UAV as a flexible computing

platform. Also, compared with the conventional WPT systems,

the UAV can fly close enough to the IoTDs from one place

to another [11], which can enlarge the WPT service coverage

range and enhance the power transmission efficiency at the

same time [12].

In this paper, we consider the UAV as a moving energy

source to power the IoTDs, as illustrated in Fig.1. Further-
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Fig. 1. The proposed UAV-enabled wirelessly-powered MEC system for IoT
devices

more, the single antenna and central computing unit are

installed on the UAV. In one UAV flying cycle, as depicted

in Fig.1, the UAV flies above the IoTDs from one place to

another and then flies back to the initial location.

In the above scenario, the UAV has several kinds of multi-

user tasks (e.g., WPT, communication and computation tasks)

to complete in one flying mission. However, the conventional

working pattern of the UAV-assisted system contains only one

workflow to complete all the tasks [13], which is inefficient

compared with the multi-workflow system [14]. Motivated by

the above reasons, a new TDMA based workflow structure

for the UAV is studied in this paper. In order to minimize the

UAV energy consumption, the IoTDs association, computing

resources allocation, UAV hovering time, wireless powering

duration, the uplink data rate and the services sequence of

the IoTDs are jointly optimized based on the structure of the

proposed multi-workflow system.

To the best of the authors’ knowledge, this is the first work

that considers multi-workflow structure in this type of UAV-

assisted systems. Our contributions are as follows.

• In order to prolong UAV’s serving time and enhance the

energy efficiency, we design a TDMA based workflow

model for the UAV-assisted system. The workflow model

has multiple workflows and allows parallel operations of

different IoTDs;

• We formulate the UAV energy minimization problem

based on the proposed workflow structure. The problem

is solved by the block-coordinate descent method (BCD);

• Relying on the Lagrange dual method, we achieve the

closed-form optimal solution of the computing resources

allocation problem for all IoTDs;

• By utilizing flow-shop scheduling techniques, we solve

the formulated flow-shop problem and obtain the optimal

IoTDs sequence.

The rest of this paper is organized as follows. Section II

surveys the related works on the UAV-enabled MEC and WPT

system, and also on the resources allocation and mobility

design of the UAV. The Section III introduces the proposed

system model and the UAV energy minimization problem,

whereas in Section IV and V, we investigate the problem in

single workflow and multi-workflow system, respectively. The

efficient algorithms are proposed to minimize the UAV energy

consumption. Section VI provides the simulation results. Fi-

nally, we conclude the paper in Section VII.

TABLE I
List of The Key Symbols

Parameter Definition

N The number of the IoTDs

M The number of the hovering locations

H The altitude of the UAV

(Xj , Yj , H) The j-th hovering place of the UAV

(xi, yi, 0) The position of each i-th IoTD

Di The amount of transmitted data from each i-th IoTD
to the UAV

Fi The total number of CPU cycles that the UAV costs
to process each i-th IoTD data

aij The IoTDs association

fij The computing resources allocated to each i-th IoTD
in each j-th UAV hovering place

twij The WPT time for each i-th IoTD in each j-th UAV
hovering place

hij The channel power gain of each i-th IoTD in each
j-th time slot

t
qos
i The QoS requirement of each i-th IoTD

κi The effective switched capacitance

vi The WPT power conversion efficiency at each i-th
IoTD

tuij The data uploading time for each i-th IoTD in each
j-th UAV hovering place

tcij The task computing time for each i-th IoTD in each
j-th UAV hovering place

Tj Each j-th UAV hovering time

Sj The services sequence of the IoTDs in each j-th UAV
hovering place

Sj The set of different IoTDs permutations in each j-th
UAV hovering place

Kj The number of the IoTDs served in each j-th UAV
hovering location

Kj The set of the IoTDs which select the j-th UAV
hovering place to upload their data

sw
kj

The WPT start time of the k-th service flow in each
j-th UAV hovering place

su
kj

The uploading start time of the k-th service flow in
each j-th UAV hovering place

sc
kj

The computing start time of the k-th service flow in
each j-th UAV hovering place

s
tf
kj

The transferring stage start time of the k-th service
flow in each j-th UAV hovering place

cw
kj

The WPT completion time of the k-th service flow
in each j-th UAV hovering place

cu
kj

The uploading completion time of the k-th service
flow in each j-th UAV hovering place

cc
kj

The computing completion time of the k-th service
flow in each j-th UAV hovering place

c
tf
kj

The transferring stage completion time of the k-th
service flow in each j-th UAV hovering place

ϕ The optimization weight of the battery consumption

φ The optimization weight of the solar energy con-
sumption

pi The power of each i-th IoTD antennas

PW
uav The power of the UAV WPT antennas

PH
uav The hovering power of the UAV

II. RELATED WORKS

As mentioned above, the use of UAV to improve the per-

formance of the wireless networks has attracted considerable

attention recently. To be more specific, the information collec-

tion and data fusion scenario is considered in [15], where the

RF signal is applied to UAV position estimation and collision

avoidance. The work in [16] demonstrates how UAV can be

used to promptly construct a Device-to-Device (D2D) enabled

network [17], which is agile enough to support the content

sharing and delivery in the network. Furthermore, the UAV
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can be used as a relay node to improve the communication

performance. In order to avoid heavily jamming or interfering

in vehicular ad hoc networks, the authors in [18] propose

an UAV anti-jamming relay strategy based on reinforcement

learning. In [19], the UAV detects the location information

of the IoT nodes and relay the collected information to the

cloud in order to generate the physical and logical topology

of the large-scale IoT system. The work in [20] employs Age-

of-information (AoI) as a metric to quantify the freshness

of information at the destination node. In order to minimize

the average peak AoI, the authors optimize the UAV’s flight

trajectory as well as energy and service time allocations for

packet transmissions. In [21], an efficient time-slot allocation

for enhancing the frequency resources utilization is proposed,

where the target field is divided into virtual hexagonal cells.

Moreover, the authors in [22] consider the access selection

and resources allocation in UAV assisted IoT communication

networks, where a hierarchical game framework is presented

to solve the joint optimization problem. In addition, in order

to enable reliable IoT uplink communications, the work in

[23] introduces a novel framework by jointly optimizing the

3D placement and the mobility of the UAV, device-UAV

association, and uplink power control.

Compared with cloud computing server, the edge cloud

computing server is closer to the mobile users but has less

computing resources [1], [24]. The main requirement of

such a system is having a low service delay, which would

correspond to a high Quality of Service (QoS) [25]. Therefore,

the work in [26] focuses on minimizing the service delay

by virtual machine resources management and transmission

power controlling. However, as the number of clients and

devices grows, the service must also increase its scalability in

order to guarantee a latency limitation and quality threshold.

Thus, the edge servers activation scheme for scalable MEC is

proposed in [27]. Furthermore, the UAV can play an important

role in the mobile edge computing system. The work in [8]

and [28] consider the UAV as an edge server which provides

the offloading opportunities [24] to multiple static mobile

devices. The authors in [29] apply the UAV-enabled MEC

to the location based social network. They design an accurate

location-based recommendation system where the UAV carries

out adaptive recommendation in a distributed manner so as to

reduce computing and traffic load.

In addition, the far-field WPT [30] via RF radiation is able

to operate over a much longer range compared with the near-

field WPT based on inductive coupling or magnetic resonant

coupling [12]. UAV-enabled WPT has recently emerged as

a promising solution to prolong the lifetime of low-power

sensors and IoT devices. Moreover, the energy harvesting

cooperative wireless sensor networks (WSNs) for IoT systems

are investigated in [31]. The authors propose a new type of

WSNs that integrates EH and WPT technologies to provide

the continuous and controllable energy supply. Furthermore,

if the energy receiver node is far from the energy transmitter,

the far-apart nodes can hardly harvest the energy and they

require more energy for the same throughput as near-apart

nodes due to distance-dependent signal attenuation. In order

to solve the above problem, the authors in [32] use the

UAV as a mobile energy transmitter and propose a weighted

harvest-then-transmit protocol. The work in [33] considers

the multi-user wireless power transfer and maximizes the

uplink throughput among all ground users over a finite UAV’s

flight period. Moreover, the maximization of the sum energy

received by all energy receivers is studied in [12]. The

proposed UAV trajectory solution implies that the UAV should

hover over a set of fixed locations with optimal hovering time.

However, the UAV hovering time can be further reduced in

order to minimize the UAV energy consumption. Therefore, a

new model is required for the UAV hovering design in such

networks, which is discussed in the following section.

III. SYSTEM MODEL

A. Working Pattern Model

Without loss of generality, a three-dimensional (3D) Eu-

clidean coordinate is adopted. We define O as the geometric

center of all the IoTDs. The location of each i-th IoTD is

given as (xi, yi, 0), i ∈ N = {1, 2, ... , N }. Also, we assume

that the UAV flies above the target area and hovers at M given

locations in its one working cycle, and the location of the UAV

is denoted by (Xj , Yj , H), j ∈ M = {1, 2, ... , M }. Each

j-th hovering duration lasts the time of Tj seconds, where

each IoTD selects one time interval to upload their data and

waits for the executions and instructions from the UAV. We

assume the hovering locations are chosen wisely to cover all

IoTDs, therefore each IoTD can choose at least one hovering

location to upload its collected data.

In our proposed system, each IoTD could choose only one

UAV hovering location to upload its data while in UAV’s one

hovering location, it can serve more than one IoTD. We define

aij as the IoTDs association, where aij = 1 means the i-th
IoTD chooses the j-th UAV hovering location to upload data,

otherwise, aij = 0. Thus, one can have

M
∑

j=1

aij = 1, ∀i ∈ N , ∀j ∈ M (1)

Also, one can have

aij = {0,1}, ∀i ∈ N , ∀j ∈ M (2)

Fig. 2. Three stages of one service flow

Furthermore, as illustrated in Fig. 2, the structure of one

service flow consists of three stages, namely the UAV wireless

powering stage during which the UAV transfers energy, the

IoTD data uploading stage during which the IoTD transmits

the collected data and the UAV task computing stage during

which the UAV computes the collected data. The three stages

last the time of twij , tuij and tcij , respectively.
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To be more specific, the working pattern of the UAV-

enabled MEC system is described as follows:

• Service Initialization: The UAV flies to the specific

location and hovering, then it sends signal to a IoTD

to switch its working mode to the EH mode in order to

harvest the RF energy, then the IoTD will be ready to be

charged by the UAV;

• Wireless Powering: The UAV transfers energy to the

IoTD via WPT technology. Note that the other remote

IoTDs are in their data collecting mode, in which the

IoTD cannot be charged by the UAV. Moreover, the

remote IoTDs are too far from the UAV to harvest

wireless energy;

• Mobile Edge Computing: The IoTD uploads its collected

data to the UAV. The UAV may apply the trained machine

learning model to process the transmitted data and then

return the instructions to the IoTDs. According to the

computations in UAV, the instructions to the IoTDs may

include adjustment of their data collection frequencies or

the working patterns.

B. The TDMA Based Workflow Model

In the proposed UAV-enabled MEC system, we consider

the returned instructions only cost a small amount of data and

therefore can be ignored from our model. In the conventional

MEC system, the access point, i.e., the UAV, usually has only

one workflow. Therefore, each device should wait until the

former device completes its last operation, which results in

long services makespan, i.e., the UAV hovering time. Thus,

the considerable energy loss happens. Different from the

previous UAV-enabled MEC system [13], the TDMA based

workflow allows parallel transmissions and executions for

different devices, as depicted in Fig. 3. Thus, the hovering

time of the UAV is minimized and the QoS of each IoTD is

guaranteed at the same time.

Moreover, in each j-th UAV hovering location, we define

Tj as each j-th UAV hovering time. Let Sj denote the services

sequence of the IoTDs, which select the j-th UAV hovering

location to upload their collected data.

Furthermore, in Fig. 3 (a), we illustrate an example of many

random service flows without optimization, which means the

services flow in Fig. 3 (a) is poorly ordered. In this case, the

UAV will follow the poorly ordered workflows to serve the

IoTDs. Thus, there is some gap time between the first data

uploading time and first task computing time in Fig. 3 (a).

Despite all of these, one can notice that the proposed multi-

workflow structure can still save more hovering time compared

with the single workflow structure.

For brevity and easily understanding, in Fig. 3 (b), we

illustrate the optimized service flows of four IoTDs. Note

that once we get the optimal duration of each stage, the

optimal IoTDs’ services sequence S∗

j can be obtained by our

optimization. The detailed optimization will be introduced

in Section V. Next, we give the mathematical model of the

proposed TDMA based workflow structure and we optimize

the workflows in order to obtain the optimal hovering time

T ∗

j .

In addition, the structure of the proposed workflow can be

modeled as the standard three-stage flow-shop model [14].

Note that the flow-shop model is applied in each j-th hovering

place of one UAV.

For simplicity, we define Kj as the number of the IoTDs

served in each j-th UAV hovering location and Kj is the

IoTDs set in which the IoTDs select the j-th UAV hovering

place to upload their data. We define “!” as the factorial

operation. Then Sj denotes the set of the Kj ! (the factorial of

Kj) different permutations in Kj .

We introduce an example as follows for easily understand-

ing: assume there are three devices (i.e., IoTD-1, IoTD-2 and

IoTD-3) in the first UAV hovering place. Then S1 is the set of

3! different permutations, which is {123, 132, 213, 231, 312,

321}. Thus, one can have

Sj ∈ Sj , ∀j ∈ M (3)

Different from the index i of IoTDs, we define k as

the index of the workflow sequences in one UAV hovering

place. In each j-th UAV hovering place, as depicted in Fig.

3, let skj = [swkj , s
u
kj , s

c
kj ] denote the starting time vector

of each operation (i.e., wireless powering, data transmission

and processing, respectively) in the k-th service flow. Let

tkj = [twkj , t
c
kj , t

u
kj ] denote the duration vector of three service

stages in k-th workflow. Let ckj = [cwkj , c
u
kj , c

c
kj ] denote the

completion time vector of the operation corresponding to skj ,

where k ∈ Kj . Note that each of the three stages cannot be

interrupted, thus

skj + tkj = ckj , k ∈ Kj , ∀j ∈ M (4)

In the proposed system model, the wireless powering, the

data transmission and the task execution of each k-th service

flow are operated sequentially. As illustrated in Fig. 3, the

data uploading stage is after the wireless powering stage and

the task computing stage is after the data uploading stage,

therefore










swkj ≥ 0

sukj ≥ cwkj
sckj ≥ cukj

, k ∈ Kj , ∀j ∈ M (5)

Moreover, there are at most one IoTD being served at one

time in each workflow, which means the k-th stage is after

the (k-1)-th stage. Thus










swkj ≥ cwk−1,j

sukj ≥ cuk−1,j

sckj ≥ cck−1,j

, k ∈ Kj , ∀j ∈ M (6)

Notice that the WPT power of the UAV antenna is usually

far greater than the communication transmit power of the

IoTD antenna [34], [35]. If the IoTD transmits its data and

the UAV transfers wireless energy at the same time, the

communication signal will be drowned out by the WPT signal.

Therefore, the k-th WPT operation should be performed after

the (k-1)-th uploading operation. One can have

swkj ≥ cuk−1,j , k ∈ Kj , ∀j ∈ M (7)
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Fig. 3. The proposed TDMA based workflow

C. Task Model

We define Di as the amount of the transmitted data from

each i-th IoTD to the UAV and Fi is the total number of

the CPU cycles that the UAV applies to process the data.

Thus, one can express the task from each i-th IoTD as

(Di, Fi, t
qos
i ), ∀i ∈ N , where the Fi can be obtained by

using the approaches provided in [36].

We define B as the channel bandwidth and pi as

the transmitting power of each i-th IoTD, σ2 as the

noise power at the receiver of each IoTD and dij =
√

(Xj − xi)2 + (Yj − yi)2 +H2 as the distance between

each i-th IoTD and the UAV in j-th hovering place. Then the

channel power gain [8] of the i-th IoTD in the j-th hovering

place is

hij =
h0

d2ij
(8)

where the h0 represents the received power at the reference

distance d0 = 1 m. In each j-th hovering place, the achievable

uplink data rate rij for each i-th IoTD in the j-th hovering

location is given by

rij = aijB log2

(

1 +
pihij

σ2

)

, ∀i ∈ N , ∀j ∈ M (9)

The time used to send the data from each i-th IoTD to the

UAV in its j-th hovering place is

tuij =
Di

rij
, ∀i ∈ N , ∀j ∈ M (10)

We define fij as the actual computing resources allocated

by the UAV. In each j-th hovering place, the required time

for data processing at the UAV is

tcij =
Fi

fij
, ∀i ∈ N , ∀j ∈ M (11)

In the proposed system, the UAV processes the IoTDs

collected data one by one. Thus, one can have

0 ≤ fij ≤ fmax, ∀i ∈ N , ∀j ∈ M (12)

where fmax is the maximal UAV computation resource.

Also, the UAV is required to provide sufficient computing

resources for each IoTD

M
∑

j=1

aijfijt
c
ij ≥ Fi, ∀i ∈ N , ∀j ∈ M (13)

We assume all the wireless powering, data uploading and

processing for each IoTD have to be completed in tqosi , then

one can have

aij(c
c
ij − swij) ≤ tqosi , ∀i ∈ N , ∀j ∈ M (14)

D. UAV Energy Consumption Model

The energy consumption model of the UAV consists of three

parts, i.e., the computing energy, the wireless powering energy

and the hovering energy. We assume the computing operation

and the WPT operation are powered by the UAV battery

and the UAV rotor wings are powered by solar panels [37].

Therefore, the two types of energy consumption are optimized
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with different weight in the formulated problem of the next

Section III.

We define the computing energy consumption of the UAV

for each task as κi(fij)
γitcij , where κi ≥ 0 is the effective

switched capacitance and γi is the positive constant. To

match the realistic measurements, we set κi = 10−26 and γi
= 3 [38] here.

The WPT power conversion efficiency at each i-th IoTD is

defined as vi. At each j-th UAV hovering location, the total

energy harvested by each i-th IoTD can be written as EW
ij ,

which should be more than the uploading energy each IoTD

consumes. Thus, one can have

EW
ij = vihijP

W
uavt

w
ij ≥ pit

u
ij , ∀i ∈ N , ∀j ∈ M (15)

We define PH
uav as the fixed UAV hovering power consump-

tion, PW
uav as the fixed power of the UAV WPT antennas, ϕ

and φ as the optimization weights. The hovering energy of the

UAV in each j-th hovering location is written as EH
j . Thus,

the total energy consumption (denoted by E) of the UAV can

be given as

E = ϕ(EC + EW ) + φEH (16a)

= ϕ

N
∑

i=1

M
∑

j=1

aijκi(fij)
γitcij +ϕ

N
∑

i=1

M
∑

j=1

aijE
W
ij

+ φ

M
∑

j=1

EH
j (16b)

= ϕ

N
∑

i=1

M
∑

j=1

κiFiaij(fij)
2
+ϕ

N
∑

i=1

M
∑

j=1

aijvihijP
W
uavt

w
ij

+ φPH
uav

M
∑

j=1

Tj (16c)

E. Problem Formulation

Assume that the locations of the IoTDs and the UAV’s

hovering places are fixed and known [39]. Let A = {aij , ∀i ∈
N , ∀j ∈ M}, F = {fij , ∀i ∈ N , ∀j ∈ M}, r = {rij , ∀i ∈
N , ∀j ∈ M}, t = {Tj , twij , tuij , tcij , ∀i ∈ N , ∀j ∈ M},

S = {Sj , skj , ckj , k ∈ Kj , ∀j ∈ M}. In the optimization

problem below, we aim to jointly optimize the IoTDs associ-

ation (i.e., A), the computing resources allocation (i.e., F ), the

uplink data rate (i.e., r), and the UAV hovering durations (i.e.,

t) including different services time, and the services sequence

of the IoTDs (i.e., S) at each UAV hovering location. Then,

the optimization problem is formulated as

P1: minimize
A, F , r, t, S

ϕ(EC + EW ) + φEH (17)

s.t. (1)-(10), (9)-(15)

The original P1 is difficult to solve due to the following

reasons. Firstly, the IoTDs association variables A are binary,

therefore constraint (1),(2),(13),(14) and (15) involve integer

constraints; Secondly, even with the fixed A, P1 is still a

non-convex problem because of the non-convex constraints

(6), (7) and (14); Thirdly, to obtain the optimal UAV hovering

time T ∗

j , one should solve the three stages flow-shop problem,

which is NP-hard [14]. Therefore, the original P1 is a mixed-

integer non-convex problem, which is difficult to be optimally

solved in general.

By observing the interrelationship between the optimization

variables, we find that the distance between the UAV and each

IoTD is directly decided by the IoTD association aij . One can

notice that the data rate rij is determined by the distance dij
according to the equations (8) and (9). Therefore the data

rate rij is determined by aij . Given any rij , the tuij can be

achieved by equation (10). Moreover, given any fij , the tcij is

determined by (11). Therefore, in order to make P1 tractable,

we can transform it equivalently as follows

minimize
A, F , τ, T , S

ϕ(EC + EW ) + φEH (18)

s.t. (1)-(7), (12)-(15)

where we redefine τ = {twij , ∀i ∈ N , ∀j ∈ M} as the

wireless powering duration and T = {Tj , ∀j ∈ M} as the

UAV hovering time.

Next, we investigate both single workflow system and

multi-workflow system optimization in Section IV and V,

respectively. The single workflow system is relatively simple

and has been widely applied in UAV-enabled systems [13].

Therefore, we give the single workflow system optimization

for the current widely applied single workflow system. Note

that the multi-workflow system is an updated version of the

single workflow UAV-enabled system. In addition, compared

with the single workflow system, the proposed multi-workflow

system is more energy efficient, thus we propose the novel

multi-workflow system optimization in order to reduce the

UAV energy consumption.

IV. UAV ENERGY CONSUMPTION MINIMIZATION IN THE

SINGLE WORKFLOW SYSTEM

In this section, we consider the UAV energy minimization in

the Single Workflow system. One can see that the UAV energy

consumption minimization problem in the single workflow

system is a special case of P1, in which the services sequence

of the IoTDs (i.e., S) is irrelevant to the hovering time (i.e.,

T ). Therefore, S is irrelevant to the UAV energy consumption

and there is no need to optimize S. Thus, we reformulate P1

as

minimize
A, F , τ, T

ϕ(EC + EW ) + φEH (19a)

s.t. aij = {0,1}, ∀i ∈ N , ∀j ∈ M (19b)

M
∑

j=1

aij = 1, ∀i ∈ N , ∀j ∈ M (19c)

0 ≤ fij ≤ fmax, ∀i ∈ N , ∀j ∈ M (19d)

vihijP
W
uavt

w
ij ≥ pit

u
ij , ∀i ∈ N , ∀j ∈ M (19e)

aij(t
w
ij + tuij + tcij) ≤ tqosi , ∀i ∈ N , ∀j ∈ M (19f)

Tj ≥
N
∑

i=1

aij(t
w
ij + tuij + tcij), ∀i ∈ N , ∀j ∈ M (19g)



7

Notice that problem (19) is a mixed-integer non-convex

problem, which is difficult to find the optimal solution. We

next transform problem (19) into a more tractable problem,

and we also develop an iterative algorithm to find the sub-

optimal solution.

Theorem 1. The optimal hovering time of the single workflow

UAV is

T ∗

j =
N
∑

i=1

aij(t
w
ij + tuij + tcij), ∀j ∈ M (20)

Proof. Please refer to Appendix A.

In the proposed system, the wireless powering energy from

the UAV is used for the IoTDs data uploading. One can see

that, constraint (19f) is the upper bound of twij and constraint

(19e) is the lower bound of twij .

Theorem 2. The optimal UAV WPT time is

twij
∗ =

pit
u
ij

vihijPW
uav

, ∀i ∈ N , ∀j ∈ M (21)

Proof. Please refer to Appendix B.

According to Theorem 1 and Theorem 2, we relax and

transform problem (19) into problem (22).

minimize
A, F

ϕ

N
∑

i=1

M
∑

j=1

κiFiaij(fij)
2
+ϕ

N
∑

i=1

M
∑

j=1

aijpit
u
ij

+ φPH
uav

N
∑

i=1

M
∑

j=1

aij(pit
u
ij/vihijP

W
uav + tuij + Fi/fij)

(22a)

s.t. 0 ≤ aij ≤ 1, ∀i ∈ N , ∀j ∈ M (22b)

M
∑

j=1

aij = 1, ∀i ∈ N , ∀j ∈ M (22c)

0 ≤ fij ≤ fmax, ∀i ∈ N , ∀j ∈ M (22d)

aij(t
w
ij + tuij + Fi/fij) ≤ tqosi , ∀i ∈ N , ∀j ∈ M (22e)

In order to minimize the energy consumption of the UAV

and guarantee the QoS of each IoTD, the UAV should allocate

less than its full computing capacity to each IoTD. Given any

IoTDs association A, problem (22) is reformulated as follows

minimize
F

N
∑

i=1

M
∑

j=1

(ϕκiFiaijfij
2 +

φPH
uavaijFi

fij
) (23a)

s.t. f l
ij ≤ fij ≤ fmax (23b)

Theorem 3. Problem (23) is a convex problem and the

optimal solution f∗

ij to the computing resources allocation is

f∗

ij =















































f l
ij

3

√

φPH
uav

2ϕκi

< f l
ij

3

√

φPH
uav

2ϕκi

f l
ij ≤

3

√

φPH
uav

2ϕκi

≤ fmax

fmax
3

√

φPH
uav

2ϕκi

> fmax

(24)

Note that we define the lower bound of fij as f l
ij =

aijFi

t
qos

i
−aij(twij+tu

ij
)
.

Proof. Please refer to Appendix C.

In order to minimize the energy consumption of the UAV,

each IoTD should choose an optimum UAV hovering place

to upload data. For any given computing resources allocation,

the IoTDs association problem is

minimize
A

N
∑

i=1

M
∑

j=1

[ϕ(κiFif
2
ij + pit

u
ij)

+ φPH
uav(t

w
ij + tuij + tcij)]aij (25a)

s.t. 0 ≤ aij ≤ 1, ∀i ∈ N , ∀j ∈ M (25b)

M
∑

j=1

aij = 1, ∀i ∈ N , ∀j ∈ M (25c)

Notice that problem (25) is a standard linear programming

(LP) problem, which can be solved by the well established

optimization toolbox, e.g., CVX [40] optimally and efficiently.

Furthermore, according to the structure of problem (25), the

solution to problem (25) is binary. Thus, there is no need

to reconstruct a binary solution to the original problem (19).

Next we develop an iterative algorithm to solve problem (22).

Algorithm 1 The proposed iterative algorithm for problem

(19)

1: Obtain the optimal wireless powering duration τ
∗ by

using eq. (21).

2: Initialize: A0 and let r = 0;

3: Repeat:

4: For given Ar, use equation (24) to obtain the optimal

solution denoted as F r+1;

5: For given F r+1, use CVX tool box to obtain the optimal

solution denoted as Ar+1;

6: Use equation (20) to obtain the optimal solution denoted

as T r+1;

7: Update r = r + 1.

8: Until: The fractional decrease of E is below a threshold

ǫ or a maximum number of iterations (rmax) is reached;

9: Return: The optimal IoTDs association A∗, computing

resources allocation F ∗, UAV wireless powering duration

τ
∗ and UAV hovering durations T ∗.

Using the results above, the overall algorithm for computing

the solution to problem (19) is summarized in Algorithm 1

with the computation complexity analyzed as follows. Given

the solution accuracy of ǫ > 0, the inner loop computation

complexity is O((NM)
3.5

log(1/ǫ)) in each iteration. This

is because the IoTDs association is optimized by using the

convex solver based on the interior-point method. As the

BCD iterations are in the complexity of the order log(1/ǫ),
the total computation complexity of Algorithm 1 is thus

O((NM)
3.5

log2(1/ǫ)). In other words, Algorithm 1 can

converge to an optimum solution with a polynomial time

computational complexity.
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V. UAV ENERGY CONSUMPTION MINIMIZATION IN THE

MULTI-WORKFLOW SYSTEM

In this section, we consider the UAV energy minimization in

the Multi-Workflow system. We relax P1 to a more tractable

one. Also, an alternative algorithm is developed in this section

to set the initial point closer to the optimal solution.

A. Problem Transformation and WPT Duration Optimization

Theorem 4. According to Fig. 3 (b), the optimal UAV hov-

ering time of the multi-workflow UAV is the differential time

between the optimal wireless powering start time sw∗

1j and the

optimal computing task completion time cc∗Kj . Note that the

optimal sw∗

1j = 0. Therefore

T ∗

j = cc∗Kj , ∀j ∈ M (26)

To make P1 more tractable and considering minimizing

the serving time of each IoTD, we transform and relax the

original P1 into problem (27) as follows

minimize
A, F , τ, S

ϕ(EC + EW ) + φPH
uav

M
∑

j=1

ccKj (27a)

s.t. aij(t
w
ij + tuij + tcij) ≤ tqosi , ∀i ∈ N , ∀j ∈ M (27b)

0 ≤ aij ≤ 1, ∀i ∈ N , ∀j ∈ M (27c)

twij ≥
pit

u
ij

vihijPW
uav

, ∀i ∈ N , ∀j ∈ M (27d)

(1),(3),(12),(13)

Note that (27b) is obtained by relaxing (14) due to (4)-(7).

According to Theorem 2, the optimal solution to the wireless

powering duration twij is irrelevant with aij , fij nor Sj . Bring

(21) into problem (27). With the fixed tuj , one can have

minimize
A, F , S

ϕ(EC + EW ) + φPH
uav

M
∑

j=1

ccKj (28)

s.t. (1),(3),(12),(13),(27b),(27c)

B. IoTDs Association

For any given computing resources allocation and services

sequence {F , S}, putting (21) into (28), the IoTDs associ-

ation A of problem (28) can be optimized by solving the

following problem

minimize
A

N
∑

i=1

M
∑

j=1

aij

[

κiFi(fij)
2
+

piDi

B log2

(

1 +
pihij

σ2

)

]

(29)

s.t. (1), (27c)

Notice that using (11), the constraint (13) can be replaced

by the stricter constraint (1). Given any twij and fij , for each

i-th IoTD, aij = 1 if and only if κiFi(fij)
2
+ piDi/rij

is minimal, otherwise aij = 0. Then, problem (29) is a

LP problem, which can be solved by the well established

optimization toolbox, e.g., CVX [40] optimally and efficiently.

C. Computing Resources Allocation

For any given IoTDs association and services sequence

{A, S}, the computing resources allocation of problem (28)

can be optimized by solving the following problem

minimize
F

N
∑

i=1

M
∑

j=1

κiFiaij(fij)
2

(30a)

s.t.
aijrijFi

tqosi rij − aij(Di + twijrij)
≤ fij ≤ fmax (30b)

(13)

Problem (30) is a convex problem and can be solved by

applying convex optimization technique such as the interior-

point method [41]. We next use the Lagrange dual method to

obtain a well-structured solution.

The Lagrange multipliers associated with the constraints in

(13) is given as µ , {µi ≥0, ∀i ∈ N}. The partial Lagrangian

function of problem (30) is

L(F ,µ) =

N
∑

i=1

M
∑

j=1

κiFiaij(fij)
2

+

N
∑

i=1

µi(Fi −
M
∑

j=1

aijfijt
c
ij)

(31)

Then the dual function of problem (30) can be given as

g(µ) = min
F

L(F ,µ) (32)

s.t. (30b)

Thus, the dual problem of problem (30) is

max
µ

g(µ) (33a)

s.t. µi ≥ 0, ∀i ∈ N (33b)

Since problem (30) is convex and it also satisfies the Slater’s

condition, strong duality holds between problems (30) and

(33). As a result, one can solve problem (30) by equivalently

solving its dual problem (33).

1) Derivation of the Dual Function g(µ): Given any µ, we

obtain g(µ) by solving problem (32). Note that problem (32)

can be decomposed into the following N ×M subproblems.

min
F

κiFiaij(fij)
2 − µiaijfijt

c
ij (34)

s.t. (30b)

According to the monotonicity of objective function, we

present the optimal solution of problem (34) as











































f∗

ij,a =
aijrijFi

tqosi rij − aij(Di + twijrij)
,

if 0 ≤ µi,a < bij (35a)

f∗

ij,b =
µit

c
ij

2κiFi

, if bij ≤ µi,b ≤
2κiFifmax

tcij
(35b)

f∗

ij,c = fmax, if µi,c >
2κiFifmax

tcij
(35c)

In eq. (35a)-(35c), we divide the optimal solution F ∗ as

f∗

ij,a, f∗

ij,b and f∗

ij,c, respectively, in accordance with the three
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parts of µ’s defined domain in (35). Let µi,a, µi,b and µi,c

represent three different kinds of µi in (35) intervals. Also,

we define bij =
2κiaijrijF

2

i

tc
ij

[t
qos

i
rij−aij(Di+tw

ij
rij)]

for simplification.

2) Obtaining µ∗ to Maximize g(µ): Solving dual problem

(33) means obtaining µ∗ in their defined domain to maximize

g(µ). In accordance with eq. (35a)-(35c), we first put eq. (35b)

into problem (33), thus we obtain

max
µ

g(µ) =

N
∑

i=1

[−(

M
∑

t=1

aijt
c
ij

2

4κiFi

)µ2
i + Fiµi] (36a)

s.t. bij ≤ µi ≤
2κiFifmax

tcij
(36b)

Note that problem (36) can be decomposed into the following

N sub problems.

max
µ

− (

M
∑

t=1

aijt
c
ij

2

4κiFi

)µ2
i + Fiµi

s.t. (36b)

(37)

According to the monotonicity of objective quadratic func-

tion, one can have µ∗ under the constraint (36b). Similarly,

we can obtain µ∗ under the constraint (35a) and (35c), thus

the optimal solution to µ∗ is

µ∗

i,a =











bij

M
∑

t=1

a2ijrijt
c
ij

tqosi rij − aijDi + twijrij
< 1

0 otherwise

(38)

For brevity, we define βi =
M
∑

t=1

aijt
c
ij

2

4κiFi
, thus we obtain

µ∗

i,b =































2κiFifmax

tcij
βi <

tcij
4κifmax

bij
Fi

2βi

< bij

Fi

2βi

otherwise

(39)

µ∗

i,c =











2κiFifmax

tcij
Fi ≤

M
∑

t=1

aijt
c
ijfmax

+∞ otherwise

(40)

Due to (13), Fi ≤
M
∑

t=1
aijt

c
ijfmax can always be achieved, thus

µ∗

i,c =
2κiFifmax

tcij
(41)

Therefore, the optimal solution to F ∗ can be obtained by

f∗

ij =

argmax
f∗

ij
, µ∗

i

{g(f∗

ij,a, µ∗

i,a), g(f∗

ij,b, µ∗

i,b), g(f∗

ij,c, µ∗

i,c)}

(42)

We introduce the optimal computing resources allocation

for the IoTDs as Algorithm 2.

Algorithm 2 Optimal computing resources allocation algo-

rithm

1: Use eq. (38), (39) and (41) to obtain µ∗

i,x, ∀i ∈ N , ∀x ∈
{a, b, c};

2: Obtain f∗

ij,x in accordance with eq. (35), ∀i ∈ N , ∀j ∈
M, ∀x ∈ {a, b, c};

3: Use eq. (42) to obtain f∗

ij , ∀i ∈ N , ∀j ∈ M;

4: Return: The optimal computing resources allocation F ∗.

D. Hovering Time Minimization

Given any IoTDs association and computing resources

allocation {A, F }, the services sequence S of problem (28)

can be optimized by solving the following problem

minimize
S

PH
uav

M
∑

j=1

ccKj (43)

s.t. (3)

which can be decomposed and transformed equivalently into

the following M independent sub-problems

minimize
Sj ,skj ,ckj

ccKj (44)

s.t. (3)-(7)

Notice that the three-stage flow-shop problem is a well-

known NP-hard problem and it is difficult to find the optimal

solution. According to the structure of the proposed TDMA

based workflow model, we combine the wireless powering

stage with the data uploading stage into one stage called

transferring stage which lasts ttfij . Thus, one can have

ttfkj = twkj + tukj , k ∈ Kj , ∀j ∈ M (45)

Let stfkj and ctfkj denote the starting and completion time of

the transferring stage, respectively. One can have
{

stfkj + ttfkj = ctfkj
sckj + tckj = cckj

, k ∈ Kj , ∀j ∈ M (46)

{

stfkj ≥ 0

sckj ≥ ctfkj
, k ∈ Kj , ∀j ∈ M (47)

{

stfkj ≥ ctfk−1,j

sckj ≥ cck−1,j

, k ∈ Kj , ∀j ∈ M (48)

Therefore, problem (44) can be simplified into a two-stage

flow-shop problem as

minimize
Sj ,skj ,ckj

ccKj (49)

s.t. (45)-(48)

Let T 1 denote the set of {ttfkj , ∀k ∈ Kj} and T 2 denote

the set of {tckj , ∀k ∈ Kj}. The sequence S of the two-stage

flow-shop problem can be solved by exploring the Johnson’s

algorithm [42] efficiently and optimally. According to Fig.

3 (b), in order to avoid the time gap, one should choose

the longer time block between the k-th computing stage and
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the (k-1)-th transferring stage to calculate the optimal cc∗Kj .

Based on this, we develop the novel UAV hovering time

minimization algorithm as follows

Algorithm 3 Optimal UAV hovering time minimization algo-

rithm

1: Use eq. (10), (11), (21) and (45) to obtain tu∗ij , tc∗ij , tw∗

ij

and ttf∗kj , let n = 0, m = 0;

2: Repeat:

3: Find the minimal time tkmin
in T 1 and T 2;

4: If tkmin
∈ T 1 then Sn+1 = kmin, n = n+ 1;

5: else if tkmin
∈ T 2 then SK−m = kmin, m = m+ 1;

6: Remove ttfkmin
from T 1 and tckmin

from T 2;

7: Until: T 1 and T 2 = ∅∅∅;

8: Update n=1 and stf1 = 0;

9: Repeat:

10: If ttfn+1 ≥ tcn then ccn+1 = stfn + ttfn + ttfn+1 + tcn+1 and

stfn+1 = stfn + ttfn ;

11: If ttfn+1 < tcn then ccn+1 = stfn + ttfn + tcn + tcn+1 and

stfn+1 = stfn + ttfn + tcn − ttfn+1;

12: n = n+ 1;

13: Until: n = K;

14: T ∗

j = ccKj ;

15: Return: The optimal services sequence S∗ and the opti-

mal UAV hovering durations t∗ for P1.

E. Overall Algorithm

For the non-convex problem, if the object function of the

original problem is not block multi-convex [43], the result

of the conventional iterative method (i.e. block-coordinate

descent method) is relevant to the initial iteration point.

Therefore, we design an adaptive method to set the initial

iteration point by observing the structures of problem (29)

and (30).

For problem (29), the object function (29a) is the weighted

sum of the variables aij . Let wij denote the weighted value

wij = κiFi(fij)
2
+ piDi/[B log2

(

1 +
pihij

σ2

)

] (50)

Notice that, according to the structure of problem (29),

aij = 1 if and only if wij is minimal. Note that for each

i-th IoTD wij is a function of hij and fij . Furthermore,

one can see that according to the structure of problem (30),

with the increase of hij , the lower bound of fij decreases

correspondingly. Also, if hij increases and fij decreases, the

value of wij will decrease. That means if a0ij = 1, A0 will

be closer to the optimal point A∗ when the value of hij is

greater. Therefore, given any i, we set the initial point of A0

using the following equation

a0ij =

{

1 hij = max{hij , ∀i ∈ N , ∀j ∈ M}

0 otherwise
(51)

Based on the previous results, we propose the overall

iterative algorithm for the original problem P1 as Algorithm

4.

Algorithm 4 The proposed overall iterative method based

algorithm for P1

1: Initialize: Use eq. (51) to obtain A0 and set a random

S0. Let r = 0.

2: Repeat:

3: For given {Ar,Sr}, use Algorithm 2 to obtain the optimal

solution denoted as F r+1;

4: For given {Sr,F r+1}, use CVX tool box to obtain the

optimal solution denoted as Ar+1;

5: For given {Ar+1,F r+1}, use Algorithm 3 to obtain the

optimal solution denoted as Sr+1 and tr+1;

6: Use eq. (9) to obtain the optimal data rate denoted as

rr+1;

7: Update r = r + 1.

8: Until: The fractional decrease of E is below a threshold

ǫ or a maximum number of iterations (rmax) is reached;

9: Return: The optimal IoTDs association A∗, computing

resources allocation F ∗, the uplink data rate r∗, UAV

hovering durations t∗ and the services sequence of the

IoTDs S∗.

The computation complexity analysis of Algorithm 4 is

shown as follows. In each iteration, the IoTDs association

and the hovering time minimization are sequentially optimized

using the CVX (based on the interior-point method) and

the Johnson’s algorithm. Thus, given the solution accuracy

of ǫ > 0, their individual complexity can be represented

by O((NM)
3.5

log(1/ǫ)) and O(nlog(n)), respectively. Ac-

counting for the BCD iterations with the complexity in

the order of log(1/ǫ), the total computation complexity of

Algorithm 4 is thus O((NM)
3.5

log2(1/ǫ)). In other words,

Algorithm 4 can converge to an optimum solution with a

polynomial time computational complexity.

VI. SIMULATION RESULTS

In this section, we provide the simulation results to demon-

strate the effectiveness of the proposed algorithm. We consider

the system with one UAV and multiple IoTDs with different

tasks, which are randomly and uniformly distributed within a

2D area of 100 × 100 m2. Considering the statistic relevance

of the simulation, the results in Section VI are obtained by

3000 simulation runs with random locations of the IoTDs

and their tasks. The UAV hovers above the IoTDs at 8

given locations with the fixed altitude H = 5 m. We set

the bandwidth B = 10 MHz, the channel power gain at the

reference distance of 1 m as - 30 dB and the noise power

at each IoTD as - 60 dBm. The low cost UAV’s maximum

computation capacity, which can be allocated to a IoTD,

is set as 0.5 G CPU cycles per second. The transmission

power of each IoTD is set as 200 mW. The power of the

UAV WPT antenna is set as 50 dBm. We set the effective

switched capacitance κi = 10−26. The UAV hovering power

consumption is set as PH
uav = 59.2 W [44].

In Fig.4, Fig.7 and Fig. 8, we set the number of IoTDs

as 200 while we consider the large scale scenario with up to

1200 IoTDs in Fig.5 and Fig. 6, respectively. The performance
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with different number of devices in Fig.5 and Fig. 6 can be

obtained by changing the number of devices in the simulation

while other simulation parameters remain the same.

5 10 15 20 25 30 35 40 45 50

Collected data size D
i
(KBytes)

0

10

20

30

40

50

60

70

80

90

100

E
n

e
rg

y
 c

o
n

s
u

m
p

ti
o

n
(K

J
)

Single Workflow System

Non-scheduling System

Proposed System

Fig. 4. The UAV energy consumption versus the IoTD sensed data size Di.
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Fig. 5. The UAV hovering time versus the number of IoTDs N .

In Fig.4 and Fig.5, we show the energy-effectiveness and

the time-effectiveness of our proposed system, respectively.

We compare our proposed UAV system with the conventional

single workflow UAV system and the non-scheduling system

benchmarks. The non-scheduling system means the system

has multi-workflow but without sequence scheduling. One can

see that with the increase of the uploaded data from each

IoTD, the UAV’s energy consumption rises correspondingly.

In Fig. 5, We set the IoTD sensed data size Di as 50

KBytes. One can see that with the increase of the number of

the IoTDs, the UAV hovering time rises as well, as expected.

One can also see that in both figures, our proposed system

outperforms the other two benchmarks.

Moreover, according to Fig. 6, with the increase of the

number of the IoTDs, the UAV hovering time saved rises as

well, as expected. Notice that the hovering time saved by the

multi-workflow structure with and without scheduling account

Fig. 6. Hovering time saved versus the number of IoTDs N .

for about 25% and 35% in the single workflow UAV-assisted

system, respectively.
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Fig. 7. The weighted UAV energy consumption versus the IoTD sensed data
size Di.

In Fig. 7, we plot the weighted UAV energy consumption

versus the IoTD sensed data size Di. One can see that with the

increase of the uploaded data from each IoTD, the weighted

UAV’s energy consumption rises correspondingly. The Fixed

WPT Duration benchmark sets the WPT duration fixed as

1/5 tqosi and the Fixed CPU Frequency benchmark sets the

frequency fixed as fmax. In Fig.7, we set the optimization

weight ϕ as 1 and φ as 0.01 in P1. Note that the multi-

workflow system structure is applied in Fig. 7.

According to Fig. 8, with the increase of the IoTD sensed

data size Di, the UAV total hovering time rises as well, as

expected. Furthermore, one can see that with the decrease

of the WPT power conversion efficiency vi, the UAV total

hovering time rises, as expected.

In Fig. 9, we set the number of IoTDs as 50. One can

see from Fig. 9 that with the increase of the IoTD sensed

data size Di, the UAV total hovering time rises as well, as
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Fig. 8. The UAV hovering time versus the IoTD sensed data size Di.
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Fig. 9. The UAV hovering time versus the IoTD sensed data size Di.

expected. The Random Selection System means the IoTDs

select the UAV hovering location randomly. In the Random

Workflow System, the random workflows may contain some

gap time, thus each workflow is poorly ordered, which has

been depicted as Fig. 3 (a) in Section III. One can see that

the UAV total hovering time is significantly reduced by the

proposed Algorithms.

In Fig. 10, we set the number of the IoTDs as 5 and com-

pare our proposed solution with the exhaustive search. The

exhaustive search can be considered as the optimal solution.

However, it just searches all the feasible solutions, which has

the lowest efficiency. One can see that the performance of our

algorithm is close to the exhaustive algorithm but we have

much less complexity.

VII. CONCLUSION

In this paper, we investigate how the UAV should optimally

exploits its mobility via hovering design. We formulate the

UAV minimization problem as a mixed-integer non-convex

problem, which is difficult to solve. We transform it into
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Fig. 10. The gap between the optimal solution and our proposed suboptimal
solution.

a tractable one which can be solved by using the convex

optimization and the flow-shop scheduling techniques. Fur-

thermore, we develop an alternative algorithm which initial

point can be set closer to the optimal solution adaptively.

Simulation results show that the energy efficiency is enhanced

greatly compared with the conventional UAV-assisted system.

APPENDIX A

PROOF OF THEOREM 1

Proof. Notice that the object function of problem (19) consists

of three independent parts, including the computing energy,

the wireless powering energy and the hovering energy. With

the decrease of the UAV hovering time Tj , the hovering energy

consumption decreases as well. Therefore, the optimal Tj is

obtained when the equality holds for the constraint (19g). The

proof for Theorem 1 is complete.

APPENDIX B

PROOF OF THEOREM 2

Proof. The object function of problem (27) consists of three

independent parts, including the computing energy, the wire-

less powering energy and the hovering energy. Therefore,

problem (27) can be decomposed into N × M independent

sub-problems of the wireless powering durations τ. The object

function (27a) is minimal when the equality of the wireless

powering energy constraint holds for (15), thus we prove

Theorem 2.

APPENDIX C

PROOF OF THEOREM 3

Proof. Note that problem (23) can be decomposed into the

following N ×M subproblems.

minimize
F

ϕκiFiaijfij
2 +

φPH
uavaijFi

fij
(52a)

s.t. f l
ij ≤ fij ≤ fmax (52b)
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Let F (fij) = ϕκiFiaijfij
2 +

φPH
uavaijFi

fij

∂F

∂fij
= 2ϕκiFiaijfij −

φPH
uavaijFi

fij
2 (53)

∂2F

∂fij
2 = 2ϕκiFiaij +

2φPH
uavaijFi

fij
3 (54)

According to equation (54), the second order derivative of

F is no less than zero, therefore, function F is convex.

Furthermore, the object function of problem (23) is the sum of

convex functions, therefore, problem (23) is a convex problem.

Let ∂F

∂fij
= 0, one can have

f∗

ij =
3

√

φPH
uav

2ϕκi

f l
ij ≤

3

√

φPH
uav

2ϕκi

≤ fmax (55)

Moreover, according to equation (53) when 3

√

φPH
uav

2ϕκi
< f l

ij ,

the first order derivative of F is greater than zero, which

means F is monotone increasing. Also, when 3

√

φPH
uav

2ϕκi
>

fmax, the first order derivative of F is less than zero, which

means F is monotone decreasing. Therefore, equation (24) is

proved. The proof for Theorem 3 is complete.
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