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Abstract

We consider efficiently transmitting video over a hybrid wireless/wire-line network by optimally al-

locating resources across multiple protocol layers. Specifically, we present a framework of joint source-

channel coding and power adaptation, where error resilient source coding, channel coding, and trans-

mission power adaptation are jointly designed to optimize video quality given constraints on the total

transmission energy and delay for each video frame. In particular, we consider the combination of two

types of channel coding - inter-packet coding (at the transport layer) to provide protection against packet

dropping in the wire-line network and intra-packet coding (at the link layer) to provide protection against

bit errors in the wireless link. In both cases, we allow the coding rate to be adaptive to provide unequal

error protection at both the packet and frame level. In addition to both types of channel coding, we also

compensate for channel errors by adapting the transmission power used to send each packet. An efficient

algorithm based on Lagrangian relaxation and the method of alternating variables is proposed to solve

the resulting optimization problem. Simulation results are shown to illustrate the advantages of joint

optimization across multiple layers.

Keywords

Multimedia streaming, error resilience, error concealment, Cross layer, unequal error protection

(UEP), QoS, product FEC.

I. Introduction

Real-time network-based video applications, such as videoconferencing, distance learn-

ing and on-demand video streaming, have gained increased popularity. In addition, de-

veloping wireless technologies, such as the third generation (3G) and fourth generation

(4G) cellular systems, IEEE 802.11, and Bluetooth systems, are expanding the scope of

existing video applications and leading to the creation of new ones such as multimedia

messaging services (MMS). Real-time video transmission over networks that contain such

wireless links, however, is still a challenging problem, due to the limited and time-varying

channel bandwidth. Also, most of these emerging wireless technologies use an IP (Internet

Protocol) based architecture; whereas it is well known that the best effort design of the

current IP protocols makes it difficult to provide the quality of service (QoS) needed by

real-time video applications. A direct approach dealing with the lack of QoS is to use

error control. In addition, in order to efficiently utilize the limited network resources such

as bandwidth and battery energy, the video transmission end system should be network

adaptive. An essential method to achieve both of these is through cross-layer design [3].
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Cross-layer design of multimedia transmission aims to improve the overall system’s per-

formance by jointly considering multiple protocol layers. For real-time video applications,

cross-layer design may involve the video encoder and all the underlying network layers.

The encoder can adjust its behavior, e.g., its flow rate or the amount of overhead de-

voted to error resilience, by selecting the source coding parameter for each video packet

based on the changing network conditions. This technique is usually referred to as error

resilient source coding. The adaptation can also take place in the underlying layers, such

as the application layer and transport layer, e.g., by adding redundancy for forward er-

ror correction (FEC) or employing Automatic Repeat reQurest (ARQ) to retransmit lost

packets [4]. For wireless networks, FEC and ARQ can also operate in the link layer [5]. In

the physical layer, there are yet more adaptation tools, such as FEC, modulation modes,

power control, and transmission rate adaptation [6]. To increase resource utilization effi-

ciency, those adaptations should be performed according to the information derived from

the application such as QoS priorities, as well as the available channel state information

(CSI).

Cross-layer design for video applications is a broad area of research and development.

Generally speaking, it can be classified into two major approaches. One approach is to

focus on developing new network protocols and mechanisms to adapt the network to the

video applications. Examples of this include developing new transport layer protocols for

multimedia streaming as in [7] or approaches that modify the mechanisms implemented

in the routers and switches to provide QoS support for video applications (such as the

differentiated service architecture [8]). This type of work is beyond the scope of this

paper. The second type of approach is to adapt the streaming end system (across multiple

protocol layers) to the rest of the network, which is what we employ here. To be more

precise, we assume that the lower layer provides a set of given adaptation components;

from the encoder’s point of view these components can be regarded as network resource

allocation “knobs”. Our goal is to specify how the end-system should use these components

to jointly allocate resources.

Different lower layer adaptation components may be able to be combined into one type

of resource allocation “knob”. For example, although physical layer FEC, modulation
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modes, power adaptation, and transmission rate adaptation are different techniques, from

the encoder’s point of view, all that matters is the resulting performance in terms of

packet loss probability, energy consumption and data rate, not the exact combination of

techniques used to achieve this. We assume that the encoder can access and specify a

set of lower layer resource allocation parameters. Then the question is how to optimally

allocate the available network resources to achieve the best video quality. Since video

packets are usually of different importance, the network resources should be allocated to

packets according to their importance in order to provide optimal unequal error protec-

tion (UEP). To achieve this, we propose a resource-distortion optimization framework for

jointly allocating the given resources. Specifically, at the sender side, we consider error

resilient source coding at the encoder, transport-layer FEC, link-layer FEC, and power

adaptation at the physical layer. When evaluating the video quality (expected distortion)

at the encoder, we also take into account error concealment, which is employed at the

decoder to recover packet loss by utilizing the spatial and temporal correlations of video

sequences. Note that the scheme of cross-layer resource allocation can also be interpreted

as cross-layer error control, from the point of view of error control.

With regard to related work, joint error resilient source coding (quantization parameter

and mode selection) and power management for energy efficient wireless video transmission

has been studied in [9], premised on a perfect channel coding mechanism. In [10], the

selection of source coding parameters is jointly considered with transmitter power and

rate adaptation, and packet transmission scheduling for energy efficient wireless video

streaming. A joint source coding and power control approach is presented in [11] for

optimally allocating source coding rate and bit energy normalized with respect to the

multiple-access interference noise density in the context of 3G CDMA networks. The

work in [11] did not address error resilient source coding and channel coding. Joint source-

channel coding and transmission power allocation has been studied in [12] for progressive

image transmission. A joint FEC and transmission power allocation scheme for layered

video transmission over a multiple user CDMA network is proposed in [13] based on the

3D-SPIHT codec. Source coding and error concealment are not considered in that work.

Joint source-channel coding and processing power control for transmitting layered video

April 29, 2004 DRAFT



5

over a 3G wireless network is studied in [14]. An adaptive cross-layer protection scheme is

presented in [5] for robust scalable video transmission over 802.11 wireless LANs, where

application-layer FEC, the MAC (media access control) retransmission limit, and packet

sizes are jointly considered. The work of jointly designing inter-packet and intra-packet

FEC for image transmission has been studied in [15] and [16].

In this paper, different from the work mentioned above, we present a joint source-channel

coding and power adaptation (JSCCPA) framework for real-time video transmission over

an IP-based hybrid wireless/wire-line networks. Specifically, the JSCCPA framework aims

to minimize the total end-to-end distortion subject to the resource constraints, which are

transmission delay and battery energy in this work. To tackle the resulting optimization

problem with two constraints, an efficient algorithm based on Lagrangian relaxation is

proposed.

The rest of this paper is organized as follows. We first present some preliminaries

in Sect. II. Next, in Sect. III, product FEC and the corresponding packetization are

addressed. In Sect. IV, the problem formulation of JSCCPA is presented, followed by the

proposed solution algorithm in Sect. V. Experimental results are discussed in Sect. VI.

Finally, Sect. VII contains our conclusions.

II. Preliminaries

A. Video Transmission over IP-based Wireless Networks

In a real-time video transmission system over an IP-based wireless network, video pack-

ets (referred to as source packets) are first generated by a video encoder. In the applica-

tion layer, the source packets can be re-packetized into intermediate packets (e.g., for the

purpose of interleaving or FEC). Parity check packets used for FEC may also be gener-

ated in this layer if applicable. After passing through the network protocol stack (e.g.,

RTP/UDP/IP), transport packets are formed. Transport packets are transferred to the

radio link control (RLC) frames and further to the MAC frames in the link layer in the

emerging 3G and 4G systems, such as CDMA2000; these allow both RLC frame retrans-

missions and MAC frame retransmissions [17]. The current WLAN standard IEEE 802.11

also allows MAC frame retransmission [5]. In this work, in order to make the optimiza-
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tion tractable, we assume those retransmissions are disabled. Alternatively, we rely on

the link-layer FEC to provide protection, where parity bits are added within packets to

further protect against channel bit errors (e.g., CRC is used to provide error check). In

this work, like IEEE 802.11, we assume that packets failing that CRC check are rejected

at the link layer and thus not forwarded to the IP layer [18]. Therefore, some transport

packets may be dropped in the network (due to congestion) or at the receiver (due to

unrecoverable bit corruption). For real-time applications, packets arriving at the receiver

later than the scheduled playback time are also discarded. Lost packets may be concealed

at the decoder.

B. Channel Model

We consider an IP-based hybrid wireless network that consists of both wired and wireless

links. In addition to the wired link, the wireless channel can be viewed as a packet erasure

channel, as “seen” by the application layer, since packets with errors are not passed from

the link layer to the multimedia application [18]. For this reason, as in [19], at the IP

level, the network can be modeled as the combination of two independent packet erasure

channels: the wired part with loss rate αk and the wireless part with loss rate βk. Thus,

the overall loss probability of transport packet k in the network is equal to

εk = αk + (1 − αk)βk. (1)

In the wired part of the network, packet losses are primarily due to congestion and

buffer overflow. These losses can be modeled in various ways, e.g., a Bernoulli process, a

2-state or k-th order Markov chain, etc [20]. In our simulations, we employ a Bernoulli

process, i.e., each packet is independently lost with probability α.

In wireless links, we only consider packet losses due to unrecoverable bit errors. Usually,

in wireless channels, packets are protected by adding channel bits within packets in the

link layer. A packet will be treated as lost if the corrupted bits in this packet cannot all be

recovered. Let pb be the bit error rate (BER) after link-layer channel decoding, i.e., pb is

the BER as seen by the application. Assuming independent bit errors, the loss probability

for transport packet k in the wireless channel can be calculated as

βk = 1 − (1 − pb)
Bs,k , (2)
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where Bs,k is the number of source bits in this transport packet. The BER after channel

decoding pb is a function of the BER before channel decoding, pe, which is dependent on

the state of the radio link, the specific channel code chosen, and the transmission power

used. The details of the channel code are addressed in the next subsection. We next

discuss how to calculate pe.

In this work, we consider a flat and fast Rayleigh fading channel plus an Additive White

Gaussian Noise (AWGN) process. Note that in this case, the assumption of independent

bit errors means that the additive noise and fading are each i.i.d. (independent identically

distributed) and independent of each other. If we consider uncoded Binary Phase Shift

Keying (BPSK) modulation and assume ideal interleaving, pe is given by

pe =
1

2
(1 −

√

aEb

N0 + aEb

), (3)

where Eb is the bit energy, N0 the noise power spectrum density, and a the expected value

of the square of the Rayleigh distributed channel gain. [21]. Bit energy is decided by the

transmitter power P and the transmission rate RT for a given modulation scheme. In

using BPSK modulation, it can be simply written as Eb = P/RT .

Instead of the above example, the following formulation will also apply to any other

channel model for which we can derive a stochastic model of the packet loss probability.

C. End-to-End Distortion

Due to channel losses, we use the expected end-to-end distortion to evaluate video

quality. Three factors can be identified as effecting the end-to-end distortion: the source

behavior (quantization and packetization), the channel characteristics, and the receiver

behavior (error concealment) [1, 2, 22, 23]. The expected distortion can be calculated at

the encoder as

E[Dk] = (1 − ρk)E[DR,k] + ρkE[DL,k], (4)

where E[DR,k] and E[DL,k] are, respectively, the expected distortion when the k-th source

packet is either received correctly or lost, and ρk is its loss probability. Note that both

DL,k and DR,k are usually random variables. This is because the reference frames for inter-

frame coding at the decoder and the encoder may not be the same due to channel losses.
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The relationship between the source packet loss probability ρk and transport packet loss

probability εk depends on the specific transport packetization scheme chosen. The details

of this relationship are discussed in Sect. III.

The calculation of DL,k depends on the specific error concealment strategy used at the

decoder. In this work, we consider a simple but efficient temporal concealment scheme: a

lost MB is concealed using the median motion vector of its received neighboring MBs (the

top-left, top, and top-right). If the previous packet is also lost, then the MB in the same

spatial location in the previously reconstructed frame is used to conceal the current loss.

For this concealment scheme, the expected distortion for the k-th packet can be written

as

E[Dk] = (1 − ρk)E[DR,k] + ρk(1 − ρk−1)E[DC,k] + ρkρk−1E[DZ,k], (5)

where E[DC,k] and E[DZ,k] are the expected distortions after concealment when packet

k−1 is either received correctly or lost, respectively. The distortion measurement is based

on a per-pixel distortion calculation, which ensures accurate estimation of the end-to-

end distortion [22, 24]. Assuming the mean squared error (MSE) criterion, the distortion

measurement based on an algorithm called ROPE (Recursive Optimal Per-pixel Estimate)

[22] is used to recursively calculate the overall expected distortion level of each pixel.

III. Product Code FEC

The type of FEC used depends on the requirements of the application and the nature

of the channel. As mentioned above, packet loss in an IP-based hybrid wireless/wire-

line network typically has two components: packet loss due to congestion in the wired

channel and unrecoverable bit errors due to fading in the wireless channel [18, 19]. One

way to combat these two types of packet loss is to use both inter-packet and intra-packet

protection. To protect against packet loss in the wired link, inter-packet FEC is performed

at the transport layer by generating parity packets in addition to source packets. This

is usually achieved by using erasure codes. In the link layer, redundant bits are added

within a packet to perform intra-packet protection from bit errors in the wireless link

[25]. The combination of the above two techniques, i.e., intra and inter-packet FEC, is

termed as product code FEC (PFEC). A PFEC scheme is proposed in [15] to combat
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channel variations in progressive image transmission. In that work, intra-packet FEC

is achieved through a concatenated CRC/RCPC code, and inter-packet FEC through

a systematic Reed-Solomon (RS) code. In [16], an efficient algorithm is provided for

finding an optimal equal error protection (EEP) solution for packetized progressive image

transmission. Our work considers the use of PFEC in video coding and transmission. An

important contribution here is the consideration of UEP for video packets in using PFEC.

A. Forward Error Correction

The most commonly studied erasure codes are based on RS codes, which have good

erasure correcting properties and are widely used in practice [4, 5, 12, 16]. Another class

of erasure codes that have recently been considered for network applications are Tornado

codes, which have slightly worse erasure protecting properties, but can be encoded and

decoded much more efficiently than RS codes [26]. In this work, we consider systematic

RS codes, but the basic framework could easily be applied to other codes.

An RS code is represented as RS(n, m), where m is the number of source symbols and

(n − m) is the number of parity symbols. An RS code can be used to correct both errors

and erasures, where an erasure occurs with the position of an error symbol available. The

code rate of an RS(n, m) code is defined as m/n. The protection capability of an RS code

depends on the block size and the code rate. A limiting factor is the extra delay introduced

by the FEC, and therefore the block length, n, is usually determined based on the end-

to-end system delay constraints. An RS(n, m) decoder can correct up to (n−m)/2 errors

or up to (n−m) erasures, regardless of which symbols are lost. The channel errors in the

wired link are typically in the form of packet erasures, so an RS(n, m) code applied across

packets can correct up to (n − m) lost packets. Thus, with Bernoulli packet losses, the

block failure probability (i.e., the probability that at least one of the original m packets is

in error) is

Pb(n,m) =
n

∑

j=n−m+1

P (n, j) =
n

∑

j=n−m+1

(

n

j

)

εj(1 − ε)n−j,

where ε is the probability of packet loss before error recovery and P (n, j) represents the

probability of j errors out of n transmissions.

For performing link-layer FEC, we consider the use of rate-compatible punctured con-
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volutional (RCPC) codes [25]. They are adopted in the level 3 of H.223 and H.324 annex

C (mobile multiplexer), as part of the mobile version of H.324 [27]. RCPC codes were first

introduced in [28]. A family of RCPC codes is described by the mother code of rate 1/N

and memory M with generator tap matrix of dimension N by (M + 1). Together with N ,

the puncturing period G determines the range of code rates as R = G/(G + l), where l

can vary between 1 and (N − 1)G. The RCPC codes are punctured codes of the mother

code with puncturing matrices a(l) = (aij(l)) (of dimension N × G) with aij(l) ∈ (0, 1),

where 0 denotes puncturing.

The decoding of convolutional codes is most commonly achieved using the Viterbi algo-

rithm, which is a maximum-likelihood sequence estimation algorithm. The Viterbi upper

bound for the bit error probability is pb ≤
1
G

∑∞
d=dfree

cdpd, where dfree is the free distance

of the convolutional code, pd is the probability that the wrong path at distance d is se-

lected, and cd is the number of paths at Hamming distance d from the all-zero path. dfree

and cd are parameters of the convolutional code, while pd depends on the type of decoding

(soft or hard) and the channel. The theoretical bounds of BER for RCPC codes can be

found in [28, 29]. In this work, we use the simulated BER. The methods for simulation

can be found in [28,29]. We use RCPC codes to perform link-layer FEC, but the proposed

framework could easily be applied to other codes as well.

B. Packetization

In the product FEC scheme considered here, the first step is to perform RS coding at

the transport layer. As shown in Fig. 1(a), we assume that the source bits in each trans-

port packet correspond to one GOB (group of blocks)1 and every packet is independently

decoded. One GOB is directly packetized into one transport packet by the attachment

of a transport packet header. Since the source packet sizes Bs,k [shown by the shaded

area in Fig. 1(a)] are usually different, the maximum packet size of a block (a group of

packets protected by one RS code) is determined first, and then all packets are padded

with stuffing bits in the tail part to make the sizes equal. The stuffing bits are removed

after the parity packets are generated. Each source packet in Fig. 1(a) is protected by an

RS(N , M) code.

1As in the H.263+ standard [30], we use GOB to denote one row of blocks in the following text.
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At the link layer, each packet (including the parity packets) is padded with parity bits.

As shown in Fig. 1(b), by using a particular RCPC code with rate rk, the length of packet

k is then Bk = Bs,k + Bc,k = Bs,k/rk.
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Fig. 1. (a) Step 1: Transport-layer RS coding; (b) Step 2: Link-layer RCPC coding.

Next, we discuss how to calculate the probability of loss for each source packet. Let Q, Γ,

R, and P be the sets of allowable source coding parameters, RS coding parameter, RCPC

coding parameters, and transmission power levels, respectively. Let µk ∈ Q, γ ∈ Γ, νk ∈ R,

and ηk ∈ P represent the corresponding parameters selected for the k-th packet. Following

the same notation used in [16], let Qt
j(N), j = 1, ..., N , t = 1, ...,

(

N

j

)

denote the t-th subset

with j elements of Q(N) = {1, ..., N}, and Qt
j its complement. For example, if N = 3, then

Q(3) = {1, 2, 3}, Q1
1(3) = {1}, Q2

1(3) = {2}, Q3
1(3) = {3}, Q1

2(3) = {1, 2}, Q2
2(3) = {1, 3},

Q3
2(3) = {2, 3}, Q1

3(3) = {1, 2, 3}. Let Ij(N, k) = {Qt
j ⊆ Q(N)|k ∈ Qt

j(N), |Qt
j| = j}, then

the loss probability of a source packet can be written as

ρk(µ, γ,ν,η) =

N(γ)
∑

j=N(γ)−M+1

Ploss,k(N(γ), j)

=
N

∑

j=N−M+1

∑

Qt
j∈Ij(N,k)







∏

i∈Qt
j

εi

∏

l∈Qt
j

(1 − εl)






,

(6)

where Ploss,k(N, j) is the probability that the k-th packet is not correctly decoded by the

RCPC decoder and the total number of transport packets that are not correctly received

from the group of N packets is j. Let µ = {µ1, µ2, ..., µM} denote the vector of source cod-
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ing parameters for the M source packets, and ν = {ν1, ν2, ..., νN} and η = {η1, η2, ..., ηN}

the vectors of RCPC coding rates and power levels for the N transport packets in a frame,

respectively. Note that the calculation of ρk(µ, γ,ν,η) itself is rather complicated, as

shown in (6). In addition, ρk not only depends on the source coding parameter, intra-

packet FEC parameter, and power level parameter selected for that packet, but also on the

parameters chosen for all the other packets in the frame. This complicated inter-packet

dependency stems from two factors. The first complication is due to the fact that the

loss probability of a transport packet εk(µk, νk, ηk) = α + (1− α)βk(µk, νk, ηk) differs from

packet to packet2. The second complication is due to the inter-packet dependency intro-

duced by inter-packet FEC. Together, these make the expected distortion for one packet

depend on the parameters selected for all the packets in the same frame.

IV. Problem Formulation

We first consider real-time video transmission from a mobile device to a receiver through

a heterogeneous wireless network. In this case, the efficient utilization of transmission

energy is a critical design consideration [31]. In addition, each video packet should meet a

delay constraint in order to reach the receiver in time for playback. In an energy-efficient

wireless video transmission system, transmission power needs to be balanced against delay

to achieve the best video quality [32]. Specifically, for a given transmission rate, increasing

the transmission power will increase the energy per bit and consequently decrease BER,

as shown in (3), resulting in a smaller probability of packet loss. On the other hand, for

a fixed transmission power, increasing the transmission rate will increase the BER but

decrease the transmission delay needed for a given amount of data (or allow more data to

be sent within a given time-period). Therefore, in order to efficiently utilize resources such

as energy and bandwidth, those two adaptation components should be jointly designed.

By jointly considering error resilient source coding µ, transport-layer FEC γ, link-layer

FEC ν, power adaptation η, and error concealment, the JSCCPA problem is formulated

2As shown in (2), the loss probability for a transport packet in the wireless channel βk(µk, νk, ηk) is a function

of the source coding parameter, the link-layer FEC parameter, and the transmission power level selected for this

packet [since pb is a function of the channel BER pe and the link-layer channel rate rk, where pe is calculated from

(3)].
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as:

min
{µ∈Q,γ∈Γ,ν∈R,η∈P}

E[D] =
M

∑

k=1

E[Dk(µ, γ,ν,η)]

s.t. C =

N(γ)
∑

k=1

BkPk(ηk)/RT ≤ C0

T =

N(γ)
∑

k=1

Bk/RT ≤ T0,

(7)

where Bk and Pk are, respectively, the number of bits (including both source bits and

channel bits) and the power level for the k-th packet; M and N are, respectively, the

number of source packets and the total number of transport packets in one frame; RT is

the transmission rate; and C0 and T0 are the energy and transmission delay constraint for

the frame, respectively.

As a special case, we also focus on the last hop of a wireless network and consider

transmitting real-time video from a mobile device to the base station over a single wireless

link; this is likely to be the bottleneck of the whole video transmission system. In Sect. VI-

B, we show through simulations that inter-packet FEC is not helpful in this case (at least

for the cases we have simulated). Thus, in this special case, we do not use transport-

layer FEC. By jointly considering error resilient source coding, link-layer FEC, and power

adaptation, we formulate a JSCCPA problem given below for video transmission over a

wireless link,

min
{µ∈Q,ν∈R,η∈P}

E[D] =
M

∑

k=1

E[Dk(µ,ν,η)]

s.t. C =
M

∑

k=1

Bk(µk, νk)Pk(ηk)/RT ≤ C0

T =
M

∑

k=1

Bk(µk, νk)/RT ≤ T0.

(8)

Note that in this case, we have ρk(µk, νk, ηk) = βk(µk, νk, ηk), which means that the prob-

ability of loss for one packet depends only on the parameters selected for this packet.

Consequently, the expected distortion for one packet depends only on the parameters

selected for this packet and its previous packet, based on (5).
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V. Solution Algorithm

In this section, we present solutions for (7) and (8) based on Lagrangian relaxation.

Depending on the complexities of the inter-packet dependencies, the resulting two min-

imization problems can be efficiently solved using an iterative descent algorithm that is

based on the method of alternating variables for multivariate minimization [33] and de-

terministic dynamic programming, respectively.

A. Lagrangian Relaxation

First, we formulate a Lagrangian dual for (7) by introducing Lagrange multipliers,

λ1 ≥ 0 and λ2 ≥ 0, for the transmission energy and delay constraints, respectively. The

resulting Lagrangian is

L(µ, γ,ν,η, λ1, λ2) = E[D] + λ1(C − C0) + λ2(T − T0) (9)

and the corresponding dual function is

g(λ1, λ2) = min
{µ∈Q,γ∈Γ,ν∈R,η∈P}

L(µ, γ,ν,η, λ1, λ2). (10)

Note that the Lagrangian may not be separable because the distortion for the k-th packet,

E[Dk], may depend on the parameters chosen for the other packets. The dual problem to

(7) is then given by

max
λ1≥0,λ2≥0

g(λ1, λ2). (11)

Solving (11) will provide a solution to (7) within a convex hull approximation. Assuming

we can evaluate the dual function for a given choice of λ1 and λ2, a solution to (11) can be

found by choosing the correct Lagrange multipliers. This can be accomplished by using a

variety of methods such as cutting-plane or sub-gradient methods [34]. Alternatively, based

on the observed structure of this problem, we propose the following heuristic approach,

which is considerably more efficient than the above-mentioned methods.

Figure 2 illustrates four possible cases of the energy contour C = C0 and the delay

contour T = T0 in the λ1 − λ2 plane, where C0 and T0 are the transmission energy and

transmission delay constraints for one frame, respectively. The shaded area indicates the

valid choices of (λ1, λ2) that satisfy both constraints. The triangle point in each figure
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Fig. 2. Four cases of cost and delay contours.

represents the location of the optimal solution. To derive our heuristic, let us assume

that this problem has no duality gap. In this case, from complementary slackness, the

optimal solution must lie at one of the points where the contours intersect the axis or at

the intersection of the contours3. In Fig. 2, we show the contours intersecting at only one

point; this is the only case we have observed in practice, and we assume that it is true

in the following. Let H ∈ Q× Γ ×R× P , then the appropriate (λ1, λ2) can be obtained

using the algorithm described below.

3If we consider the convex hull of the primal problem (i.e. we take the convex hull of the constraint set); then if

Slater’s condition is satisfied, this problem will have no duality gap.
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Step 1 (case a, d): Let λ2 = 0, find the largest λ∗
1 such that C(H(λ∗

1, 0)) ≤ C0. If

T (H(λ∗
1, 0)) ≤ T0, H(λ∗

1, 0) is the solution. Otherwise,

Step 2 (case b, d): Let λ1 = 0, find the largest λ∗
2 such that T (H(0, λ∗

2)) ≤ T0. If

C(H(0, λ∗
2)) ≤ C0, H(0, λ∗

2) is the solution. Otherwise,

Step 3 (case c):

i. Let λl
1 = 0, λr

1 = λ∗
1, λb

2 = 0, λt
2 = λ∗

2 (where λ∗
1 and λ∗

2 are given in steps 1 and 2).

ii. Let λm
1 = (λl

1 + λr
1)/2, find λ∗

2 within [λb
2, λt

2] to satisfy T (H(λm
1 , λ∗

2)) ≤ T0.

iii. If C(H(λm
1 , λ∗

2)) > C0, then let λl
1 = λm

1 , λt
2 = λ∗

2, and go to step 3ii. Otherwise,

iv. If C(H(λm
1 , λ∗

2)) < C0−δ (δ is a relatively small number), then let λr
1 = λm

1 , λb
2 = λ∗

2,

and go to step 3ii. Otherwise,

v. Let the solution be H(λm
1 , λ∗

2).

In the proposed solution, when one Lagrange multiplier is fixed, the dual problem be-

comes a one-dimensional problem, which can be easily solved by standard convex search

techniques, such as the bisection method [35]. Note that in cases (a) and (b), one of the

constraints is inactive. Case (d) indicates that different combinations of (λ1, λ2) may

result in the same minimum distortion. Next, we consider evaluating the dual function in

(10), given appropriate λ1 and λ2.

B. Minimization of Lagrangian

In (7), for given Lagrange multipliers, minimizing the resulting Lagrangian itself is

still complicated due to the fact that the loss probability of one source packet depends

on the operational parameters chosen for all the other packets. Hence, we solve the

minimization problem by an iterative descent algorithm that is based on the method

of alternating variables for multivariate minimization [33]. To be precise, for each RS

code γ ∈ Γ (i.e., we do an exhaustive search for γ), the RS block size is N(γ), which

is also the number of total transport packets in a frame. Then by adjusting one set of

operational parameters for one packet at a time, while keeping constant those for the other

packets until convergence, we can minimize the Lagrangian, L(µ, γ,ν,η, λ1, λ2) in (9). In

particular, let xk = {µk, νk, ηk} denote the vector of the source coding, intra-FEC channel

coding, and power level selected for the k-th packet, and x = {x1, x2, ..., xN} denote the
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parameters selected for the N packets4. Let x
(t) = {x

(t)
1 , x

(t)
2 , ..., x

(t)
N }, for t = 0, 1, 2, ..., be

the parameter vector selected by optimization at step t, where x
(0) corresponds to any

initial parameter vector selected for the N packets. This can be done in a round-robin

style, e.g., let tn = (t mod N). If i 6= tn, let x
(n)
i = x

(n−1)
i . Otherwise, for i = tn, the

following optimization is carried out

x
(t)
i = arg min

x(t)
L(x

(t)
1 , ..., x

(t)
i−1, xi, x

(t)
i+1, ..., x

(t)
N , λ1, λ2). (12)

The optimal operational parameter vector x
(t) is updated until the Lagrangian L(x(t), γ,

λ1, λ2) converges. Convergence is guaranteed because the Lagrangian is non-increasing

and bounded below [13]. In fact, in our simulations, we have observed that it only takes

two to three iterations for the Lagrangian to converge. The computational complexity

mainly comes from the calculation of (6), which depends on the block size of the RS code,

N(γ). Note that the above iterative algorithm generates a set of optimal parameters of

(µ,ν,η) for a particular γ. The final optimal parameters (µ, γ,ν,η) corresponds to the

minimum Lagrangian with one particular γ and its corresponding optimal parameters of

(µ,ν,η).

If the special case, i.e., formulation (8), is considered, we can accurately (since the global

optimal solution is guaranteed) and efficiently minimize the resulting Lagrangian by using

DP due to the limited inter-packet dependencies5. For simplicity, let Ck and Tk denote

the transmission energy and transmission delay for packet k, respectively. The Lagrangian

corresponding to formulation (8) can be expressed as L(µ,ν,η, λ1, λ2) =
∑M

k=1 J(k), where

J(k) = E[Dk] + λ1Ck + λ2Tk.

From (2) and (4), the cost of each packet J(k) is a function of µk, νk, ηk and E[DL,k]. As

shown in (5), if we employ the error concealment strategy described in Sect. II-C, the cost

of the k-th packet can be described as

J(k) = J(µk−1, νk−1, ηk−1, µk, νk, ηk).

4Note that for k > M , there is no associated source coding parameter µk defined, because these packets are

parity packets. However, the number of source bits in those parity packets is determined by the maximum of the

source bits in the source packets.
5Note that due to the use of inter-packet FEC in (7), where the expected distortion for one packet depends on

the parameters selected for all the packets in the same frame, DP is not applicable in (7).
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The dual can then be evaluated via dynamic programming. The time complexity6 of this

scheme is O(M · |Q × R × P|2) [35]. Note that if a simpler error concealment scheme is

used, i.e., the lost MB is recovered from the MB with the same spatial location in the

previously reconstructed frame, the cost for packet k is in the form of

J(k) = J(µk, νk, ηk),

resulting in a time complexity of O(M · |Q ×R× P|).

VI. Experimental Results

A. Implementation Issues

In our simulations, we choose an H.263+ codec [30] to perform source coding. We use an

RCPC code with generator polynomials (133, 171), mother code rate 1/2, and puncturing

rate G = 4. This mother rate is punctured to achieve the 4/7, 2/3, and 4/5 rate codes. At

the receiver, soft Viterbi decoding is used in conjunction with BPSK demodulation. We

present experiments on flat and fast Rayleigh fading channels, and the channel parameter

is defined as SNR = a Eb

N0
, where a is the expected value of the square of the channel gain

due to Rayleigh fading. In the simulations, the bit error rates for the Rayleigh fading

with the assumption of ideal interleaving were obtained experimentally using simulations,

as shown in Table I. The test sequence used in the reported experiments is the QCIF

(176×144) Foreman sequence at a frame rate of 30 fps. Similar results are also obtained

using other test sequences such as Akiyo, Container, and Coastguard.

The distortion measurement is based on the ROPE algorithm [22]. To clearly illustrate

the proposed JSCCPA framework, we assume that channel feedback is available to the

encoder in the form of which packets are received or lost. Feedback is only utilized in

the calculation of the expected distortion and limits the impact of error propagation. In

all experiments, the feedback delay is set as 4 frames (133.3 milliseconds). We emphasize

that the feedback delay is long enough to preclude retransmissions in this setting. Rate

control is not implemented in this work. Thus, every frame has the same transmission

delay constraint of one frame time. The image quality measure used is the peak signal-to-

6Note that here we only discuss the time complexity for evaluating the dual given particular Lagrange multipliers.

The total time complexity depends on the number of times needed to find the correct Lagrange multipliers.
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noise ratio (PSNR), defined by PSNR= 10 log 2552

MSE
dB. Note that the PSNR values shown

in all the plots below are the average decoded PSNR averaged over 50 random channel

error realizations under each setting.

Channel SNR (dB) 2 6 10 14 18 22

Channel rate=1/2 1.4 × 10−3 2.2 × 10−5 2.1 × 10−6 2.4 × 10−7 6.4 × 10−8 2.8 × 10−9

Channel rate=4/7 1.1 × 10−1 5.3 × 10−4 4.1 × 10−5 1.1 × 10−5 3.8 × 10−6 1.3 × 10−6

Channel rate=2/3 3.2 × 10−1 7.4 × 10−3 1.7 × 10−4 3.5 × 10−5 1.2 × 10−5 4.2 × 10−6

Channel rate=4/5 4.2 × 10−1 4.0 × 10−2 6.6 × 10−4 1.1 × 10−4 3.6 × 10−5 1.2 × 10−5

TABLE I

Performance of RCPC over a Rayleigh fading channel with interleaving.

B. Video Transmission over Hybrid Wireless Networks

We first evaluate the performance of the proposed PFEC on a hybrid wireless network,

which consists of both wired and wireless links. We fix the transmission power in this

study. This is mainly due to the high computation complexity in calculating (7) if all

those operational components are included. In addition, this simplified case allows us

to better analyze the potential of the proposed PFEC approach in providing UEP. For

the transport-layer inter-packet FEC, we choose Γ = {(9, 9), (11, 9), (13, 9), (16, 9)} as the

available RS coding set. Longer blocks not only complicate the computation of (6), but also

introduce longer delays. The transmission rate is set as RT = 360 kbps in all simulations

of this subsection.

B.1 Product FEC vs. Link-Layer FEC

In this experiment, we compare the performances of two UEP systems: i) the UEP

product code FEC (UPE-PFEC) and ii) pure link-layer FEC (UEP-LFEC). The goal is

to illustrate the advantage of using PFEC. Both systems are UEP optimized using (7),

where the PFEC system allows transport-layer RS coding but the LFEC system does not.

The two systems have the same energy and transmission delay constraints.

We illustrate the performance of the two systems in Fig. 3, where we plot the average

decoded PSNR for various average SNR values in the wireless link and packet loss rates
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α in the wired link. As shown in Fig. 3, with the above simulation setup, when α is

small, LFEC is close to PFEC. However, as the wired link gets worse, PFEC starts to

outperform LFEC by up to 2.5 dB. This improved performance is due to the use of cross-

packet protection in the transport layer. Table II shows how link-layer FEC rates are

selected in the two systems. As can be seen, as the channel SNR improves, less link-

layer protection is needed, i.e., higher channel rates are used. Second, compared to the

LFEC approach, the PFEC approach uses lower rate codes of link-layer FEC because of

the overhead from the transport-layer FEC. In addition, we can see in the table that the

link-layer FEC rates do not follow the change of α. This implies that the link-layer FEC

is apparently less efficient than transport-layer FEC in reacting to packet losses in the

wired link, because the link-layer FEC does not provide inter-packet protection. Another

observation from Fig. 3(a) is that when α = 0, which corresponds to the case where the

wired link is error free, the inter-packet FEC in the transport layer becomes unnecessary

and thus the optimized PFEC is equivalent to LFEC.
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Fig. 3. (a) PSNR vs. α (b) PSNR vs. average channel SNR, for PFEC and LFEC.

B.2 UEP vs. EEP

In the second experiment, we illustrate the advantage of UEP by comparing the perfor-

mance of two PFEC systems: i) UEP product FEC (UEP-PFEC) and ii) EEP product

FEC (EEP-PFEC). Both systems use a product FEC and are optimized within (7). The
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Link-layer FEC rates Link-layer FEC rates

α Channel SNR (dB) in percentage in UEP-PFEC in percentage in UEP-LFEC

cr=1/2 cr=4/7 cr=2/3 cr=4/5 cr=1/2 cr=4/7 cr=2/3 cr=4/5

6 28.9 68.9 0.7 1.5 94.8 5.2 0 0

8 26.7 5.2 68.1 0 63 8.9 28.1 0

0.1 10 3 0 89.6 7.4 28.9 0 71.1 0

12 0.7 0 80.8 18.5 7.4 0 91.1 1.5

16 0.7 0 23.7 75.6 0 0 80 20

6 54.1 45.9 0 0 91.1 8.9 0 0

8 17.8 10.4 71.8 0 47.4 11.9 40.7 0

0.2 10 2.2 0 97.8 0 23.7 0 76.3 0

12 2 0 98 0 3 0 94 3

16 1.5 0 11.8 86.7 0 0 60 40

TABLE II

Link-layer FEC rates in percentage in the UEP-PFEC and UEP-LFEC system (cr

denotes channel rate).

difference is that the EEP system has fixed link layer FEC, while the link layer FEC in

the UEP system is optimally employed. For the two systems, we plot in Fig. 4 the aver-

age decoded PSNR under different average channel SNR. It can be seen that UEP-PFEC

achieves the upper bound of all EEP-PFEC systems, and outperforms the best of all EEP

systems by around 0.2 dB at all channel conditions. The gain comes from the higher

flexibility of the UEP-PFEC approach, where link-layer coding parameters can be opti-

mally assigned to different packets to achieve UEP for video packets that are of different

importance.

C. Video Transmission over Wireless Links

In this study, we consider video transmission over a single wireless link. This can be

regarded as a special case of hybrid wireless networks where the wired link is error and

delay free. In the study above, we have shown that when the wired link has no errors

(α = 0), transport-layer inter-packet FEC is not necessary; thus it is omitted, which

makes the computations much more efficient. The goal of this subsection is to study the

effectiveness of channel coding (intra-packet FEC) and power adaptation in achieving the
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Fig. 4. PSNR vs. average channel SNR (α=0.1), for UEP and EEP.

optimal UEP. We focus on the trade-off of the two adaptation components.

C.1 Performance Comparison of JSCPA and RERSC Systems

In this experiment, we compare the performance of two systems: the proposed frame-

work in (8) with fixed channel coding rate, which is referred to as JSCPA (joint source

coding and power adaptation) system, and an RERSC (reference error resilient source

coding) system which uses a fixed channel coding rate and transmission power. The

transmission power levels can be adapted depending on the CSI and source content in the

JSCPA system, but is fixed in the RERSC system. We refer to the RERSC system as

the reference system, and evaluate it under different channel SNR (referred to as refer-

ence channel SNR) to generate the energy constraints for the JSCPA system. Thus, the

two systems have the same transmission delay constraints and use the same amount of

transmission energy.

We illustrate the performance of the two systems in Fig. 5(a), which shows the average

decoded PSNR for the Foreman sequence under different channel SNR when RT = 360

kbps, and Fig. 5(b), where we plot the average decoded PSNR versus transmission rate

when the reference channel SNR is 12 dB. As shown in Fig. 5, by adjusting the power

levels, the JSCPA system achieves a significant gain over the RERSC system. When

the channel SNR is small, e.g., 8 dB, the gain can be as large as 6 dB in PSNR. The

gain comes from the higher flexibility of the JSCPA approach, where the power level can
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be optimally assigned to different packets to achieve UEP for video packets that are of

different importance. In addition, from Fig. 5, we can see that under some settings, JSCPA

achieves little gain over RERSC [e.g., when the channel SNR is 12 dB and the channel

coding rate used is low, as shown in Fig. 5(b)]. This observation can help us assess the

effective components in designing a practical video streaming system. Table III shows how

transmission power is optimally selected for transmitting video packets in the proposed

JSCPA system. The values inside the parentheses denote the percentage of packets with

transmission power level 1, 2, 3, 4, 5, respectively. Note that the power level parameters

1, 2, 3, 4 and 5 are simplified substitutes for the actual transmission power values. The

actual values are proportional to those parameters.
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Fig. 5. JSCPA vs. RERSC (a) PSNR vs. average channel SNR with RT = 360 kbps (b) PSNR vs.

transmission rate with reference channel SNR be 12 dB (cr denotes channel rate in the legend).

C.2 Performance Comparison of JSCCPA and JSCPA Systems

In the second experiment, we compare the performance of the JSCCPA system as in (7)

and the JSCPA (joint source coding and power adaptation) system, in which the channel

coding parameter is fixed. Note that the two systems have the same transmission delay and

energy constraints, which are obtained from the corresponding reference RERSC systems.

For the two systems, we plot the average decoded PSNR for the Foreman sequence under

different channel SNRs when RT = 360 kbps in Fig. 6(a) and at different transmission
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Reference SNR (dB) 6 12 20

Channel rate=1/2 (2.4,18.5,73.9,5.1,0) (12.6,32.4,33.9,19.6,1.4) (62.3,0,12.9,0,24.8)

Channel rate=4/7 (18,0,14.3,66.1,1.6) (2.3,29.9,56.4,11.0,0.3) (10,35,39.2,13.4,2.3)

Channel rate=2/3 (40,0,0,13,47) (0.7,13.9,66.1,18.7.0.6) (11.6,10.8,69.1,6.9,1.6)

Channel rate=4/5 (45.8,0,0,0,54.2) (2,4.1,41.8,47.3,4.9) (8.2,31.5,43.8,15.3,1.3)

TABLE III

Power level allocation of power level (1,2,3,4,5) in percentage in the JSCPA system

(the reference power level is 3).

rates when the reference channel SNR is 12 dB in Fig. 6(b). It can be seen that the

JSCCPA approach achieves the upper bound of all JSCPA approaches. The gain comes

from the higher flexibility of the JSCCPA approach, where channel coding parameters can

be optimally assigned to different packets to achieve UEP. Table IV shows how channel

coding rates are selected by the JSCCPA system. As can be seen, as the channel SNR

improves, less channel protection is needed.
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Fig. 6. JSCCPA vs. JSCPA (a)PSNR vs. average channel SNR with RT = 360 kbps (b) PSNR vs.

channel transmission rate with the reference channel SNR be 12 dB (cr denotes channel rate in the

legend).
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Reference SNR (dB) 6 8 10 12 14 16 18 20

Channel rate=1/2 96.2 67.7 41.2 19.6 6.7 4.7 1.0 1.6

Channel rate=4/7 3.8 31.9 57.3 69.6 61.3 35.0 17.8 5.6

Channel rate=2/3 0 0.4 1.5 10.8 31.3 57.7 73.9 69.6

Channel rate=4/5 0 0 0 0 0.7 2.6 7.3 23.2

TABLE IV

Channel coding rates in percentage in JSCCPA system.

VII. Conclusions

We have studied cross-layer resource allocation for energy efficient video communica-

tions over a hybrid wireless/wire-line network. By assuming that the encoder can access

and specify the resource allocation parameters in the underlying layers, the cross-layer

resources are optimally allocated according to the joint source-channel coding and power

adaptation (JSCCPA) framework, where various error control components, such as error

resilient source coding, transport-layer FEC, link-layer FEC, power adaptation and er-

ror concealment, are jointly considered. Our focus is on the channel coding and power

adaptation.

We first demonstrated the outstanding performance of the proposed PFEC which can

provide optimal UEP for video streams. Next, through simulations on a hybrid wireless

network, we showed that transport-layer FEC is not necessary if the wired link has no

error, based on our simulation setups. In addition, we demonstrated the advantage of

jointly adapting the link-layer FEC and transmission power to the varying wireless channel

conditions.

The proposed framework not only provides an optimization benchmark against which

the performances of other sub-optimal systems can be evaluated, but also gives rise to a

useful tool in assessing the effectiveness of different adaptation components in practical

system design. In addition, the proposed algorithm based on Lagrangian relaxation can

be generally used to tackle the optimization problem with two constraints.
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