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Abstract—We consider a situation where a video sequence is to
be compressed and transmitted over a wireless channel. Our goal
is to limit the amount of distortion in the received video sequence,
while minimizing transmission energy. To accomplish this goal, we
consider error resilience and concealment techniques at the source
coding level, and transmission power management at the physical
layer. We jointly consider these approaches in a novel framework.
In this setting, we formulate and solve an optimization problem
that corresponds to minimizing the energy required to transmit
video under distortion and delay constraints. Experimental results
show that simultaneously adjusting the source coding and trans-
mission power is more energy efficient than considering these fac-
tors separately.

Index Terms—Error concealment, error resilience, expected dis-
tortion, optimal mode selection, power and rate control.

I. INTRODUCTION

I N A WIRELESS setting, efficiently utilizing transmission
energy is an important design consideration [1], [2]. Since

most users of a wireless network are mobile, they must rely on
a battery with a limited energy supply. Minimizing transmission
energy can extend the lifetime of this battery. In covert commu-
nications, using the smallest amount of transmission energy to
convey a message will decrease the likelihood of that message
being intercepted. Reducing transmission energy can also de-
crease the interference between users sharing a wireless link, as
well as increase the overall network capacity. Therefore, energy
efficiency is a critical aspect of wireless communications.

In this paper, we introduce techniques for minimizing the
energy needed to transmit a video sequence with an accept-
able level of video quality and with tolerable delay. Two fac-
tors that directly impact this objective are the use of error con-
cealment and resilience techniques at the source coding level,
and the allocation of physical layer communication resources
(such as the transmission power). Each of these factors has been
well studied on its own. In this paper, we approach the problem
of energy efficiency by jointly considering these factors in a
common framework. We argue that the source coding and phys-
ical layer parameters should be adjusted simultaneously instead
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of adapting each independently. Experimental results show that
this combined approach offers increased energy efficiency over
approaches that focus on these factors separately.

Transmitting multimedia over unreliable networks, such as
IP or cellular networks, has been an active field of research (see
[3] for a recent survey). Work in this area has focused on var-
ious error resilience and error concealment techniques for mini-
mizing the effects of losses [3]–[7]. These techniques attempt to
encode the video sequence in ways that minimize the distortion
at the receiver, given a statistical characterization of the channel
errors. In [8], [9], the problem of optimal mode selection for
transmission over lossy channels was considered. Knowledge of
the decoder concealment strategy and the probability of packet
loss were used by the encoder to select the coding mode for
each macroblock that minimizes the expected distortion at the
receiver. A similar approach was adopted in [10], [11]. The au-
thors in [10] showed that the expected distortion at the receiver
can be calculated recursively from frame to frame. In [11], the
optimal placement of resynchronization markers is also con-
sidered. The techniques above assume that the probability of
packet loss cannot be changed. In our work, by jointly consid-
ering the allocation of power at the physical layer, we incorpo-
rate the ability to control the loss characteristics of the channel.
Therefore, we are able to adjust the reliability of the channel in
response to variations in the source content.

At the physical layer, communication over wireless channels
has also received considerable attention. Many of the physical
layer techniques that have been considered for wireless chan-
nels can be classified as dynamic resource allocation techniques
[12]. With these techniques, the transmitter can dynamically al-
locate communication resources, such as power and bandwidth,
over time. The allocation may be based in part on any avail-
able knowledge of time-varying channel fading and interfer-
ence. Transmitter power management has been an active field
of research and was studied in [13]–[15], [1], [2]. Examples
of transmitter power control are part of most emerging wire-
less standards [12]. One of the main assumptions made in de-
veloping these techniques is that the information bits are all
equally important. Therefore, the emphasis is on performance
measures such as throughput, assuming that all the bits must
be delivered with an acceptably small probability of error. In
video applications, this assumption does not hold because cer-
tain bits or packets can have greater significance. This signif-
icance depends on the source content as well as the particular
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source coding technique used. In our approach, the significance
of each packet is used to simultaneously adjust the transmission
power and the source coding parameters. Our goal is to effec-
tively allocate power and bits in order to achieve the best pos-
sible video quality for the minimum amount of energy.

Recently there has been an increased interest in energy effi-
cient wireless communications. Much of this work is fueled by
the limited battery supply in mobile devices. In order to extend
battery life, significant efforts have been made toward reducing
the processing power required by the codec, decreasing trans-
mission power, and increasing the efficiency of the power am-
plifier in mobile devices. In [16], saving transmitter power by
judiciously suspending the communication device was studied.
Here the strategy was to turn off the communication device com-
pletely whenever it was not needed, and only turn it on when
required by the application.

Currently, there is an active field of research that focuses
on minimizing transmission energy/power under quality of ser-
vice requirements [17]–[20]. In order to efficiently utilize trans-
mission energy, transmission rate adaptation along with trans-
mission power adaptation has recently been studied [17], [18].
In [17], transmission rate adaptation is considered jointly with
the source coding. This approach varies the transmission rate
and source coding parameters per packet in order to minimize
the total transmission energy needed to meet both distortion
and delay constraints. An extension to this work, in which the
number of macroblocks per packet is incorporated into the opti-
mization, can be found in [21]. In this work, the authors assume
that the transmission is nearly error free and therefore ignore
distortion due to channel errors. The work presented here incor-
porates losses as well as the concealment strategy used at the
decoder.

In [19], initial results where presented on minimizing the
transmission energy required to meet expected distortion
constraints. Knowledge of the concealment strategy and the
relationship between transmission power and the probability
of packet loss were used to simultaneously adjust the source
coding parameters and transmission power per packet. Delay
constraints imposed by the application were not considered in
this work.

In [20], the authors considered the allocation of transmission
rate between source and channel coding, as well as controlling
the transmission power. Their goal was to use the minimal power
to maintain a desired quality of service based on measurements
such as throughput and error rate. They looked at both transmis-
sion power and the processing power required for source and
channel coding. In this work, error concealment at the decoder
was not considered. In addition, the authors did not consider
varying the transmission power in order to provide a different
quality of service to each packet. In our work, we incorporate
the ability to change the protection given to each packet based
on how difficult it is to conceal.

This paper is organized as follows. In the next section, we
provide an overview of wireless video communication systems.
In Section III, we present the problem formulation in detail. Sec-
tion IV provides a general solution approach to the problem. We
present an algorithm for optimally selecting the source coding
parameters and transmission power per packet in Section V. Sec-

Fig. 1. Major components in a wireless video communication system.

tion VI presents experimental results. Conclusions are presented
in Section VII.

II. OVERVIEW OF WIRELESSVIDEO COMMUNICATIONS

In this section, we provide a brief high-level overview of a
wireless video communication system. Fig. 1 highlights some
of the major conceptual components found in such a system.
The video encoder takes in an original video sequence and out-
puts an encoded version of that sequence. The two main objec-
tives of the video encoder are to compress the video sequence
and to make the encoded video resilient to errors. Compression
reduces the number of bits used to describe the video sequence
by exploiting both temporal and spatial redundancy contained
in the sequence. The encoded video will be transmitted over a
wireless channel that is lossy by nature. Therefore, the video se-
quence must be encoded in an error resilient way that minimizes
the effects of losses on the decoded video quality.

The channel encoder adds redundancy to the bit stream via
coding, in order to protect it from channel errors. Redundancy
enables error detection and/or correction to be used at the
channel decoder. The channel coding rateis a measure of
the redundancy added by the channel encoder and is defined as
the number of video encoded bits per channel encoded bit.

The channel-encoded bit stream is then modulated and
sent over the wireless channel. The modulation rate is
the number of channel-encoded bits per second transmitted
across the channel. In addition to the modulation rate, the
average transmission power used by the modulation scheme
is an important quantity. The average transmission power
directly affects the probability of error. The tradeoff for a lower
probability of error is higher transmission power levels. In this
paper, we show how this tradeoff can be managed in a way that
minimizes the amount of transmission energy used to provide
an acceptable level of video quality.

The wireless channel is modeled as a fading process that at-
tenuates the transmitted signal plus an additive noise process.
The fading process captures time variations in the channel re-
sponse due to multipath interference, as well as shadowing and
path loss. The noise process models thermal noise added in
the receiver as well as other sources of interference. In a wire-
less setting,channel state information(CSI)—e.g., indicating
the channel’s fading level—may be available at the transmitter.
Such information can be gained through direct feedback, de-
tecting a pilot signal or measurements of the received signal in
a duplex connection.

At the receiver, the demodulated bit stream is processed by
the channel decoder, which performs error detection and/or
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Fig. 2. System block diagram considered in this paper.

correction. Corrupt information can either be passed onto the
video decoder or discarded. In this work, we assume that only
error-free information is passed onto the video decoder and that
corrupt data is considered lost. Instead of trying to determine
where the error has occurred in a packet, we discard any packets
in which an error is detected. We assume that the probability of
an error being undetected is far smaller than the likelihood of a
packet being lost due to a deep fade in the channel.

The video eecoder is responsible for reconstructing the re-
ceived video sequence for display. Because some encoded in-
formation may have been lost, e.g., due to a deep fade in the
channel, the video decoder must conceal any lost information.
In this paper, we argue that knowledge of the error-concealment
strategy used by the decoder is critical for the efficient alloca-
tion of both transmission power and source-coding resources.

III. PROBLEM FORMULATION

We jointly consider adapting the source coding and physical
layer parameters in order to efficiently utilize transmission en-
ergy while providing acceptable video quality. We consider the
system shown in Fig. 2. In this setting the channel state infor-
mation, as well as the decoder concealment strategy, are used
to control the source-coding parameters and the transmission
power. Our goal is to limit the amount of distortion in the re-
ceived video sequence while using the minimal required trans-
mission energy.

A. System Model

1) Source Coding:We consider a video application, where
the video is encoded using a block-based motion-compensated
video-coding technique (e.g., H.263 [22], MPEG-4 [23],
etc.). With such a technique each frame is divided into
macroblocks. We assume that the macroblocks are numbered in
scan line order and divided into groups called slices. Each slice
is assumed to be independently decodable. This means that
the video segment contained in each slice can be reconstructed
independently of the other slices. After each slice is encoded,
it is transmitted across a wireless channel as a separate packet.
In the following, slice and packet will be used interchangeably.
Let be the number of packets in a given frame andbe the
packet index.

For each macroblock, source-coding parameters such as the
coding mode (inter/intra/skip) and the quantization step size are
specified. We use to denote the source-coding parameters for
all the macroblocks in theth packet. Similarly, let denote
the total number of bits used to encode theth packet. is
a function of the source coding parameters for that packet. We
will use to explicitly indicate this dependency. We as-
sume that also accounts for any additional overhead that is
required for each packet.

2) Modulation and Channel Coding:In addition to the
source-coding parameters, we assume that the average trans-
mission power used for each packet can be adjusted. For theth
packet, let be the average transmission power. We assume
that the channel coding rate and the modulation rate,
are fixed. Thus, each packet is transmitted at a fixed rate of

encoded video bits per second. The transmission
delay for the th packet is, therefore, seconds.

B. Transmission Energy

Recall that we are interested in minimizing transmission en-
ergy. The total energy used to transmit all the packets in a frame
is

(1)

where is the energy used to transmit theth packet. Notice
that the total transmission energy is a function of the number of
bits used to encode each packet and the power used to transmit
them. This is one reason why we consider adapting the source
coding and transmission power jointly.

C. Transmission Power and Probability of Packet Loss

The average transmission power used by a modulation
scheme directly affects the probability of packet loss. By
adjusting the transmission power we are able to control the
level of protection we provide for each packet. We assume that
a function , relating the transmission power to the probability
of packet loss, is known at the transmitter. This function can be
determined from either empirical measurements or an analy-
tical model of the wireless channel; we provide one example
of this in Section VI. Let denote the probability of loss for
the th packet. If average transmission power is used for
the th packet, we have

(2)

Conversely, we can define the minimum transmission power re-
quired to achieve a desired probability of loss as

(3)

Assuming that is strictly monotonic, then will be the inverse
of the function .

The work in this paper is applicable to any mapping between
and . What is important is that a function relating the

transmission power to the probability of packet loss is known
at the transmitter. Therefore, the work in this paper is not lim-
ited to a particular wireless communication scheme and can be
applied to any system where the relationship between transmis-
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sion power and probability of packet loss can be found. In the
next section, we discuss how the quality of the decoded video is
affected by the power allocated to each packet.

D. Expected Distortion

We consider the case where video quality is indicated by
the expected distortion at the receiver, where the expectation is
taken with respect to the probability of packet loss. The distor-
tion between the original frame and the received frame depends
on both the probability of packet loss and the source-coding
parameters. The source encoder introduces distortion through
quantization. The source encoder also affects the propagation of
errors through mode selection [8]–[11]. As discussed above, ad-
justing the transmission power controls the probability of losing
a packet.

We assume that the transmitter only knows the probability
that a packet has arrived at the receiver. Thus, the distortion
at the receiver is a random variable. Let represents the
expected distortion at the receiver for theth packet. Given the
probability of loss for the th packet, , the expected distortion
for the th packet can be written as

(4)

where is the expected distortion for theth packet if the
packet is received correctly at the decoder, and is the ex-
pected distortion if it is lost. The reference frame at the encoder
and at the decoder may be different because of packet losses.
Therefore, due to temporal prediction, the distortion incurred if
a packet is received (or lost) is also random. Hence, the expec-
tation on the right-hand side of (4).

The expected distortion if a packet is received, , de-
pends only on the source-coding parameters for that packet. In
other words, if the source-coding parameters for theth packet
are fixed, then is also fixed. We will use to
explicitly indicate this dependency. The probability of loss for
the th packet depends on the transmission power used for
that packet, as in (2).

The expected distortion , if a packet is lost, depends
on the concealment strategy used at the decoder. We assume
that the encoder knows the concealment strategy, i.e., the en-
coder knows exactly how the decoder will conceal a macroblock
if it is lost. Most concealment techniques today use informa-
tion from neighboring macroblocks in order to conceal a lost
macroblock [4], [5]. For example, many concealment strategies
use temporal replacement based on the motion information of
neighboring macroblocks [6], [7]. These techniques calculate a
concealment motion vector for the lost macroblock based on the
motion vectors of its neighboring macroblocks. The lost mac-
roblock data is then replaced with the macroblock in the pre-
vious frame at the location defined by the concealment motion
vector. In [24], it was shown that temporal replacement results
in lower perceptual distortion than spatial interpolation. In Sec-
tion VI, we present experimental results using a temporal con-
cealment strategy.

The work presented here is applicable to any distortion
metric. Thus the methods developed for minimizing transmis-
sion energy do not depend on how the distortion for a packet is
measured. Therefore, as more sophisticated perceptual based

distortion metrics are developed, such as the ones in [25] and
[26], they may be used to calculate the distortion. Currently
the mean squared error (mse) is commonly used to define the
distortion. In [10] it is shown that the expected distortion for
a frame, as in (4), can be calculated recursively if the mse
distortion metric is used. This means that in order to calculate
the expected distortion for each pixel in the current frame we
only need to keep track of the first and second moment of each
pixel value in the previous frame.

E. Optimization Formulation

Our goal is to control both the source-coding parameters and
the transmission power in order to minimize the energy required
to transmit a video frame at some acceptable level of quality and
with tolerable delay. We can formally write this optimization as

minimize

subject to

and

(5)

where is the acceptable expected distortion for theth
packet, is the total transmission delay for the frame, and

is the maximum amount of time that can be used to transmit
the entire frame. Recall that is the transmission
energy for the th packet. Thus, the objective in (5) is to
minimize the energy used to transmit the entire frame.

The acceptable level of quality for each packet may vary
based on the application. For example, in a surveillance sce-
nario, video packets containing the object being tracked may re-
quire more stringent distortion constraints than the background.
Therefore our approach allows different packets to have dif-
ferent levels of acceptable distortion, . The acceptable distor-
tion for each packet must be specified, and therefore, the’s
are known constants in our formulation.

When is between and , we constrain
the expected distortion for that packet to be equal to. We
assume that there exists a coding option for each packet that
has . If this condition is not satisfied, then
the problem becomes infeasible. Also, must be
less than . This makes sense because it says that the
distortion resulting from a packet being lost and concealed
( ) must be greater than the distortion if the packet is
received ( ). If this were not true, then it would be
better not to send the packet and instead let the decoder conceal
it.

When is greater than , it means that the expected
distortion if the packet is lost is below the acceptable distortion
level. Therefore, we need not transmit this packet and thus the
expected distortion for this packet equals . This is a very
important special case, similar to the “skip” mode in the MPEG
and H. standards. We will therefore refer to this as thegener-
alized skip mode.The generalized skip mode is an option that
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allows the transmitter to save both time and energy by not trans-
mitting a packet. In the previously mentioned standards, a mac-
roblock that is encoded using the skip mode is reconstructed at
the decoder by copying the spatially equivalent macro block in
the previous frame to the current macroblock location. By using
the generalized skip mode, the encoder forces the decoder to
conceal all the macroblocks in a packet using information from
neighboring packets. For example, if there is a high correla-
tion between the motion in a group of neighboring macroblocks,
then the encoder could chose not to transmit selected packets if
their expected distortion when concealed is acceptable. This al-
lows the transmitter to exploit the correlation between the neigh-
boring macroblocks in order to allocate more time and energy
to other packets.

In many applications, such as video conferencing and
streaming, there is a limited amount of time by which the video
sequence must arrive at the decoder [27], [28]. We assume that
processing and propagation delays are constant and can be
ignored in this formulation. We only need to concern ourselves
with the transmission delay. Typically, a higher level rate
controller will assign a bit budget to each frame in order to
meet any delay constraints imposed by the application. The
video encoder must then encode each frame so that it meets
this bit budget constraint. In our work, we assume that a similar
delay controller assigns a transmission delay constraint to each
frame. This means that each frame must be transmitted within

seconds. Note that the value of can vary from frame to
frame. Since the transmission rateis fixed, the transmission
delay constraint translates directly to a bit budget constraint for
the frame. Therefore, is the maximum number of bits that
can be used to encode a given frame. If a frame uses less than its
maximum transmission time, the excess time may be allocated
to future frames. In future work, we plan to incorporate rate
adaptation into the optimization. This means that, ,
and therefore could vary from packet to packet. Thus, a bit
budget constraint is no longer applicable. This is why we use
a delay constraint instead of a bit budget constraint per frame.
Initial work on using transmission rate adaptation for energy
efficient wireless video communications can be found in [17].

We assume that a higher level controller assigns an expected
distortion constraint to each packet , and a transmission
delay constraint to each frame. Our objective is then to
select the source-coding parametersand the transmission
power per packet that minimize the amount of transmission
energy needed to meet the quality and delay constraints. In the
next section, we present methods for meeting this objective.

IV. M INIMIZING TRANSMISSIONENERGY

In this section, we present a solution to the minimum
transmission energy optimization problem in (5). We present
methods for selecting the optimal source-coding parameters
and transmission power per packet that minimize the total
transmission energy for a video frame. First we use Lagrangian
relaxation for the delay constraint. Then, we discuss how the
distortion constraint couples the transmission power to the
source-coding parameters and thus allows us to reformulate our
problem as an optimal source-coding problem.

A. Lagrangian Relaxation

In order to meet the transmission delay constraint we intro-
duce a Lagrange multiplier and solve the following relaxed
problem:

minimize

subject to

(6)

where is the cost function to be minimized, and the
distortion constraint is identical to the one in (5). The cost in
(6) is comprised of the transmission energy for the frame, plus
the total transmission time multiplied by. By appropriately
choosing , the solution to (5) can be obtained within a
convex-hull approximation by solving (6) [29]. In this way, we
are able to solve a simpler relaxed problem a few times instead
of solving a hard problem once.

Notice that acts like a constant power multiplying the trans-
mission time for the frame. Thus, the second term in the cost
function can be interpreted as a constant energy that depends
only on the transmission time for the frame. Therefore, asin-
creases, coding options with lower transmission times become
more favorable than ones that take longer to transmit.

B. Cost Function Redefined Using the Distortion Constraint

Recall that the expected distortion for theth packet is de-
fined in (4). Therefore, by setting the expected distortion for the

th packet equal to the expected distortion constraint in (6) and
solving for , the probability of loss for theth packet can be
expressed as

if

if
(7)

Equation (7) is used to calculate the exact probability of loss re-
quired for each packet to meet its expected distortion constraint.
Recall that if is greater than , we do not transmit the

th packet, and therefore set equal to one.
We can substitute (7) into (3) in order to express the trans-

mission power required for theth packet to meet its distortion
constraint as

if

if
(8)

Therefore, the required power for theth packet depends on
the source-coding parameters for that packet, which determine

, and the distortion incurred if the packet is lost,
.
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By combining (1) and (8), the required transmission energy
for the th packet is given by

if

if
(9)

Equation (9) specifies exactly how much energy is needed to
transmit each packet in order to meet its expected distortion con-
straint.

We can now redefine the cost for transmitting all the packets
in the frame to be

(10)

where is the cost for transmitting theth packet given by

if

if
(11)

Recall that the function is known at the transmitter and is
used to relate the transmission power to the probability of loss.
Since the transmission rate is fixed, is a constant. The ex-
pected distortion constraint for each packet,, and are spec-
ified, and are therefore constants in the equations above. Thus,
the only variables are , , and . Note
that due to the concealment strategy, may be a function
of the source-coding parameters and transmission power used
for neighboring packets in the frame.

C. Coupling Power to Source-Coding Parameters

We now show how the distortion constraint couples the trans-
mission power per packet to the source-coding parameters for
the frame. This enables us to reduce our overall problem of
finding the optimal source coding and transmission power al-
location for the frame into a problem of finding the optimal
source-coding parameters that minimize the total cost for the
frame.

We assume that the concealment strategy used by the decoder
is spatially causal.This means that the decoder will only use in-
formation from previously received packets in order to conceal
a lost packet. Therefore, can only depend on how previ-
ously transmitted packets were encoded and the likelihood that
they arrived correctly at the decoder. Future packets will not af-
fect the concealment of the current packet.

For the first packet in a frame, there are no previous packets
in that frame that can be used to help conceal it. Therefore, the
expected distortion if the first packet is lost, , must be a
known constant. Given , (11) can be used to calculate
the exact cost for transmitting the first packet based only on
its source-coding parameters, i.e., . When the source-
coding parameters for the first packet are fixed, the transmission
power for that packet is also fixed using (8). In other words, for

Fig. 3. Source-coding tree for a frame containing three packets, where each
packet can be encoded in one of two ways,I or P.I represents thekth packet
coded using the first option and Prepresents thekth packet coded using the
second option. The weight of each branch,J (�), represents the cost for coding
thekth packet given the coding sequence for the previous packets.

a given , (8) tells us exactly how much transmission power to
use for the first packet in order to meet its expected distortion
constraint.

Once the source coding—and therefore the transmission
power—for the first packet are fixed, must become
a known constant since it can only depend on how the first
packet is encoded and transmitted. When is known,
(11) can again be used to determine the cost for the second
packet based only on its source-coding parameters. The
third packet in the frame may depend on the previous two
packets for concealment. If the source-coding parameters for
the first and second packet are fixed, must be a known
constant, and therefore the cost for the third packet is uniquely
defined by its source-coding parameters. We can continue to
recursively calculate the cost to transmit all the packets in the
frame based solely on the source-coding parameters for the
previous packets.

A source-coding sequence specifies the source-coding pa-
rameters for a group of packets. As shown above, the source-
coding sequence used for the frame uniquely defines the trans-
mission power and energy as well as the total cost for the frame.
Therefore, in order to minimize the total cost, , we only need
to find the source-coding sequence that has the smallest cost. In
summary, we have shown that the distortion constraint in (6),
along with a spatially causal concealment strategy, allows us to
simplify our problem of finding both the optimal source-coding
parameters and transmission power per packet into a problem of
finding only the optimal source-coding sequence for the frame.

D. Tree Structured Optimization

All the possible source-coding sequences can be thought of
as asource coding tree,as shown in Fig. 3. Each node in the tree
represents a particular source coding choice for a given packet.
The weight of each branch represents the cost of coding a packet
given the source-coding sequence for the previous packets. The
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terminal cost for every sequence is zero. We must find the least
costly path from the start to the end. In the example shown in
Fig. 3, there are three packets in the frame, and each packet can
be encoded in one of two ways, e.g., in one of two modes. We
denote the th packet encoded using the first option as I, and
using the second option as P.

Since all the previous packets may affect the cost for the
current packet, this is a tree-structured dependent optimization
problem [30]. Shortest-path algorithms can be used to find the
optimal source-coding sequence. The drawback of such an ap-
proach is that the entire source-coding tree, which grows ex-
ponentially with the number of packets, must be explicitly con-
structed before these algorithm can be applied. Next, we present
an alternative algorithm that finds the optimal source-coding se-
quence without having to explicitly construct the entire tree,
thereby reducing the computational complexity in finding the
optimal answer.

V. OPTIMAL SOURCE-CODING ALGORITHM

In this section, we introduce an algorithm that finds the op-
timal solution to the minimum transmission energy formulation
(5). We conclude with a simple example to demonstrate how our
algorithm works. The concealment strategy used by the decoder
introduces dependencies between packets through the calcula-
tion of . This means that the cost for a given packet
depends on how its neighboring packets are encoded and trans-
mitted. Our algorithm exploits the possible limitations of the de-
pendencies between packets in order to arrive at the optimal an-
swer without checking every possible source-coding sequence.

The source-coding tree for the frame is constructed in reverse.
If a group of paths originating at a common node do not depend
on what coding choices are made for previous packets, their
path weights must be known constants. Therefore, pruning be-
tween paths is only done when the cost of the paths originating
at a common node are constant. When all the packets have been
incorporated into the tree, the cost for each of the remaining
coding sequences must be a known constant, as discussed in
Section IV-C. Therefore, when all the packets are incorporated
into the tree, we are able to prune down to one coding sequence.
This coding sequence is the one that minimizes the total cost for
the frame. Remember that the transmission power used for each
packet in this coding sequence is defined by (8). Therefore, the
algorithm will always converge to the optimal source-coding se-
quence and power per packet that minimize the total cost,.
If the resulting transmission time is greater than, then is
adjusted until the delay constraint is met. Like all Lagrangian
relaxations, finding the value of that produces the optimal an-
swer to the unrelaxed problem (5) can be performed in a variety
of ways [29]. Once a frame has been encoded and transmitted,
the next frame can be optimized.

Next, we formally present our algorithm. This is followed by
an example to help illustrate how the algorithm works.

Given: , , , , and the concealment strategy.

1) Define for the concealment strategy used at the
decoder.

2) Determine the dependencies between the packets in a
frame based on the concealment strategy.

3) Initialize: Let . (start with the last packet)
4) Construct the sub-graph of the source-coding tree which

contains the following nodes: i) all of the source-coding
choices for the th packet, ii) all of the packets that theth
packet depends on for concealment, and iii) the surviving
source-coding combinations for the packets already con-
sidered.

5) For any group of paths in the sub-graph originating at a
common node (root) and whose costs are only functions
of packets through , keep as a survivor the path with
the smallest total cost.

6) If , decrement by one and go to step 4. Otherwise
stop.

A. Example Implementation of the Algorithm

In this example, we demonstrate how our algorithm is used to
encode and transmit a video frame with the minimum required
transmission energy. We assume that each transmitted packet
contains only one macroblock. Therefore, each macroblock is
independently encoded by defining a slice to be a single mac-
roblock. This packetization scheme has a low coding efficiency
but helps illustrate the concepts introduced in this paper. As-
sume that for each macroblock we can select the coding mode,
Intra (I) or Inter (P). Therefore, the coding mode is the source-
coding parameter that must be specified for each packet.

For the concealment strategy, we assume that if a mac-
roblock is lost, the motion vector of the spatially neighboring
macroblock to the left is used as the concealment motion vector
for the lost macroblock. If the previous macroblock is also lost,
then the concealment motion vector for the current macroblock
is set to zero. If a macroblock is on the left edge of the frame,
then the concealment motion vector for that macroblock is also
set to zero.

Step 1: For this concealment strategy we define to be

if not on left edge

if on left edge

(12)

where is the probability that the neighboring macroblock
to the left is lost, is the expected distortion if the con-
cealment motion vector equals the motion vector of the previous
macroblock, and is the expected distortion if the con-
cealment motion vector equals zero. For all the macroblocks on
the left edge of the frame, a constant.

Step 2: Based on the concealment strategy described above,
we draw the dependencies between packets in the frame, as
shown in Fig. 4. This illustrates which neighboring packets are
used to help conceal each packet if it is lost. For this conceal-
ment strategy the dependencies between packets do not cross
between rows of packets. Therefore, each row of macroblocks
can be independently optimized. Note that Fig. 3 is the source-
coding tree for one row of packets in this example.

Steps 3 and 4:We demonstrate how to apply our algorithm
to the first row of packets. The optimization process for the other
rows in the frame is identical. We construct the sub-graph con-
taining all the ways to encode the last packet in the first row
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Fig. 4. Dependencies between packets due to the concealment strategy. This
figure shows which packets are used to conceal each packet if it is lost. For
example, if packet 3 is lost, then the motion vector of packet 2 is used to help
conceal packet 3.

Fig. 5. Sub-graph containing all possible source-coding combinations for
the last packet and the packet it depends on for concealment. A source-coding
option that has been pruned is indicated with dashed lines through it. Branch
weights that are unknown are identified with a question mark.

(packet 3) and the packet it depends on for concealment (packet
2), as shown in Fig. 5.

Step 5: Recall that depends on the motion vector used
for the previous packet and its probability of loss . There-
fore, if the second packet is coded as Inter (P) with nonzero
motion vector, then is not known until is known. In
this case, we are unable to determine the costsI P or

P P until we know the probability of loss for the second
packet, .

On the other hand, if the second macroblock is coded as Intra
(I), then the concealment motion vector for the third macroblock
equals zero regardless of the probability of loss for the second
packet, and a constant. Thus, if the pre-
vious packet is coded as Intra, then the cost for coding the cur-
rent packet depends only on how it is coded. As shown in Fig. 5,
when the second packet is coded as Intra, I, we keep as a sur-
vivor only the coding option Pbecause it has a lower cost
than I .

Steps 5 and 6:We now construct the sub-graph containing
the surviving source-coding combinations for packets 2 and 3,
and all the ways to code packet 1, as shown in Fig. 6. We are able
to prune between all the paths leaving I, since the costs of all
the paths leaving this node can be calculated. In this example,
the least costly coding sequence for packets two and three is
P P when the first packet is coded as Intra. Notice that this

would also be the least costly way to encode the last two packets
if the first packet was coded as Inter (P) with a motion vector
equal to zero.

Step 6: Once all three packets have been incorporated
into the graph, the cost of all the surviving source-coding
sequences can be calculated. We can therefore prune between
all the remaining paths to find the optimal way to encode each

Fig. 6. Sub-graph containing the surviving source-coding combinations for
packets 2 and 3, and all the ways to encode packet 1.

Fig. 7. Final sub-graph. The optimal source-coding sequence is(I ; P ; P )
and its total cost is 11.

packet so that the total cost is minimized. In this example
the least costly source-coding sequence isI P P , as
shown in Fig. 7. Notice that if we had started with the first
packet and selected the minimum cost way to encode it without
considering its effects on the cost of future packets, we would
have selectedP P P , which is sub-optimal. Our approach
of constructing the source-coding tree in reverse and pruning
between paths with constant costs guarantees that we will
choose the optimal answer.

The number of sequences that must be considered depends on
the concealment strategy, the constraints chosen for the frame,
and on the video sequence itself. For the concealment strategy
in this example, each row of macroblocks can be independently
optimized. We also noticed that we are able to prune between
all the paths leaving a macroblock that is coded as Intra, coded
as Inter with zero motion vector, or is not transmitted. All of
the scenarios described above will make
a constant for the next macroblock. Therefore, if there is little
motion between frames, the optimization is faster because most
of the macroblocks will have zero motion vectors when coded
as Inter.

VI. EXPERIMENTAL RESULTS

In this section, we present experimental results that demon-
strate the advantages of simultaneously adjusting the source
coding and transmission power in wireless video communica-
tions. As an alternative, we consider an approach that optimizes
the source coding and the transmission power independently.
We demonstrate that, as expected, jointly optimizing the source
coding and transmission power is more energy efficient than
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optimizing each independently. We show that our approach re-
quires less energy to achieve the same level of quality, and vice
versa, provides higher quality video for the same amount of
transmission energy.

A. Fixed Packet Loss Approach

As an alternative to the minimum energy (ME) approach pre-
sented in (5), we consider a scheme that maintains a fixed prob-
ability of packet loss and optimally allocates bits in order to
minimize the maximum expected distortion. We will refer to
this scheme as the fixed packet loss (FPL) approach. In this
approach, the source-coding parameters and the transmission
power are independently optimized. Because the source encoder
and the transmitter operate independently, the relative impor-
tance of each packet, i.e., their contribution to the total distor-
tion, is unknown to the transmitter. Therefore, the transmitter
treats each packet equally. In order to efficiently utilize trans-
mission energy, the transmitter uses the minimum amount of
transmission power in order to provide a guaranteed quality of
service to the source encoder via a constant probability of packet
loss.

The source encoder is unable to change the probability of
loss for each packet because it cannot control the transmission
power. Therefore, the goal of the source encoder is to provide
the best video quality for a given probability of packet loss. In
these experiments, we use the maximum expected distortion in
a frame as the measure of video quality. Thus, we formulate
this problem as a minimum–maximum distortion approach. The
problem can be written as

minimize

subject to

where

and

(13)

where is the maximum expected distortion in the frame and
is the minimum transmission power required to provide a con-

stant probability of packet loss. The formulation in (13) is sim-
ilar to the one in (5). Both formulations have the same transmis-
sion delay constraint per frame. Notice that thegeneralized skip
modeenables both formulations to not allocate any resources to
packets whose expected distortion when lost, , is below
the maximum expected distortion . The important distinction
between the two formulations is that in (5), the probability of
loss can be adjusted per packet by controlling the transmission
power, and in (13), the probability of packet loss is fixed.

B. Experimental Set-Up

1) Source Coding:We consider the packetization scheme
and concealment strategy described in Section V-A. Therefore,
each macroblock is independently encoded and transmitted
across the channel as a separate packet. If a macroblock is
lost, the decoder will conceal it using the motion vector of the
spatially previous macroblock to the left. If the macroblock to
the left is also lost, then the decoder will use zero motion vector
concealment for the current macroblock (see Section V-A). We
consider the “Foreman” sequence in QCIF format encoded at
15 frames per second using an MPEG-4 codec. We consider
a limited number of quantizers for each macroblocks. The
available Intra mode quantizers are of step size 6, 12, 18, 24,
and the available Inter mode quantizers are of step-size 6, 12,
skip, and thegeneralized skip mode.We assume that the first
frame in the sequence is coded as Intra with a quantization step
size of 15 and that enough transmission power is used so that it
arrives correctly at the decoder. This is done so that the initial
conditions of all the experiments are identical. If we were
to consider losses in this Intra frame, a spatial concealment
strategy would be used.

In these experiments, video quality is measured by the max-
imum expected distortion in a frame. We assume that each mac-
roblock is equally important. Therefore, in the ME approach,
each transmitted packet is constrained to have the same max-
imum expected distortion, i.e., we set for all in
(5). We further assume that each video frame is equally impor-
tant and thus constrain the maximum expected distortion to be
the same for each frame in the video sequence. For the FPL ap-
proach, the objective is to minimize the maximum expected dis-
tortion per frame given a fixed probability of packet loss.

We consider a “real time” application where the maximum
allowable transmission delay is one frame duration. Since the
video sequence is encoded at 15 frames per second, the max-
imum allowable transmission delay per frame is ms.

2) Channel Model:We consider the case where each packet
is sent over a narrow-band slowly-fading channel with additive
white Gaussian noise. In this case the received signal-to-noise
ratio (SNR) for the th packet is given by ,
where is a random variable representing the channel’s
fading, is the transmission power for theth packet, and

represents the noise power. For this example, we assume
that the channel fading stays fixed during the transmission
of an entire packet, but can vary between packets. We assume
that is an independent and identically
distributed sequence of random variables. We assume that the
distribution of these random variables is known at the trans-
mitter, but the actual realization is not known. For example,
this knowledge can be gained from measurements of a pilot
signal broadcast by the receiver or from direct feedback [12].

After transmission, we assume that each packet either arrives
error free or is dropped due to a channel fade. We model the
probability of packet loss in the capacity versus outage frame-
work introduced in [31]. That is, we assume that a packet is
received error-free if the transmission power is large enough
so that the channel capacity for a given fading realization is
greater than bits per second, i.e., ,
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where is the Shannon capacity of a bandlimited AWGN
channel with received power . We consider a Rayleigh
fading channel, so that will have an exponential distribution
and mean . Recall that the expected channel state
is fixed for each packet and is known at the transmitter. In this
case, the relationship betweenand can be expressed as

where

(14)

The exact power needed to achieve a desired probability of loss
can be calculated by rewriting (14) as

(15)

Therefore, for this channel model . Re-
call that in the ME approach, we use (7) to calculate the exact
probability of loss required for theth packet to meet its ex-
pected distortion constraint. In other words, (7) is used to cal-
culate the required probability of packet loss, and (15) is used
to calculate how much transmission power is needed to achieve
this desired probability of loss.

In our experiments, W, MHz, and
kbits/s. These values are similar to the ones being

proposed for next generation wireless standards [12]. Since
kbits/s, the bit budget per frame is kbits.

C. Results

We compare the ME approach to the FPL approach. Recall
that in the ME approach, the maximum expected distortion per
frame ( ) is given, and the objective is to minimize the trans-
mission energy. In the FPL approach, the objective is to min-
imize the maximum expected distortion per frame for a given
probability of packet loss.

In Fig. 8, the average transmission energy versus the average
expecteddistortion isshownfor the“Foreman”sequence.Theav-
erage transmission energy for the sequence is the average trans-
missionenergyper frame.Theaverageexpecteddistortion for the
video sequence if defined as the average maximum expected dis-
tortion per frame, i.e., the average per frame. By varying the
distortion constraint, we obtain the curve for the ME approach.
By varying the probability of packet loss, we obtain the results
for the FPL approach. We see that for the same distortion, the ME
approach uses less transmission energy than the FPL approach.
For example, in order to achieve an average expected distortion
of 132 mse, the ME approach requires an average transmission
energy of 0.0738 Joules while the FPL approach requires 0.1719
Joules. In this case, the ME approach uses 57% less energy than
the FPL approach. Similarly, we notice that for the same amount
of transmission energy, the ME approach provides higher quality
video. Using an average of 0.05 Joules of energy per frame, the
FPL approach has an average expected distortion that is nearly
twice as large as the ME approach.

Fig. 8 illustrates the relationship between transmission energy
and the expected video quality at the decoder for the entire video

Fig. 8. Average transmission energy versus average expected distortion per
frame for the “Foreman” sequence.

sequence. In Fig. 9(a) and (b), we show how the maximum ex-
pected distortion and the transmission energy vary from frame to
frame. We compare the ME approach with (mse) and
the FPL approach with . In this example, both ap-
proaches have the same average expected distortion (132 mse),
but the ME approach has an average transmission energy that
is 57% smaller. As shown in Fig. 9(a), the ME approach main-
tains a constant level of video quality across all the frames. On
the other hand, the maximum expected distortion for the FPL
approach varies greatly throughout the sequence. The peaks in
the distortion correspond to periods of high activity in the video
sequence. For example, from about frame 80 to 110, there is a
scene change where the camera pans from the foreman to the
construction site. During this period, the maximum expected
distortion increases significantly for the FPL approach. During
high activity periods, it may be more difficult to conceal lost
packets because the correlation between consecutive frames is
smaller. This suggests that more protection should be given to
frames with high activity. Our ME approach does exactly that.

In the ME approach, transmission power can be adjusted in
order to control the probability of packet loss. Therefore, in pe-
riods of high activity the ME approach can increase the trans-
mission power, and thus the transmission energy, in order to in-
crease the likelihood that these frames will arrive at the decoder
correctly, as shown in Fig. 9(b). When there is little activity in
the sequence, the ME approach can use less transmission energy
in order to maintain the same expected video quality. This en-
ables the ME approach to save energy for when there are larger
changes in the video sequence.

In the FPL approach, the probability of packet loss is fixed.
Therefore, the FPL approach is unable to reduce the transmis-
sion power during periods of low activity and increase it during
high activity periods. This is due to the fact that the video en-
coder and the transmitter act independently in the FPL approach.
Therefore, the ME approach is better able to adapt to changes in
the source content by varying the transmission energy per frame
in relation to the activity level, as shown in Fig. 9(b).

In addition to allocating energy differently between frames,
the ME approach allocates resources differently between the
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Fig. 9. “Foreman” sequence. (a) Maximum expected distortion per frame.
(b) Total transmission energy per frame.

packets in a single frame. Frames 41 and 42 of the “Foreman”
sequence are shown in Fig. 10(a) and (b), respectively. As
shown, the orientation of the foreman’s head has changed be-
tween the two frames. For frame 42, the ME approach achieves
a maximum expected distortion of 132 mse and the FPL
approach has a distortion of 131 mse. The total transmission
energy for this frame using the ME approach is 0.0469 (Joules)
and for the FPL approach it is 0.1155 (Joules). Therefore, both
approaches achieve the same expected video quality, but the
ME approach uses nearly 60% less energy to transmit this
frame.

Recall that the expected distortion depends on both the ex-
pected quality if a packet is received, , and if it is lost,

. In the high activity regions of a frame, may be
much larger than in regions that have not changed much from the
previous frame. Using the ME approach, more protection can be
given to the high activity regions in order to increase the like-
lihood that they will arrive at the decoder correctly. Fig. 10(c)
shows the probability of loss for each packet in frame 42 for
the ME approach. Darker macroblocks correspond to a smaller
probability of packet loss. Macroblocks that are not transmitted
are shown in white. As seen in Fig. 10(c), more protection

Fig. 10. (a) Frames 42 and (b) Frame 43 in the original “Foreman” sequence.
Probability of packet loss per macroblock for frame 43 using the (c) ME
approach and (d) FPL approach. Darker macroblocks correspond to a lower
probability of packet loss. macroblocks that are not transmitted are shown
in white. Bits per macroblock using the (e) ME approach and (f) FPL
approach. Darker macroblocks correspond to more bits. Transmission Energy
per macroblock using the (g) ME approach and (h) FPL approach. Darker
macroblocks correspond to more transmission energy.

is given to the region of the frame that corresponds to the
foreman’s head. Therefore, more power is used to transmit
this region as opposed to the background. This is because the
central region has changed the most significantly between the
two frames, and the expected distortion if this region is lost is
greater than if the background is lost.

In the comparison approach, the probability of loss is fixed.
Therefore, high activity regions are given the same level of pro-
tection as the background. Fig. 10(d) shows the probability of
loss for each macroblock in frame 42 for the FPL approach.
Since the probability of packet loss is fixed, the power used to
transmit the region corresponding to the foreman’s head is the
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same as the power used to transmit the background. Because the
background has not changed significantly, the expected distor-
tion if a macroblock in the background is lost is small. Thus, in
order to achieve the same expected quality, macroblocks in the
background do not require the same protection as macroblocks
in high activity regions. Therefore, the FPL approach wastes en-
ergy by transmitting macroblocks in the background with the
same power as macroblocks in the high activity region.

In the FPL approach, the video encoder may allocate more
bits to packets in high activity regions, as shown in Fig. 10(f).
This is done in order to decrease the expected distortion if those
packets are received, . By decreasing , the ex-
pected distortion for those packets, , is also reduced. Be-
cause the transmission power is fixed in this approach, more
energy is used to transmit packets with more bits, as shown in
Fig. 10(h). Therefore, in the FPL approach, more energy may
be allocated to high activity regions, but the likelihood of these
regions being correctly received is the same as the background.
In the ME approach, the bit allocation and power allocation is
done jointly. As discussed above, more power can be allocated
to regions whose distortion if they are lost, is high. Because en-
ergy is a function of the number of bits used to encode a packet
and the power used to transmit it, the ME approach finds the
optimal bit allocation and protection to give to each packet that
uses the least amount of energy. As shown in Fig. 10(g), the ME
approach is able to allocate more energy and protection to the re-
gions in a frame that have changed the most significantly. Thus,
the ME approach is more energy efficient than considering bit
allocation and transmission power management independently.

In order to maintain a constant expected quality across the en-
tire video sequence, our approach is able to conserve energy for
periods of high activity. Therefore, the energy saved in transmit-
tingframesin loweractivityperiods,suchasframe42,canbeused
for high activity frames. Fig. 11(a) shows frame 92 of the original
“Foreman” sequence. This frame is located in the middle of the
scene change described earlier. For this frame, the ME approach
uses a large amount of transmission energy (0.2631 Joules), in
order to achieve a maximum expected distortion of 132 mse. On
theotherhand, theFPLapproachcannot reduce themaximumex-
pected distortion in this frame below 524 mse.

The FPL approach only uses 6006 bits out of a bit budget of
15 kbits. At first glance, this may appear to be counter intuitive.
One might think that since this is a frame with high activity, the
FPL approach would try to use all the available bits in order
to minimize the maximum expected distortion. In fact, that is
exactly what the FPL approach does. The macroblocks with the
largest are encoded using the finest quantizer available.
Thesemacroblocksare thereforeallocated themaximumnumber
of bits in order to reduce their . This in turn reduces the
expected distortion for these macroblocks, . The problem
is that since the expected distortion if these packets are lost is
so high, reducing the expected distortion if they are received
is not enough to decrease their expected distortion. In order
to further reduce their expected distortion, more power and
protection are needed for these macroblocks. This is something
that cannot be achieved if the source coding and transmission
power management are done independently. Because the video
encoder has already done everything it can to minimize the

Fig. 11. Frame 92 in the “Foreman” sequence: (a) original frame; (b) expected
frame at the decoder using the ME approach; and (c) expected frame at the
decoder using the FPL approach.

maximum expected distortion, the remaining macroblocks that
have smaller require only a few bits in order to achieve
the same maximum expected distortion. This is why the FPL
approach uses less than the maximum number of bits and energy
for this frame. In a sense, the FPL approach is doomed to provide
poor video quality when there is a large amount of activity in the
video sequence. As shown in Fig. 11(b) and (c), the expected
frame at the decoder resembles the original frame much more
closely using the ME approach than using the FPL approach.

VII. CONCLUSIONS

A method for efficiently utilizing transmission energy in
wireless video communications was presented. The objective
was to minimize the transmission energy needed to meet both
distortion and delay constraints specified by the video applica-
tion. Source coding and transmission power management were
considered jointly. Knowledge of the concealment strategy
used by the decoder, as well as the relationship between
transmission power and the probability of packet loss, were
used to efficiently encode and transmit the video sequence.
An algorithm was presented that reduces the computational
complexity in finding the minimal energy source coding and
power allocation.

Experimental results show that it is more energy efficient to
simultaneously adjust the source coding and the transmission
power. In order to achieve the same video quality, our approach
uses significantly less energy than an approach that considers
these factors separately. Similarly, our technique provides higher
quality video for the same amount of energy. Our approach
providesa method foradaptively allocating resources todifferent
video segments based on their relative importance. Using our
approach to wireless video communications, more transmission
energy is used during periods of high activity. In addition, our
technique allocates more energy and protection to the parts of
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a frame that have changed most significantly. Therefore, if the
background is relatively still, the region of interest will have
a higher likelihood of arriving correctly at the decoder than
the background. This is because the transmitter knows that the
decoder can conceal a missing packet in the background more
effectively than a missing packet in a high-activity region. There-
fore, our approach provides a method for adaptively allocating
resources todifferent video segmentsbased on their significance.
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