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Abstract.  Spatiotemporal patterns in biological communities are typically driven by envi-
ronmental factors and species interactions. Spatial data from communities are naturally
described by stacking models for all species in the community. Two important considerations
in such multispecies or joint species distribution models (JSDMs) are measurement errors and
correlations between species. Up to now, virtually all JSDMs have included either one or the
other, but not both features simultaneously, even though both measurement errors and species
correlations may be essential for achieving unbiased inferences about the distribution of com-
munities and species co-occurrence patterns. We developed two presence—absence JSDMs for
modeling pairwise species correlations while accommodating imperfect detection: one using a
latent variable and the other using a multivariate probit approach. We conducted three simula-
tion studies to assess the performance of our new models and to compare them to earlier latent
variable JSDMs that did not consider imperfect detection. We illustrate our models with a
large Atlas data set of 62 passerine bird species in Switzerland. Under a wide range of condi-
tions, our new latent variable JSDM with imperfect detection and species correlations yielded
estimates with little or no bias for occupancy, occupancy regression coefficients, and the species
correlation matrix. In contrast, with the multivariate probit model we saw convergence issues
with large data sets (many species and sites) resulting in very long run times and larger errors.
A latent variable model that ignores imperfect detection produced correlation estimates that
were consistently negatively biased, that is, underestimated. We found that the number of latent
variables required to represent the species correlation matrix adequately may be much greater
than previously suggested, namely around 7/2, where n is community size. The analysis of the
Swiss passerine data set exemplifies how not accounting for imperfect detection will lead to
negative bias in occupancy estimates and to attenuation in the estimated covariate coefficients
in a JSDM. Furthermore, spatial heterogeneity in detection may cause spurious patterns in the
estimated species correlation matrix if not accounted for. Our new JSDMs represent an impor-
tant extension of current approaches to community modeling to the common case where spe-
cies presence—absence cannot be detected with certainty.
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INTRODUCTION

The distribution and composition of species commu-
nities is shaped both by abiotic conditions and biotic
interactions (Morin 2011). Species distribution models
(SDMs, Elith and Leathwick 2009) have been widely
used to study the environmental factors that influence
the occurrence of species and to predict or forecast their

Manuscript received 21 February 2019; accepted 29 March
2019. Corresponding Editor: Caz M. Taylor.
3 E-mail: mtobler@sandiegozoo.org

distributions at larger spatial and/or temporal scales.
Although initially formulated for single species, SDMs
have been recently extended to describe data recorded
for multiple species by stacking single-species models,
usually linked together via species-specific random
effects, resulting in a type of hierarchical community
model. Such models have often been referred to as joint
species distribution models (JSDMs), because they
jointly model multiple species. This stacking principle
for community models has been invented and re-invented
multiple times, coming from different perspectives.
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In a first line of research, Dorazio and Royle
(2005; see also Gelfand et al. 2005, Dorazio et al. 2006)
formulated a JSDM as a multispecies variant of an occu-
pancy-detection model (MacKenzie et al. 2002), i.e., a
hierarchical model containing two regressions, one to
describe the true presence—absence of each species and
the other to describe the observed detection/nondetec-
tion data, conditional on the latent presence—absence
states of each species. This model accommodates imper-
fect detection of each species and allows covariates that
influence the occurrence and/or the detection of a spe-
cies to be introduced (Kéry and Royle 2016, chapter 11).
It has since been extended to describe community
dynamics (Dorazio et al. 2010) and to treat abundance
as the response rather than presence—absence (Yamaura
et al. 2011, 2012, Sollmann et al. 2015).

The original Dorazio—Royle community models do
not contain parameters to capture residual correlations
in occupancy probability that may arise as a conse-
quence of biotic interactions among species or the effects
of unmeasured covariates. However, species interactions
often have an important impact on the distribution of
species and the composition of communities through
competition, facilitation, or predation (Cody and Dia-
mond 1975, Begon et al. 2006, Morin 2011), and hence,
it might seem desirable to include this feature of a com-
munity in these models.

A second line of research also formulated the model-
ing of a community as a stack of single-species models
but focused on nonindependent occurrence by explicitly
addressing pairwise correlations between species (Lati-
mer et al. 2009, Ovaskainen et al. 2010, Pollock et al.
2014, Hui et al. 2015, Warton et al. 2015). These models
estimate the strength of positive or negative residual cor-
relations in the apparent occupancy probability, i.e., the
product of occupancy and detection probability (Kéry
2011) and they differ mostly in the precise manner in
which the correlation is specified. Some authors have
used multivariate logit or probit models that include an
unstructured matrix of pairwise correlations for all spe-
cies and therefore require a large number of parameters
as species numbers increase (Latimer et al. 2009, Ovas-
kainen et al. 2010, Pollock et al. 2014). Others have pro-
posed latent variable models as a computationally more
efficient approximation to the models with a fully
unstructured correlation matrix (Hui et al. 2015, Warton
et al. 2015). Latent-variable models have the added
advantage that they form the basis for model-based ordi-
nation (Hui et al. 2015, Warton et al. 2015). Regardless
of the structure used for capturing correlations, a com-
mon feature of these recent developments is that they
have failed to account for imperfect species detection,
which has the potential to bias the estimation of virtu-
ally every descriptor of species distributions and of com-
munities (MacKenzie 2005, Kéry 2011, Ruiz-Gutiérrez
and Zipkin 2011, Guillera-Arroita et al. 2014, Beissinger
et al. 2016, Kéry and Royle 2016, chapter 11). Hence, it
has been argued repeatedly that it would be desirable to
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incorporate this important feature of measurement error
in real ecological data into such JSDMs as well (Beis-
singer et al. 2016, Warton et al. 2016).

Only a small number of papers have confronted the
challenge of simultaneously modeling species correla-
tions and imperfect detection, but usually their models
were restricted to two or just a handful of species
(MacKenzie et al. 2004, Richmond et al. 2010, Waddle
et al. 2010, Sollmann et al. 2012, Dorazio et al. 2015,
Rota et al. 2016h; but see Rota et al. 2016a). In this
paper, we unify the two lines of research above by devel-
oping two JSDMs that account for both imperfect spe-
cies detection and residual correlations in occurrence,
allowing application to a much larger number of species.
We describe a latent variable and a multivariate probit
variant of a multispecies occupancy model with residual
correlation, and thus in a straightforward fashion extend
the work of Hui et al. (2015) and of Pollock et al.
(2014), to accommodate a hallmark of all ecological
data: imperfect detection (Iknayan et al. 2014, Beis-
singer et al. 2016, Kéry and Royle 2016). We use simula-
tions to evaluate and compare the performance of our
models under different sample sizes and illustrate their
application with a large real-world data set of 62 passer-
ine bird species in Switzerland. We implement all our
models in the BUGS language, thus making them acces-
sible and, especially, easily generalizable to practitioners.

METHODS

Data requirements

Our JSDMs require measurements of species pres-
ence—absence at the sampling sites (y;, where i =1...n
refers to species, and j = 1...J refers to sites; Kéry and
Royle 2016, chapter 11). By writing ‘measurements’, we
emphasize that these records are not necessarily the same
as true presence and absence, because in practice, mea-
surements are usually contaminated by two sorts of
errors: false positives, e.g., when one species is misidenti-
fied for another, and, more commonly, false negatives,
when one species is overlooked at a site where it occurs
(Kéry and Royle 2016, chapter 1). Here, we assume
that false positives do not occur. Accounting for
false negatives in the modeling of species occurrence
(MacKenzie et al. 2002, 2018, Guillera-Arroita 2017)
typically requires repeated presence—absence measure-
ments (also known as detection/nondetection data), such
that we have y;i, where the additional index k denotes
the repeated measurement, for kK = 1...K. Repeats need
to take place over a relatively short time interval, such
that the closure assumption is satisfied: that is, the true
presence or absence z; of species i at site j must not
change over the duration of the K measurements (if
change is random estimation is still possible, only that
the state variable should be interpreted as usage, rather
than continuous presence, MacKenzie and Royle 2005)
Not all sites need the same degree of replication or
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indeed any replication at all, i.e., we may have a site-spe-
cific K: K;. In contrast, models that do not account for
imperfect detection make implicit assumptions that
either detection is perfect or that detection does not
change across sampling sites. The inferences of these
simpler models are then restricted to what has been
called apparent rather than true occupancy probability
(Kéry 2011, Lahoz-Monfort et al. 2014).

Model description

We extend two existing JSDMs to include a submodel
for imperfect detection: the latent-variable model (Hui
et al. 2015, Warton et al. 2015) and the multivariate pro-
bit model (Pollock et al. 2014). Equivalently we could
say that we extend existing multispecies occupancy mod-
els (Dorazio and Royle 2005, Gelfand et al. 2005, Dora-
zio et al. 2006) to include residual correlation in species
occupancy probabilities. Next, we briefly describe this
latter model and then show how we extend it to include
species residual correlation either with a latent-variable
construction or with a multivariate probit model.

The Dorazio—Royle multispecies occupancy model—Let
the discrete latent variable z; indicate the true presence
state of species 7 at site j. For computational reasons (re-
lated to the modeling of the correlations), here we for-
mulate the occupancy component of the model using a
probit instead of a logit link, which is more customary
for binomial responses in ecology. To implement the pro-
bit regression for each species, we can express z; via a
continuous normally distributed latent variable u;; such
that z; = I(u; > 0), where /(.) is the indicator function,
which takes value 1 if the condition in brackets holds
and zero otherwise (i.e., here z; = 1 ifu; > Oand z; = 0
if u; < 0). The variance of u;; is constrained to be one for
parameter identifiability reasons, and covariate effects
can be incorporated into its mean as is analogous to
standard linear regression. The occupancy component
of the model can then be described as follows:

Zij = I(u,‘/ > 0),

u; = Xocc;poce; + g,
&; ~ Normal(0, 1),

where Xocc; is a vector of environmental covariates for
site j with the first element set to 1 for the intercept, and
Bocc; is the corresponding vector of species-specific
regression coefficients for species i.

The detection part of the model describes the detec-
tion frequencies following a binomial distribution gov-
erned by the probability of detection p;, which can be
expressed as a function of covariates, e.g., using a logistic
regression model as follows:

vij ~ Binomial(Kj, z; X pij),
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logit(p;;) = Xobs;Pobs;,

where the response y;; is the number of sampling occa-
sions out of K; when species i was detected at site j, Xobs;
is a vector of detection covariates with the first element
set to 1 for the intercept, and Pobs; is a vector of species-
specific regression coefficients related to the detection
submodel. This part of the model would be replaced by
a set of independent Bernoulli trials if the probability of
detection is survey-specific (i.e., if binary, detection/non-
detection data are modeled, as in our case study below).
Typically, all regression coefficients are modeled hierar-
chically among species to allow improved estimates for
rare species (Kéry and Royle 2008, Zipkin et al. 2009,
Ovaskainen and Soininen 2011) and enhance rates of
convergence in a Markov chain Monte Carlo (MCMC)
—based analysis (see the following). This means that spe-
cies-level parameters are treated as random effects, e.g.,
B; ~ Normal(y,6%), where p and o® are the mean and
the variance of coefficient B in the wider community of
species from which the study species were drawn (alter-
natively, i could be interpreted as the coefficient of the
average species in the modeled community).

The model described so far is simply a variant of the stan-
dard multispecies occupancy model (Dorazio and Royle
2005, Dorazio et al. 2006) with a probit regression for the
occupancy component. In this paper, we extend the multi-
species occupancy model described above by allowing for
residual correlation in the occupancy probability that cannot
be explained by the environmental covariates in the model.

Including species correlations using a latent-variable
model—Our first extension uses a latent-variable
approach (Hui et al. 2015). We introduce a set of T latent
variables ;= (/;1,..., l;y) (also referred to as “factors” in
ordination analysis) and a vector of T corresponding spe-
cies-specific latent variable coefficients 6, = (0;5,..., 6;7)
(also often referred to as “loadings” in ordination). The
latent variables / can be thought of as unmeasured site-level
covariates; they are unknown, and specified in the model
as random variables from a standard normal distribution.
The coefficients 0 are constrained to lie between —1 and 1
using a uniform prior distribution; this constraint is needed
for parameter identifiability reasons with binary responses.
Thus, the occupancy submodel becomes the following.

zj = 1(uy > 0),

u;; = Xocc;Pocc; + [;0; + €,

T
or=1-> 6,
t=1
&; ~ Normal(0, 6?).

with more than a single latent variable (i.e., when 7 > 1),
we need to impose constraints on 6 additional to those
given above (Hui et al. 2015) to ensure parameter
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identifiability. In particular, if 0 is an n x 7 matrix of
coefficients for 7 latent variables and n species, the diago-
nal elements are constrained to lie between 0 and 1, and
the upper diagonal elements are set to 0. To account for
the variance absorbed by the latent variables, the variance
of the residuals &; needs to be adjusted to ensure that the
total variance is equal to one. We therefore calculate an
adjusted variance o7 for each species i. Specifically, the
formula for the variance of &; used above ensures that the
overall variance of u; remains at one, as in the probit ver-
sion of the Dorazio—Royle multispecies occupancy model
(alternatively, if this variance adjustment is not imple-
mented in the model, a transformation is required on the
estimated regression coefficients analog to the multivari-
ate probit model below). After fitting the latent variable
model, the full species correlation matrix R can be derived
from the correlation in the latent variables as R = 0
07 + diag(c%, G%,. . 05). Hereafter, we refer to this multi-
species occupancy model with residual correlation in
occupancy specified via latent variables as the LV model.

Including species correlations with a multivariate probit
model.—As a second variant of a JSDM with imperfect
detection and species correlations, we extend the JSDM
model proposed by Pollock et al. (2014) by adding a
detection submodel. Here we follow the Bayesian imple-
mentation of the multivariate probit model proposed by
McCulloch and Rossi (1994). We start with the same
structure for the probit regression as above, but now we
extend it to describe the residual correlations by means
of a multivariate normal distribution:

zij = (uy > 0),
uy = Xoce;Poce; + &,
e;~MVN(0,) "),

where &.; = (gy;,...,8,). Here > * is a positive definite
n x n covariance matrix with elements o = (o,
G12,- - -,0,,) defined by an inverse Wishart prior distribu-
tion with a n x n identity matrix as the scale parameter
and n + 1 degrees of freedom. The detection model is
identical to that in the LV model. In this model, the
parameters Bocc” and >~ * are not independently identi-
fiable (McCulloch and Rossi 1994, Chib and Greenberg
1998). To obtain the correct correlation matrix R and
regression coefficients we need to calculate derived
parameters as: Pocc = pocc” C and R = Y e Ch,
where C = diag(o1," "%, 02, "%, . . ,6,, %) (Chib and
Greenberg 1998). Henceforward, we refer to the multi-
species occupancy model with residual correlation in occu-
pancy specified via a multivariate probit as the MP model.

Simulation studies

To evaluate the performance of the LV and MP mod-
els with imperfect detection under a range of conditions,
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we conducted three simulation studies. For all simula-
tions, the true occupancy status of each species (z;;) was
made a function of two random environmental covari-
ates with values drawn from a Uniform(—1,1) distribu-
tion for each site. To simulate these environmental
relationships, for each species we picked an intercept and
values of the regression coefficients for each environ-
mental covariate by sampling independently from a Nor-
mal(0,0.8) distribution. To induce the residual
correlation in occupancy among species, in most simula-
tions we generated a random, unstructured correlation
matrix (see some exceptions under Simulation 1 below).
We created the correlation matrix by selecting pairwise
correlation coefficients from a Uniform(—1,1) distribu-
tion and then converting the resulting matrix to the
nearest positive definite matrix using the nearPD func-
tion in the R-package Matrix (Bates and Maechler
2018). Based on this, we simulated correlated, binomial
presence—absence data under the multivariate probit
model as described above. To generate the observed
detection/nondetection data y;; we assumed three sam-
pling occasions and a constant, species-specific detection
probability (Simulations 1 and 2). We set these probabili-
ties by randomly picking a value from a Uniform
(0.1,0.7) distribution, representing the range from very
elusive species to those that are easy to detect. For Simu-
lation 3, the detection probability was also made a func-
tion of covariates as outlined below.

We evaluated the estimation performance for each
model by two means: (1) calculating the root-mean-
square error (RMSE) between simulated (true) and esti-
mated values (both for residual correlations and the
regression coefficients in the occupancy submodel)
across all species; and (2) by using a linear regression of
simulated vs. estimated parameter values. The regression
allows detecting a systematic bias (by inspecting the
intercept) or an under- or overestimation of effect sizes
(by inspecting the slope). For each simulation type, we
considered a number of scenarios (e.g., with a different
number of species) and for each simulated scenario, we
generated and analyzed 50 data sets.

We implemented all models in the BUGS language
and fitted them in JAGS 4.3.0 (Plummer 2003) through
R 3.4.2 (R Development Core Team 2015; see code in
Data S1). We ran the LV models drawing 15,000
MCMC samples with a burn-in of 10,000 samples and a
thinning rate of five samples. We found the MP models
to be computationally much more expensive; their con-
vergence rates were much lower; hence, we ran them for
250,000 MCMC samples with a burn-in of 200,000 sam-
ples and a thinning rate of 50 samples. For all models,
we ran three MCMC chains and assessed convergence
visually and using the Brooks—Gelman—Rubin statistic
(Gelman et al. 2014).

Simulation 1: How many latent variables are required to
estimate the correlation matrix?.—We asked how many
latent variables are required for an accurate representation
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of the pairwise species correlation structure, given how
we simulated the residual correlation structure. Previous
studies (for models that ignore imperfect detection)
suggested that as few as two to five latent variables
might be sufficient (Warton et al. 2015). To address this
question, we simulated data sets with communities of 10,
20, and 40 species and 1,000 sites, and analyzed them
with our new LV model with imperfect detection. For
comparison, we also analyzed the data with 20 species
using an LV model that did not account for imperfect
detection. For each data set, we fitted models with an
increasing number of latent variables (for 10 species: 2,
4, 6, 8, and 10; for 20 species: 2, 4, 8, 12, 16, and 20; for
40 species: 2, 5, 10, 15, 20, 25, and 30). We choose these
simulation settings because they are informative, and a
full factorial simulation design would have been pro-
hibitively expensive in terms of computational demands.
Although we chose to use unstructured, random corre-
lation matrices for most of our simulations, there will be
real-world cases where the residual correlations have a cer-
tain structure, be this due to missing environmental covari-
ates, phylogeny, or guilds (Ovaskainen et al. 2017). We
therefore also explored here how such a structure affects
the required number of latent variables in the LV model.
To simulate a structured correlation matrix, we drew ran-
dom latent variables and derived from them a correlation
matrix as indicated above in the LV model description. We
simulated correlations with 2, 3, and 10 latent variables,
the first two cases leading to highly structured correlation
matrices and the last one resulting in an almost unstruc-
tured correlation matrix. We ran all of these additional
simulations with 20 species and 1,000 sites, again analyzing
the data with an LV model with varying numbers of LVs.

Simulation 2: Number of sites required.—We evaluated
how the accuracy of the estimates of the occupancy
parameters and the residual correlation matrix changed as
we varied the size of the data set (number of sites from 50
to 2,000 and the number of species from 10, 20 to 40). We
analyzed all data sets with the LV and the MP models with
imperfect detection, i.e., the two new models proposed in
this paper. For comparison, we also analyzed these data
sets with the corresponding LV model that did not account
for imperfect detection, in order to gauge the bias incurred
by ignoring unstructured imperfect detection. Based on
the results from our first simulation study, we used 5 LVs
for the simulations with 10 species, 10 LVs for those with
20 species, and 20 LVs for those with 40 species.

Simulation 3: Can ignoring imperfect detection bias the
correlation matrix estimates in traditional JSDMs?.—1t
is sometimes assumed that ignoring imperfect detection
in a JSDM only affects estimates of the occupancy inter-
cept, but not those of coefficients of the environmental
variables nor, especially, of the residual correlation
matrix. Our simulation 2 partly addresses this question.
In simulation 3, we extend the assessment by simulating
data where the detection probability was not only
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different across species but also affected by two spatial
covariates that were independent of the occupancy
covariates. We simulated a community of 20 species, and
then fitted two JSDM with 10 LVs: one that did account
for detection probability and modeled the detection
covariates explicitly, and one that ignored detection
probability (i.e., assumed perfect detection) and only
modeled occupancy covariates. We compared the true
and the estimated correlation matrices as well as occu-
pancy parameter estimates between the two models.

Case study: The Swiss passerine bird community

We applied the LV model to the community of 79
passerine bird species detected in Switzerland during the
surveys for the most recent Swiss breeding bird atlas
(Knaus et al. 2018), where 2-3 surveys were conducted
along irregular transects of typically 4-6-km length dur-
ing one breeding season (15 April-1 July) between 2012—
2016 in a total of 2,318 randomly selected 1-km? quad-
rats. We expected species interactions to take place at the
local scale of a territory, which for most passerines is on
the order of one to a few hectares (see Kéry and Royle
(2016:279-282) for one group of passerines, the Paridae
family). The comparatively large sampling area of 1 km?
per site in the Swiss atlas might mask the consequences of
species interactions on presence-absence patterns at the
biologically relevant (local) scale. We therefore randomly
picked one 1-ha quadrat within each 1-km? quadrat, pro-
vided it was covered by the survey transect. We excluded
from the analysis 17 extremely rare species with detections
in fewer than 10 quadrats, leaving 62 species in our analy-
sis. Counts per surveyed hectare were reduced to binary
detection/nondetection data prior to analysis, as our aim
was to test our presence—absence models. To explain spa-
tial variation in occupancy probability, we used linear and
squared values of elevation, slope, northness (calculated
as the cosine of aspect, which is equal to 1 if the aspect is
north and to —1 if the aspect is south) and forest cover.
To explain spatiotemporal variation in detection probabil-
ity, we used survey date and elevation and their interac-
tion. As we modeled detectability as survey specific, we
used a Bernoulli distribution formulation for the detec-
tion model instead of the Binomial that we used in the
simulations. All covariates were standardized to a mean
of zero and a standard deviation of one. We conducted
seven analyses of this data set with the LV model (with 2,
5, 10, 15, 20, 25, and 30 latent variables) to determine the
optimal number of latent variables for this dataset.

REsuLTS

Simulation 1: How many latent variables are required to
estimate the correlation matrix?

For the latent variable model with unstructured corre-
lation matrices, we found that a low number of LVs
resulted in poor estimates of the residual correlation
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matrix and that more LVs than usually recommended
were required to obtain stable estimates. For 10 species,
at least 5 LVs were necessary, for communities of 20 spe-
cies that number increased to 8§-12 LVs and for 40 spe-
cies to 15-20 LVs (Fig. 1; Appendix S1: Figs. S2 and
S3). These findings held regardless of whether the model
did or did not account for imperfect detection
(Appendix S1: Fig. S1). It appears that up to about n/2
LVs may be necessary to approximate the residual corre-
lation matrix adequately when there are n species in a
community and the correlation matrix is unstructured.
Increasing the number of LVs beyond n/2 yielded
no improvement in the estimates and unnecessarily
increased the complexity of the model, while extending
run times considerably. In contrast to the correlation
matrix, estimates of the occupancy parameters (regres-
sion intercept and coefficients) were accurate for all
models and not affected by the number of LVs included
in the model (Fig. 1; Appendix S1: Fig. S4).

For the simulations with structured correlation matri-
ces, unsurprisingly, the best fitting model was the one
where the number of LVs matched the number of LVs
used to simulate the data (Fig. 2; Appendix SI: Figs. S5
and S6). Using a lower number of LVs resulted in loss of
accuracy of estimates and underestimation of correlation
strength. Overfitting with a larger than necessary num-
ber of LVs also resulted in a reduction of accuracy,
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especially when the correlation matrix was highly struc-
tured (two and three LVs). It is notable, though, that
overfitting mainly resulted in an underestimation of cor-
relation strength, but did not affect the correlation struc-
ture (high R* values, but slope smaller than one). The
same effect can be seen for unstructured correlation
matrices but is much less pronounced there (Appendix S1:
Fig. S2).

As the correlation structure is unknown for real-world
data sets, we need a way to determine the optimal num-
ber of LVs to use in a model in order to avoid under- or
overfitting. We found that the residual sum of squares
(RSS) =>"", o7 across all species is a good indicator
for accuracy. When plotting RSS against the number of
LVs we can see that it rapidly declines until we reach the
optimal number of LVs after which the decline is much
slower (i.e., a so-called “elbow” in the trend; see
Appendix S1: Figs. S3 and S6). The above approach is
very similar to the Cattell’s scree test frequently used to
determine the number of factors to retain in a principal-
components analysis (Cattell 1966).

Simulation 2: From how many sites do we need data?

For realistic ecological data sets simulated with imper-
fect detection, and analyzed with our LV model, we
found that large sample sizes were needed to estimate
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species correlations and occupancy parameters accu-
rately. Patterns were fairly consistent across simulations,
with the highest gains in accuracy observed up to 500—
1,000 sites, but still increasing with larger sample sizes
(Fig. 3; Appendix S1: Fig. S7). Data sets with only 50—
100 sites led to a drastic underestimation of species cor-
relation strength and occupancy parameters (Appendix S1:
Figs. S7 and S8).

Ignoring detection probability in the LV model
decreased the accuracy of parameters estimates and led
to an underestimation of correlation strength as well as
effect size of the occupancy parameters (Appendix Sl1:
Figs. S9-S11; for more results on the effect of ignoring
imperfect detection see also Simulation 3 below).

Imperfect detection reduces the available data for each
species, therefore increasing the number of sites required
for accurate estimation. For datasets where detection is
perfect or detection probabilities are high, accurate
results can be obtained with a lower number of sites
(Appendix S1: Figs. S12 and S13). For example, the
RMSE of the correlation matrix for 250 sites with per-
fect detection is comparable to the RMSE for 1,000 sites
with imperfect detection. Of course, these results depend
on the specific detection probabilities.

For data sets with a low number of species (n = 10),
the performance of the MP model was comparable to
that of the LV model, although correlation strength was
slightly underestimated (Fig. 4; Appendix S1: Figs. S14

and S15). For data sets with more than 10 species and a
large number of sites, convergence of the model-fitting
MCMC sampling algorithm was hard to obtain even
with long chains, resulting in inaccurate estimates of the
correlation matrix and to a lesser degree the occupancy
parameters (Fig. 4; Appendix S1: Figs. S14 and S15).

Simulation 3: Can ignoring imperfect detection bias the
correlation matrix estimates in traditional JSD Ms?

When detection probability was smaller than one and
was affected by covariates, not accounting for detection
probability (as in a traditional latent-variable model) led
to reduced accuracy of the correlation estimates and an
underestimation of correlation strength (Fig. 5 left). It
also led to poor estimates of occupancy parameters and
in general to underestimation of occupancy (intercept)
and the effect sizes of the covariates on occupancy
(Fig. 4; Appendix S1: Fig. S16).

Case study: Swiss passerine bird community

The proportion of 1-ha quadrats with observed occur-
rences among the 62 analyzed species ranged from 0.01
to 0.44 (mean = 0.07, median = 0.03). By graphing the
sum of the residual correlation against the number of
LVs, we determined that 20 LVs were adequate to
describe the correlation structure in this data set
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Effects of the number of species and sites on the accuracy of the species residual correlation matrix and occupancy

parameters when estimated with our new latent variable (LV) multispecies co-occurrence model with imperfect detection (simulated
data with an unstructured correlation matrix). Figures show the root-mean-square error (RMSE) and the gray polygon indicates

the 95% confidence interval across 50 simulations.

(Appendix S1: Fig. S17). The residual correlation matrix
for the entire community contained more positive than
negative correlations (Fig. 6). We inspected in more
detail the estimates for one group of small, cavity-nesting
species, the tits (family Paridae). The great tit (Parus
major) was observed in 560 of the 2,318 sample quad-
rats, representing an apparent occupancy probability of
24.2%, followed by the coal tit (Parus ater; 18.9%), blue
tit (Cyanistes caeruleus; 13.3%), crested tit (Parus crista-
tus; 4.7%), Willow tit (Parus montanus; 4.6%) and marsh
tit (Parus palustris; 4.2%); see Appendix S1: Table S1.
Based on the limited nature of cavities suitable for
nesting, we would have expected some negative residual
correlations in their occurrence as previously found in
temporal data for great and blue tits (Stenseth et al.
2015). However, quite to our surprise, we found only
positive residual correlations in the occurrence probabil-
ities among the six tit species, with values ranging from
0.03 to 0.54 under the LV model (Fig. 7). The highest
pairwise correlation was for great and blue tit, followed
by coal and crested tit. Looking at the environmental
correlation we found that habitat preferences for great,
blue and marsh tits are similar, and so were habitat pref-
erences for coal tit and crested tit. Habitat preferences of
the willow tit were similar to coal and crested tit but very
different from the other three species. Looking at the
occupancy parameter estimates (Appendix S1: Table S2)

and the correlation matrix (Appendix S1: Figs. S18 and
S19) reveals that ignoring imperfect detection resulted in
an underestimate of occupancy probability (i.e., the
intercept) as well as correlation strength.

Discussion

Multispecies occupancy models were developed to
describe species occurrence and community traits simul-
taneously by linking single-species models together in a
hierarchical manner, but such models did not formally
account for residual correlation between species (Dora-
zio and Royle 2005, Dorazio et al. 2006). In contrast,
current joint species distribution models that include
residual correlation (Warton et al. 2015) follow the same
strategy of modeling species-level regression coefficients
as random effects, but they assume that all species are
detected without error. With field data this latter
assumption will rarely if ever be satisfied, not even for
sessile organisms (Chen et al. 2013), as is often hoped,
claimed or believed (Warton et al. 2015, 2016). Even in
best-case scenarios of well-designed and highly stan-
dardized monitoring programs with surveys conducted
by highly trained volunteers, as is the case with the Swiss
breeding bird survey, detection for individual species
varies between virtually 0 and 1 and is strongly depen-
dent on the season and other factors (Kéry and Royle
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cates the 95% confidence interval across 50 simulations.

2016:706). Ignoring imperfect detection has the potential
of biasing all inferences about species and communities
in such community models.

In this paper, we extended two previously proposed
models for analyzing correlated binary data that arise
from multispecies presence—absence surveys: the multi-
variate probit model of Pollock et al. (2014) and the
latent variable models of Hui et al. (2015), by adding a
hierarchical level that describes the observation process.
We tested and compared these two new models with sim-
ulated data of biological communities with species corre-
lations. For small communities with fewer than about 10
species, we found that both models provided adequate
estimates of species correlation and occupancy parame-
ters, given a large enough sample size and an appropri-
ate number of LVs in the LV model. For larger
communities, however, the MP model showed poor con-
vergence, very slow mixing and was often unable to accu-
rately estimate parameters. Very long chains (e.g.,
500,000-1,000,000 iterations) can improve estimates but
result in extremely long run times in the order of days or
even weeks. This is not completely surprising given the
large number of parameters in the correlation matrix in
the MP model (e.g., in a community of size n = 40, a
total of n(n—1)/2 = 780 parameters would need to be
estimated).

Interestingly, for the LV model we found that the
number of LVs needed to estimate the species correlation
matrix adequately was substantially larger than previ-
ously suggested (Letten et al. 2015, Warton et al. 2015),
regardless of whether the model did or did not contain a
detection component. As a rule of thumb, in our simula-
tions with a completely unstructured correlation matrix,

close to n/2 LVs appear to be needed until the estimates
of the correlation matrix stabilize, although the fact that
such a large number of latent variables was needed is not
overly surprising, given the random nature in which we
generated the residual correlation matrix. When the cor-
relation matrix is highly structured, a much lower num-
ber of LVs adequately fits the data. The optimal number
of LVs for a data set can be found by running multiple
models and plotting the sum or the residual variance
against the number of LVs. In some cases, using a lower
number of LVs could be useful, for example when the
main goal is not accurately estimating residual correla-
tion, but simply constructing model-based ordinations
(Hui et al. 2015, Warton et al. 2015).

Although, based on the above results, the LV model
did not necessarily reduce the number of parameters
required compared to the MP model (for n =40 and
LV = 20 the number of parameters is 610), the MCMC
sampling algorithm in JAGS was much more efficient for
this model leading to quicker convergence and better mix-
ing. We would therefore generally recommend the use of
the LV model over that of the MP model, and encourage
more research into choosing the number of LVs in situa-
tions where we expect the residual correlation matrix to
exhibit more structure, e.g., due to phylogeny.

A third formulation of a multispecies occupancy
model with species correlations has been developed
recently by Rota et al. (20164). Their model is based on
a multivariate Bernoulli model and can estimate and
model the strength of species correlations as a function
of covariates. However, this comes at the cost of an even
larger number of parameters. It is unclear at present how
well their approach would scale up to the large number
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Great tit 0.54 0.26 0.21 0.4 0.31
Blue tit 0.04 0.19 0.45 0.25
Coal tit 0.54 0.34 0.3
Crested tit| 0.35 0.29
Marsh tit 0.39
Willow tit
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FiG. 7. Residual correlation matrix of occupancy probabil-
ity for the six tit species (family Paridae) in the community
under our new latent variable multispecies co-occurrence model
with imperfect detection and 20 latent variables (detail from
Fig. 6).

of species found in many communities (Rota et al. 2016«
used four species in their paper). The dependence of spe-
cies correlations on the environment can also be evalu-
ated with LVMs by modeling the latent variable
coefficients as a function of environmental covariates
(Tikhonov et al. 2017). It appears that comparative
studies among these models would be valuable for prac-
titioners, to help make a wise choice among these novel
methods.

Our simulations provide a clear picture as to how
ignoring imperfect detection biases inferences from a
community model, and how this will depend on the mag-
nitude of and on the patterns in detection errors. We saw
in Simulation 2 that with constant detection probability
(p) all the occupancy parameters as well as the estimates
of the residual correlations were poorly estimated. Simu-
lation 3 further emphasized the fact that the correlation
matrix will be biased in a community model that is igno-
rant about detection if there are species-specific patterns
in detection probability that are related to the habitat or
other features of space (Appendix S1: Fig. S16). Hence,
accounting for imperfect detection and modeling the
right covariates into the detection model may be and
arguably often is required for unbiased inferences about
species co-occurrence in biological communities.

Estimating correlations in species occurrence data is
data hungry, requiring data from many sampling sites,
even more so when detection is imperfect and detection
probabilities and occupancy for some species are low.
This is because of the large number of parameters that
need to be estimated, but also because of the reduction
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in available information caused by the added uncertainty
brought about by imperfect detection. As in any kind of
capture-recapture type of model, the quality of parame-
ter estimates increases with increasing detection proba-
bility (the “first rule of capture-recapture”; Kéry and
Royle 2016). This suggests to us that when designing
field studies to study species interactions it might be bet-
ter to allocate survey effort to ensure relatively high
detection probability than to increase the number of
sites. This fits with design recommendations for single
species models (MacKenzie and Royle 2005, Guillera-
Arroita et al. 2010), but it would nevertheless be good to
investigate this further with additional empirical
research and simulations.

It is important to point out that although co-occur-
rence models can separate out environmental correlation
that is explained by covariates that are included in the
model from residual correlation, these models cannot
tell us if the residual correlation is caused by missing
environmental covariates or by true interactions among
species, such as competition, predation, or mutualism.
As always, correlation is not the same as causation and
the resulting correlations need to be closely examined
and interpreted in the light of what is known about spe-
cies traits, phylogeny, trophic levels, and other knowl-
edge of the species and the ecosystem (Pollock et al.
2014, Morales-Castilla et al. 2015, Zurell et al. 2018). A
good example for that is our Swiss passerine data set: it
is very unlikely that the high residual correlation in the
occupancy probability between some species is caused
by positive biological interactions (e.g., symbiosis or
other forms of facilitation). On the contrary, we would
have expected competition for some of these species and
thus a negative correlation among closely related species
like the tits, which use similar habitats and nest in a rare
resource (cavities). It is much more likely that our model
was missing important covariates that affect the distribu-
tion of several of the species simultaneously, leading to
such positive residual correlations. For instance, our
model did not contain the proportion of deciduous as
opposed to coniferous trees in the forest. All six tits are
basically woodland species, but great, blue, marsh, and
willow prefer deciduous, whereas crested and coal tit
prefer mixed or coniferous woodland. The magnitude of
estimated correlations is consistent with these effects
and they may thus at least in part be explained by this
missing covariate. Another possible explanation for
the positive correlations is that they simply reflect spa-
tial variability in the availability of cavities and all
species are more abundant in areas with a higher density
of cavities.

We highlight that this caveat, that a correlation does
not equate to causation, must never be forgotten when
modeling statistical correlations in the occurrence or
abundance of a group of species. Put another way, we
must to be very careful with assigning biological interac-
tions to mere residual correlations found in an observa-
tional study. Another important point is that spatial
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scale affects co-occurrence patterns and the sampling
scale needs to match the scale of the biological interac-
tions (Zurell et al. 2018).

We implemented our models in the BUGS language
and fitted them via JAGS software (Plummer 2003)
because of its ease of implementation. Although JAGS
may not be quite as computationally efficient as other
JSDM implementations (Wilkinson et al. 2019), it has
the advantage of proven accessibility to a great many
ecologists. Furthermore, BUGS is essentially a generic
programming language for hierarchical models and it
has a very large base of published code in ecology (e.g.,
McCarthy 2007, Royle and Dorazio 2008, Kéry and
Schaub 2012, Kéry and Royle 2016). The BUGS lan-
guage gives the ecologist user full flexibility to accom-
modate nonstandard analyses or to integrate multiple
and slightly different data sets in a single, integrated
model. However, given the complexity of these models
and the long run times when the number of species
increases, custom MCMC algorithms implemented in a
fast programming language could significantly increase
speed or possibly allow for better convergence of the MP
model.

JSDMs with species correlations open up new possi-
bilities to answer a wide range of questions that involve
species interactions, e.g., how the distribution of preda-
tors is related to the distribution of prey species, which
species are most affected by invasive species, and many
others. The models could also be used to look at interac-
tion among sexes or different age classes or could evalu-
ate seasonal changes in co-occurrence, and can
potentially improve model predictions by accounting for
unmeasured environmental variables or biotic interac-
tions (Warton et al. 2015). We believe that our work will
make these models even more useful, because accommo-
dating for the universal fact that species are not detected
perfectly will make their inferences more robust.
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