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#### Abstract

We use circular sequences to give an improved lower bound on the minimum number of $(\leq k)$-sets in a set of points in general position. We then use this to show that if $S$ is a set of $n$ points in general position, then the number $\square(S)$ of convex quadrilaterals determined by the points in $S$ is at least $0.37553\binom{n}{4}+O\left(n^{3}\right)$. This in turn implies that the rectilinear crossing number $\overline{\operatorname{cr}}\left(K_{n}\right)$ of the complete graph $K_{n}$ is at least $0.37553\binom{n}{4}+O\left(n^{3}\right)$, and that Sylvester's Four Point Problem Constant is at least 0.37553. These improved bounds refine results recently obtained by Ábrego and Fernández-Merchant and by Lovász, Vesztergombi, Wagner, and Welzl.


## 1. Introduction

In an influential paper published in 1980, Goodman and Pollack [12] introduced the concept of circular sequences (see definition below) as a combinatorial encoding scheme for sets of points in the plane.

Recently, Ábrego and Fernández-Merchant [1] and, independently, Lovász et al. [13] used circular sequences to establish new important results concerning the following classical problems in combinatorial geometry (Problems 1 and 2) and geometric probability (Problem 3):

Problem 1. Let $S$ be a set of $n$ points in general position in the plane. What is the number $\square(S)$ of convex quadrilaterals in $S$ ?

[^0]For the following problem recall that the rectilinear crossing number $\overline{\operatorname{cr}}(G)$ of a graph $G$ is the minimum number of pairwise intersections of edges in a drawing of $G$ in the plane in which every edge is drawn as a straight segment.

Problem 2. What is the rectilinear crossing number $\overline{\operatorname{cr}}\left(K_{n}\right)$ of the complete graph $K_{n}$ on $n$ vertices?

The connection between Problems 1 and 2 is the observation that the crossings of edges in a (rectilinear) drawing of $K_{n}$ are in one-to-one correspondence with the convex quadrilaterals formed by its set of vertices.

Observation 1. For each positive integer n,

$$
\overline{\operatorname{cr}}\left(K_{n}\right)=\min _{|S|=n} \square(S),
$$

where the minimum is taken over all the point sets $S$ with $n$ elements in general position.
Following [13], for a (Borel) probability distribution in the plane $\mu$, let $\square(\mu)$ denote the probability that four independent $\mu$-random points form a convex quadrilateral. The following is known as Sylvester's Four Point Problem, after Sylvester's paper from 1865 [17] (for a nicely written survey on the history and status of this problem until 1989, see [14]).

Problem 3 (Sylvester's Four Point Problem). What is Sylvester's Four Point Problem Constant $q_{*}:=\inf _{\mu} \square(\mu)$ ?

In [15], Scheinerman and Wilf proved the following striking connection between $\overline{\operatorname{cr}}\left(K_{n}\right)$ and Sylvester's Four Point Problem Constant $q_{*}$.

Theorem 2 (Scheinerman and Wilf).

$$
q_{*}=\lim _{n \rightarrow \infty} \frac{\overline{\operatorname{cr}}\left(K_{n}\right)}{\binom{n}{4}} .
$$

In this paper we follow the approach used by Ábrego and Fernández-Merchant and (independently) by Lovász et al., to these closely related questions, and refine their results to obtain improved bounds for these classical problems.

### 1.1. The Relationship between $\square(S)$ and Circular Sequences

In [13] Lovász et al. showed that $\square(S)$ is closely related to the number of ( $\leq k$ )-sets in $S$. We recall that a $k$-set is a subset $T$ of $S$ with $|T|=k$, and such that $T$ can be separated from its complement $T \backslash S$ by a line. An $i$-set with $1 \leq i \leq k$ is a ( $\leq k$ )-set. We use $\eta_{\leq k}(S)$ to denote the number of $(\leq k)$-sets of $S$.

While the important problem of determining, for each $k$, the maximum number of $k$-sets remains tantalizingly open (the best current bounds are $O\left(n k^{1 / 3}\right)$ and $n e^{\Omega(\log k)}$
(see [9] and [18], respectively)), it is known that the maximum number of ( $\leq k)$-sets of an $n$-point set $S$ in the plane is $n k$ (this is attained iff $S$ is in convex position [5], [21]).

In [13] and [21] it is shown that if $S$ is a collection of points in general position, then $\square(S)$ is a linear combination of $\left\{\eta_{\leq j}(S)\right\}$. The following is a direct consequence of Lemma 9 in [13].

Theorem 3 (Lovász, Vesztergombi, Wagner, and Welzl). Let $S$ be a set of $n$ points in the plane in general position. Then

$$
\square(S)=\sum_{1 \leq k<(n-2) / 2}(n-2 k-3) \eta_{\leq k+1}(S)+O\left(n^{3}\right),
$$

where $\eta_{\leq j}(S)$ denotes the number of $(\leq j)$-sets of $S$.
This crucial observation is exploited in [13] by finding a non-trivial lower bound for $\eta_{\leq k}(S)$ for every $k<n / 2$ and every set $S$ of $n$ points in general position (and using an even better bound for $k$ close to $n / 2$, which follows from the results in [20]). See Theorems 2 and 4 in [13]. To obtain the bound in Theorem 2 of [13], Lovász et al. follow the approach of circular sequences.

We recall that a circular sequence on $n$ elements $\Pi$ is a sequence $\left(\pi_{0}, \pi_{1}, \ldots, \pi_{\binom{n}{2}}\right)$ of permutation of the set $\{1,2, \ldots, n\}$, where $\pi_{0}$ is the identity permutation $(1,2, \ldots, n)$, $\pi_{\binom{n}{2}}$ is the reverse permutation $(n, n-1, \ldots, 1)$, and any two consecutive permutations differ by exactly one transposition of two elements in adjacent positions. A transposition that occurs between elements in positions $i$ and $i+1$, or between elements in positions $n-i$ and $n-i+1$, is $i$-critical. A transposition is $(\leq k)$-critical if it is critical for some $i \leq k$. We denote the number of ( $\leq k$ )-critical transpositions in $\Pi$ by $\chi_{\leq k}(\Pi)$, and use $\mathbf{X}_{\leq k}(n)$ to denote the minimum of $\chi_{\leq k}(\Pi)$ taken over all circular sequences $\Pi$ on $n$ elements.

Circular sequences can be used to encode any set $S$ of points in general position as follows. Let $L$ be a (directed) line that is not orthogonal to any of the lines defined by pairs of points in $S$. We label the points in $S$ as $p_{1}, p_{2}, \ldots, p_{n}$, according to the order in which their orthogonal projections appear along $L$. As we rotate $L$ (say counterclockwise), the ordering of the projections changes precisely at the positions where $L$ passes through a position orthogonal to the line defined by some pair of points $r, s$ in $S$. At the time the projection change occurs, $r$ and $s$ are adjacent in the ordering, and the ordering changes by transposing $r$ and $s$. By keeping track of all permutations of the projections as $L$ is rotated by $180^{\circ}$, we obtain a circular sequence $\Pi_{S}$.

The crucial observation is that clearly ( $\leq k$ )-sets are in one-to-one correspondence with $(\leq k)$-critical transpositions of $\Pi_{S}$.

Observation 4. Let $S$ be a set of $n$ points in the plane in general position, and let $k<n / 2$. Then

$$
\eta_{\leq k}(S)=\chi_{\leq k}\left(\Pi_{S}\right)
$$

Combining Theorem 3 and Observation 4 and recalling the definition of $\mathbf{X}_{\leq k}(n)$, one immediately obtains the following statement, obtained independently in [1] and [13].

Theorem 5. Let $S$ be a set of $n$ points in the plane in general position. Then

$$
\begin{aligned}
\square(S) & =\sum_{1 \leq k<(n-2) / 2}(n-2 k-3) \chi_{\leq k+1}\left(\Pi_{S}\right)+O\left(n^{3}\right) \\
& \geq \sum_{1 \leq k<(n-2) / 2}(n-2 k-3) \mathbf{X}_{\leq k+1}(n)+O\left(n^{3}\right) .
\end{aligned}
$$

Having reduced the problem of bounding $\square(S)$ to the problem of bounding $\mathbf{X}_{\leq k}(n)$, Ábrego and Fernández-Merchant [1], and independently Lovász et al. [13], then proceeded to the (combinatorial) problem of deriving good estimates for $\mathbf{X}_{\leq k}(n)$.

### 1.2. Previous Estimates for $\mathbf{X}_{\leq k}(n)$ and Their Consequences

In [1] and [13] the following was proved:

$$
\begin{equation*}
\mathbf{X}_{\leq k}(n) \geq 3\binom{k+1}{2}, \quad \text { for every positive } n \text { and every } \quad k<\frac{n}{2} \tag{1}
\end{equation*}
$$

In [1] this result was applied, together with Theorem 5, to obtain the following.
Theorem 6. If $S$ is any set of $n$ points in general position, then

$$
\begin{equation*}
\square(S) \geq \frac{1}{4}\left\lfloor\frac{n}{4}\right\rfloor\left\lfloor\frac{n-1}{4}\right\rfloor\left\lfloor\frac{n-2}{4}\right\rfloor\left\lfloor\frac{n-3}{4}\right\rfloor=0.375\binom{n}{4}+O\left(n^{3}\right) . \tag{2}
\end{equation*}
$$

As a corollary, they obtain $\overline{\operatorname{cr}}\left(K_{n}\right) \geq 0.375\binom{n}{4}+O\left(n^{3}\right)$.
We observe that the bound

$$
\mathbf{X}_{\leq k}(n) \geq 3\binom{k+1}{2}
$$

is sharp for $k \leq n / 3$ (see Example 3 in [13]). Therefore, any improvement on $\square(S)$ based on the approach of circular sequences must necessarily rely on bounds for $\mathbf{X}_{\leq k}(n)$ that are strictly better than $3\binom{c+1}{2}$ for (some subset of) the interval $n / 3<k<(n-2) / 2$. Prior to the present paper, the only such bound reported is the following, which is derived in [13] using a result from [20] (see also [6]):

$$
\begin{equation*}
\mathbf{X}_{\leq k}(n) \geq \frac{n^{2}}{2}-n \sqrt{n^{2}-4 k^{2}}+O(n) \tag{3}
\end{equation*}
$$

Now (3) is strictly better than (1) for $k$ sufficiently close to $n / 2$, namely for $k>k_{0}(n):=$ $\sqrt{(2 \sqrt{13}-5) / 9} n \approx 0.4956 n+O(\sqrt{n})$. Combining (1) (which is also proved in [13] independently of [1]) and (3), and applying Theorem 5, the following was proved in [13].

Theorem 7. If $S$ is any set of $n$ points in general position, then

$$
\square(S)>0.37501\binom{n}{4}+O\left(n^{3}\right)
$$

Again, in view of Observation 1 this immediately yields an improved bound for $\overline{\operatorname{cr}}\left(K_{n}\right)$.

Although numerically the improvement (of roughly $1.088 \cdot 10^{-5}$ ) given in Theorem 7 over 0.375 may seem marginal, conceptually it is most relevant, since it shows that the rectilinear and the ordinary crossing number of $K_{n}$ (which considers drawings in which the edges are not necessarily straight segments) are different on the asymptotically relevant term $n^{4}$. This last observation follows since there are (non-rectilinear) drawings of $K_{n}$ with exactly $\frac{1}{4}\lfloor n / 4\rfloor\lfloor(n-1) / 4\rfloor\lfloor(n-2) / 4\rfloor\lfloor(n-3) / 4\rfloor=0.375\binom{n}{4}+O\left(n^{3}\right)$ crossings. No better (non-rectilinear) drawings of $K_{n}$ are known, and consequently the (non-rectilinear) crossing number of $K_{n}$ has been long conjectured to be exactly $\frac{1}{4}\lfloor n / 4\rfloor\lfloor(n-1) / 4\rfloor\lfloor(n-2) / 4\rfloor\lfloor(n-3) / 4\rfloor$ (see for instance [11]).

### 1.3. Our Results: an Improved Bound for $\mathbf{X}_{\leq k}(n)$ and Its Consequences

The core of this paper is an improved bound on the minimum number $\mathbf{X}_{\leq k}(n)$ of $(\leq k)$ critical transpositions in any circular sequence on $n$ elements. Our bound is given in terms of two functions $F(k, n)$ and $s(k, n)$ defined as follows.

For all positive integers $k, n$ such that $k<n$, let

$$
\begin{aligned}
F(k, n):= & \left(2-\frac{1}{s(k, n)}\right) k^{2}-\left(\frac{(s(k, n)-1)^{2}}{s(k, n)}\right) k(n-2 k-1) \\
& +\left(\frac{s(k, n)^{4}-7 s(k, n)^{2}+12 s(k, n)-6}{12 s(k, n)}\right)(n-2 k-1)^{2}
\end{aligned}
$$

where

$$
s(k, n):=\left\lfloor\frac{1}{2}\left(1+\sqrt{\frac{1+6(k / n)-(9 / n)}{1-2(k / n)-(1 / n)}}\right)\right\rfloor .
$$

Using this notation, our main result is the following.
Theorem 8 (Main Result). For every positive integer $n$ and every $k<n / 2$,

$$
\mathbf{X}_{\leq k}(n) \geq F(k, n)+O(n)
$$

This bound is better than the bounds in (1) and (3) for

$$
k>k_{1}(n):=\frac{1}{162}\left(-71+71 n+\sqrt{19 n^{2}-38 n+19}\right) \approx 0.465178 n+O(\sqrt{n})
$$

The bulk of this paper is the proof of Theorem 8, which is given in Section 2.
By Observation 4, the refined bound for $\mathbf{X}_{\leq k}(n)$ given in Theorem 8 immediately implies improved bounds for $\eta_{\leq k}(S)$, for $k \geq k_{1}(n)$. Moreover, in view of Theorem 5, Theorem 8 also gives improved bounds for $\square(S)$, for any set $S$ of $n$ points in general position (and, in view of Observation 4 and Theorem 2, also for $\overline{\operatorname{cr}}\left(K_{n}\right)$, and for $q_{*}$ ).

The corresponding calculations (which are somewhat tedious but by no means difficult) are given in Section 3, where the following is proved.

Proposition 9. For every positive integer $n$ and every $k<n / 2$,

$$
\sum_{1 \leq k<(n-2) / 2}(n-2 k-3) \cdot \max \left\{3\binom{k+2}{2}, F(k+1, n)\right\} \geq 0.37553\binom{n}{4}+O\left(n^{3}\right)
$$

By applying Theorem 8 and Proposition 9 to Theorem 5, and using Observation 1 and Theorem 2, we have the following.

## Corollary 10.

(i) If $S$ is a set of $n$ points in the plane in general position, then

$$
\square(S) \geq 0.37553\binom{n}{4}+O\left(n^{3}\right)
$$

(ii) For each positive integer n,

$$
\overline{\operatorname{cr}}\left(K_{n}\right) \geq 0.37553\binom{n}{4}+O\left(n^{3}\right)
$$

(iii) $q_{*} \geq 0.37553$.

To put this improved lower bound on $\overline{\operatorname{cr}}\left(K_{n}\right)$ into context, first we should point out that the lower bounds on $\overline{\operatorname{cr}}\left(K_{n}\right)$ proved in [1] and [13] represent a remarkable improvement over the previous best general lower bounds. Previous to the successful use of the approach of circular sequences (Edelsbrunner et al. [10] also claimed to have proved that

$$
\mathbf{X}_{\leq k}(n) \geq 3\binom{k+1}{2}
$$

but their argument seems to have a gap), the best lower bound known was $\overline{\operatorname{cr}}\left(K_{n}\right) \geq$ $0.3288\binom{n}{4}$ [19].

The improved lower bounds on $\overline{\operatorname{cr}}\left(K_{n}\right)$ reported in [1] and [13] are particularly attractive since they are remarkably close to the best upper bound currently known, namely $\overline{\operatorname{cr}}\left(K_{n}\right) \leq 0.38058\binom{n}{4}$ [2], [3]. This bound was obtained using a computer-generated base case. The best known upper bound derived "by hand" (quoting [13]), namely $\overline{\operatorname{cr}}\left(K_{n}\right) \leq 0.3838\binom{n}{4}$, was obtained by Brodsky et al. [8].

We also mention that the exact crossing number of $K_{n}$ is known for $n \leq 16$. For all $n \leq 9$, the exact value of $\overline{\operatorname{cr}}\left(K_{n}\right)$ can be found for instance in [22]. For $n=10$ it was determined by Brodsky et al. [7], for $n=11$ and 12 it was calculated by Aichholzer et al. [2], and quite recently Aichholzer and Krasser determined it for $n=13,14,15,16,17$ [4]. The most current information on the rectilinear crossing number of $K_{n}$ for specific values of $n$ is given in the the comprehensive web page http://www.igi.tugraz.at/oaich/triangulations/crossing.html, maintained by Aichholzer.

In view of (ii) in Corollary 10, the best bounds currently known for $\overline{\operatorname{cr}}\left(K_{n}\right)$ are as follows:

$$
0.37553\binom{n}{4}+O\left(n^{3}\right) \leq \overline{\operatorname{cr}}\left(K_{n}\right) \leq 0.38058\binom{n}{4}+O\left(n^{3}\right)
$$

We close this section by observing that the rectilinear crossing number of $K_{n}$ is also relevant because it determines the crossing number of the random graph (see [16]).

## 2. Bounding the Number of $(\leq k)$-Critical Transpositions: Proof of Theorem 8

Our strategy to prove Theorem 8 is as follows. First we show that the number of $(\leq k)$ critical transpositions in any circular sequence $\Pi$ on $n$ elements is bounded by below by a function that depends on the solution of a maximization problem over a certain family of digraphs. This is done in Section 2.1 (see Proposition 11). Then, in Section 2.2, we find an upper bound for the solution of the maximization problem over this set of digraphs (see Proposition 21).

We conclude this section with the (by then obvious) observation that Theorem 8 follows from Propositions 11 and 21.

### 2.1. Bounding the Number of $(\leq k)$-Critical Transpositions in Terms of the Solution of a Digraph Optimization Problem

Our lower bound for the number of $(\leq k)$-critical transpositions in a circular sequence is given in terms of the maximum of an objective function taken over a certain set of digraphs which we now proceed to define. We use $\overrightarrow{u v}$ to denote the directed edge from vertex $u$ to vertex $v$. The indegree and outdegree of vertex $u$ in the digraph $D$ are denoted $[u]_{D}^{-}$and $[u]_{D}^{+}$, respectively.

Definition. Let $k, m$ be integers such that $2 \leq m<k$. A digraph $D$ with vertex set of size $k$ is a $(k, m)$-digraph if there is a labeling of the vertices $\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$ such that:
(i) There is some vertex $v_{i}$ such that $\left[v_{i}\right]_{D}^{-}=0$.
(ii) For every $i \in\{1, \ldots, k\},\left[v_{i}\right]_{D}^{+} \leq\left[v_{i}\right]_{D}^{-}+(m-1)$.
(iii) If $\vec{v}_{i}$ is in $D$ then $i<j$.

We let $\mathcal{D}_{k, m}$ denote the set of all $(k, m)$-digraphs.
Proposition 11. Let $\Pi$ be any circular sequence on $n$ elements and let $k<n / 2$. Define $m:=n-2 k$. Then

$$
\begin{aligned}
\chi_{\leq k}(\Pi) \geq 2 k^{2}+k m-\max _{D \in \mathcal{D}_{k, m}}\{ & 2\left(\sum_{1 \leq i \leq k}\left[v_{i}\right]_{D}^{-}\right) \\
& \left.+\left(\sum_{1 \leq i \leq k} \min \left\{\left[v_{i}\right]_{D}^{-}-\left[v_{i}\right]_{D}^{+}+(m-1), m\right\}\right)\right\}
\end{aligned}
$$

Proof. For convenience we label the $n$ points so that the starting permutation is

$$
\pi_{0}=\left(a_{k}, a_{k-1}, \ldots, a_{1}, b_{1}, b_{2}, \ldots, b_{m}, c_{1}, c_{2}, \ldots, c_{k}\right)
$$

If the elements involved in a transposition are $a_{i}, a_{j}$ for some $i, j$, then we call it an $(a, a)-$ transposition. If the elements are $a_{i}, b_{j}$ for some $i, j$, then it is an $(a, b)$-transposition (note that we call it an $(a, b)$-transposition regardless of the relative position of $a_{i}$
and $b_{j}$ at the moment the transposition occurs). We define $(b, b)_{-},(c, c)-,(a, c)-$, and $(b, c)$-transpositions similarly. Thus, every transposition is a $(y, z)$-transposition for some $(y, z) \in\{(a, a),(a, b),(a, c),(b, b),(b, c),(c, c)\}$.

Suppose that two elements transpose when they occupy positions $i$ and $i+1$. If $i \leq k$ or $i \geq k+m$, then the transposition occurs in the AC-zone. If $k+1 \leq i \leq k+m-1$, then it occurs in the $B$-zone.

For all $(y, z) \in\{(a, a),(a, b),(a, c),(b, c),(c, c)\}$, we define

$$
\begin{aligned}
(A C)_{(y, z)} & :=\text { number of }(y, z) \text {-transpositions in the } A C \text {-zone } \\
(B)_{(y, z)} & :=\text { number of }(y, z) \text {-transpositions in the } B \text {-zone. }
\end{aligned}
$$

In a transposition that transforms $(x, y)$ into $(y, x)$, we say that $x$ moves to the right and $y$ moves to the left.

For each $x \in\left\{a_{1}, \ldots, a_{k}, c_{1}, \ldots, c_{k}\right\}$, let $R_{A C}(x)$ (respectively $\left.L_{A C}(x)\right)$ denote the total number of transpositions in the $A C$-zone in which $x$ moves to the right (respectively left). Since at the start of the circular sequence each $a_{i}$ is at position $k-i+1$, and at the end it is in position $k+m+i$, it follows that $R_{A C}\left(a_{i}\right)-L_{A C}\left(a_{i}\right)=(k+m+i)-$ $(k-i+1)-(m-1)=2 i$ (note that the transpositions that involve $a_{i}$ do not contribute to $R_{A C}\left(a_{i}\right)$ or $L_{A C}\left(a_{i}\right)$ if they occur in the $B$-Zone). A similar reasoning shows that $L_{A C}\left(c_{i}\right)-R_{A C}\left(c_{i}\right)=2 i$. Thus

$$
\begin{equation*}
\sum_{1 \leq i \leq k}\left(R_{A C}\left(a_{i}\right)-L_{A C}\left(a_{i}\right)\right)=\sum_{1 \leq i \leq k}\left(L_{A C}\left(c_{i}\right)-R_{A C}\left(c_{i}\right)\right)=2\binom{k+1}{2} \tag{4}
\end{equation*}
$$

Now we note that every $(a, b)$-transposition in the $A C$-zone contributes 1 to $\sum_{1 \leq i \leq k} R_{A C}\left(a_{i}\right)$ and 0 to $\sum_{1 \leq i \leq k} L_{A C}\left(a_{i}\right)$, since in every $(a, b)$-transposition an $a_{i}$ moves to the right. Similarly, every ( $a, c$ )-transposition in the $A C$-zone contributes 1 to $\sum_{1 \leq i \leq k} R_{A C}\left(a_{i}\right)$ and 0 to $\sum_{1 \leq i \leq k} L_{A C}\left(a_{i}\right)$. Finally, we note that every $(a, a)$ transposition in the $A C$-zone contributes 0 to $\sum_{1 \leq i \leq k}\left(R_{A C}\left(a_{i}\right)-L_{A C}\left(a_{i}\right)\right)$. Therefore

$$
\begin{equation*}
\sum_{1 \leq i \leq k}\left(R_{A C}\left(a_{i}\right)-L_{A C}\left(a_{i}\right)\right)=(A C)_{(a, b)}+(A C)_{(a, c)} \tag{5}
\end{equation*}
$$

An analogous reasoning shows that

$$
\begin{equation*}
\sum_{1 \leq i \leq k}\left(L_{A C}\left(c_{i}\right)-R_{A C}\left(c_{i}\right)\right)=(A C)_{(b, c)}+(A C)_{(a, c)} \tag{6}
\end{equation*}
$$

Combining (4)-(6), we obtain

$$
\begin{equation*}
(A C)_{(a, b)}+(A C)_{(b, c)}+2(A C)_{(a, c)}=4\binom{k+1}{2} \tag{7}
\end{equation*}
$$

Now $\chi_{\leq k}(\Pi)=(A C)_{(a, a)}+(A C)_{(b, b)}+(A C)_{(c, c)}+(A C)_{(a, b)}+(A C)_{(b, c)}+(A C)_{(a, c)}$. Thus $\chi_{\leq k}(\Pi) \geq(A C)_{(a, a)}+(A C)_{(c, c)}+(A C)_{(a, b)}+(A C)_{(b, c)}+(A C)_{(a, c)}$, and so using (7) we obtain

$$
\begin{equation*}
\chi_{\leq n}(\Pi) \geq 2\binom{k+1}{2}+(A C)_{(a, a)}+(A C)_{(c, c)}+\frac{(A C)_{(a, b)}+(A C)_{(b, c)}}{2} \tag{8}
\end{equation*}
$$

Let $D_{a}$ denote the digraph with (ordered) vertex set $\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$, such that $\overrightarrow{a_{i} a_{j}}$ is in $D_{a}$ iff $i>j$ and the transposition $\left(a_{i}, a_{j}\right) \rightarrow\left(a_{j}, a_{i}\right)$ occurs in the $B$-zone. Our goal is to relate the parameters of $D_{a}$ to $(A C)_{(a, a)}$ and $(A C)_{(a, b)}$ (see (11)).

The first obvious observation is that the total number of edges $D_{a}$, that is, $\sum_{1 \leq i \leq k}\left[a_{i}\right]_{D_{a}}^{-}$, equals $(B)_{(a, a)}$. Since $(B)_{(a, a)}+(A C)_{(a, a)}$ equals the total number of ( $a, a$ )-transpositions, namely $\binom{k}{2}$, this implies

$$
\begin{equation*}
(A C)_{(a, a)}=\binom{k}{2}-\sum_{1 \leq i \leq k}\left[a_{i}\right]_{D_{a}}^{-} \tag{9}
\end{equation*}
$$

For each fixed $a_{i}$, let $(B)_{\left(a_{i}, b\right)}$ denote the total number of transpositions that involve $a_{i}$ and some $b$, and that occur in the $B$-Zone. We define $(B)_{\left(a_{i}, c\right)}$ analogously.

For each $x \in\left\{a_{1}, \ldots, a_{k}, c_{1}, \ldots, c_{k}\right\}$, let $R_{B}(x)$ (respectively $\left.L_{B}(x)\right)$ denote the total number of transpositions in the $B$-zone in which $x$ moves to the right (respectively left). Since at the start of the circular sequence each $a_{i}$ occupies one of the first $k$ positions and at the end it occupies one of the last $k$ positions (that is, it "traverses through the entire Bzone") it follows that $R_{B}\left(a_{i}\right)-L_{B}\left(a_{i}\right)=m-1$. On the other hand, the definition of edges in $D_{a}$ implies that $L_{B}\left(a_{i}\right)=\left[a_{i}\right]_{D_{a}}^{-}$. Therefore $R_{B}\left(a_{i}\right)=(m-1)+\left[a_{i}\right]_{D_{a}}^{-}$. Now every $(a, b)$ - or $(a, c)$-transposition that occurs in the $B$-Zone (actually, anywhere) involves an $a_{j}$ that moves to the right. Combining this with the remark that $\left[a_{i}\right]_{D_{a}}^{+}$is the total number of $(a, a)$ moves in the $B$-zone in which $a_{i}$ moves to the right, we get $R_{B}\left(a_{i}\right)=$ $\left[a_{i}\right]_{D_{a}}^{+}+(B)_{\left(a_{i}, b\right)}+(B)_{\left(a_{i}, c\right)}$. Therefore $(B)_{\left(a_{i}, b\right)}+(B)_{\left(a_{i}, c\right)}=\left[a_{i}\right]_{D_{a}}^{-}-\left[a_{i}\right]_{D_{a}}^{+}+(m-1)$, and so $(B)_{\left(a_{i}, b\right)} \leq\left[a_{i}\right]_{D_{a}}^{-}-\left[a_{i}\right]_{D_{a}}^{+}+(m-1)$.

We also note that the total number of $\left(a_{i}, b\right)$ transpositions is exactly $m$, and so $(B)_{\left(a_{i}, b\right)} \leq m$. Therefore, for each $a_{i},(B)_{\left(a_{i}, b\right)} \leq \min \left\{\left[a_{i}\right]_{D_{a}}^{-}-\left[a_{i}\right]_{D_{a}}^{+}+(m-1), m\right\}$. Since $\sum_{1 \leq i \leq k}(B)_{\left(a_{i}, b\right)}=(B)_{(a, b)}$ and $(B)_{(a, b)}+(A C)_{(a, b)}=k m$, we finally obtain

$$
\begin{equation*}
(A C)_{(a, b)} \geq k m-\sum_{1 \leq i \leq k} \min \left\{\left[a_{i}\right]_{D_{a}}^{-}-\left[a_{i}\right]_{D_{a}}^{+}+(m-1), m\right\} \tag{10}
\end{equation*}
$$

Using (9) and (11), we obtain

$$
\begin{align*}
(A C)_{(a, a)}+\frac{(A C)_{(a, b)}}{2} \geq & \left(\binom{k}{2}-\sum_{1 \leq i \leq k}\left[a_{i}\right]_{D_{a}}^{-}\right) \\
& +\frac{1}{2}\left(k m-\sum_{1 \leq i \leq k} \min \left\{\left[a_{i}\right]_{D_{a}}^{-}-\left[a_{i}\right]_{D_{a}}^{+}+(m-1), m\right\}\right) \tag{11}
\end{align*}
$$

If we now let $D_{c}$ denote the digraph with (ordered) vertex set $\left\{c_{1}, c_{2}, \ldots, c_{k}\right\}$ such that there is an arc from $c_{i}$ to $c_{j}$ iff $i>j$ and the transposition $\left(c_{j}, c_{i}\right) \rightarrow\left(c_{i}, c_{j}\right)$ occurs in the $B$-zone, a totally analogous argument shows that

$$
\begin{align*}
(A C)_{(c, c)}+\frac{(A C)_{(b, c)}}{2} \geq & \left(\binom{k}{2}-\sum_{1 \leq i \leq k}\left[c_{i}\right]_{D_{c}}^{-}\right) \\
& +\frac{1}{2}\left(k m-\sum_{1 \leq i \leq k} \min \left\{\left[c_{i}\right]_{D_{c}}^{-}-\left[c_{i}\right]_{D_{c}}^{+}+(m-1), m\right\}\right) \tag{12}
\end{align*}
$$

We claim that both $D_{a}$ and $D_{c}$ are $(k, m)$-digraphs. We now show that $D_{a}$ is a $(k, m)$ digraph. Condition (i) is satisfied since clearly $\left[a_{1}\right]_{D_{a}}^{-}=0$. To check Condition (ii), we recall that we proved above that $(B)_{\left(a_{i}, b\right)}+(B)_{\left(a_{i}, c\right)}=\left[a_{i}\right]_{D_{a}}^{-}-\left[a_{i}\right]_{D_{a}}^{+}+(m-1)$, and so $\left[a_{i}\right]_{D_{a}}^{-}-\left[a_{i}\right]_{D_{a}}^{+}+(m-1) \geq 0$, as required. On the other hand, Condition (iii) follows at once from the definition of $D_{a}$. A totally analogous argument shows that $D_{c}$ is a $(k, m)$-digraph, also with ordering map $f$.

Thus both $D_{a}$ and $D_{c}$ are in $\mathcal{D}_{k, m}$, and so it follows from (8), (11), and (12) that

$$
\begin{aligned}
& \chi_{\leq k}(\Pi) \geq 2\binom{k+1}{2}+\min _{D \in \mathcal{D}_{k, m}}\left\{2\left(\binom{k}{2}-\sum_{1 \leq i \leq k}\left[v_{i}\right]_{D}^{-}\right)\right. \\
& \left.+\left(k m-\sum_{1 \leq i \leq k} \min \left\{\left[v_{i}\right]_{D}^{-}-\left[v_{i}\right]_{D}^{+}+(m-1), m\right\}\right)\right\} \\
& =2 k^{2}+k m-\max _{D \in \mathcal{D}_{k, m}}\left\{2\left(\sum_{1 \leq i \leq k}\left[v_{i}\right]_{D}^{-}\right)\right. \\
& \left.+\left(\sum_{1 \leq i \leq k} \min \left\{\left[v_{i}\right]_{D}^{-}-\left[v_{i}\right]_{D}^{+}+(m-1), m\right\}\right)\right\} .
\end{aligned}
$$

### 2.2. Bounding the Solution of the Digraph Optimization Problem

Our goal in this section is to find a (good) upper bound for the maximization problem in Proposition 11.

Define $f_{k, m}$ as follows:

$$
\begin{align*}
f_{k, m}(D):= & 2 \sum_{1 \leq i \leq k}\left[v_{i}\right]_{D}^{-}  \tag{13}\\
& +\sum_{1 \leq i \leq k} \min \left\{\left[v_{i}\right]_{D}^{-}-\left[v_{i}\right]_{D}^{+}+(m-1), m\right\}, \quad \text { for every } \quad D \in \mathcal{D}_{k, m}
\end{align*}
$$

Using this notation, our current goal is to find an upper bound for $\max _{D \in \mathcal{D}_{k, m}}\left\{f_{k, m}(D)\right\}$. Our first step will be to find a $(k, m)$-digraph $D_{0}(k, m)$ that maximizes $f_{k, m}$.

### 2.2.1. Finding a Digraph $D_{0}(k, m)$ that Maximizes $f_{k, m}$. We define

$$
\mathcal{M}_{k, m}:=\left\{D \in \mathcal{D}_{k, m} \mid D \text { maximizes } f_{k, m}\right\} .
$$

Throughout this discussion, $D$ is a fixed digraph in $\mathcal{M}_{k, m}$. Without any loss of generality, we assume $D$ has vertex set $\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$, and if $\overrightarrow{v_{i} v_{j}}$ then $i<j$. Since by assumption $D$ is a $(k, m)$-digraph, it follows that, for every $i,\left[v_{i}\right]_{D}^{-} \leq\left[v_{i}\right]_{D}^{+}+(m-1)$.

Now let $p, q, r$ be integers such that $1 \leq p<q<r \leq k$. We say that $D$ has the ( $p, q, r$ )-gap if (i) for every $j$ such that $p<j<q,\left(v_{p}, v_{j}\right)$ is in $D$; (ii) for every $j$ such that $q \leq j<r,\left(v_{p}, v_{j}\right)$ is not in $D$; and (iii) $\left(v_{p}, v_{r}\right)$ is in $D$.

If $D$ has a gap, then the order of $D$ is the lexicographically smallest vector $(p, q,-r)$ such that $D$ has the ( $p, q, r$ )-gap. If $D$ has no gaps, then the order of $D$ is $(k-1,1,1)$
(note that no digraph can have a $(k-1, q, r)$-gap, since there are no integers $q, r$ such that $k-1<q<r \leq k$ ).

The crucial observation is the following.
Proposition 12. Suppose that $D \in \mathcal{M}_{k, m}$ has some gap. Then there is a digraph $D^{\prime}$, also in $\mathcal{M}_{k, m}$, whose order is lexicographically greater than the order of $D$.

The importance of Proposition 12 is that it implies that there is a digraph $D_{0}(k, m)$ in $\mathcal{M}_{k, m}$ that has no gaps (see Proposition 14). Furthermore, as we shall see later, the following observation, which will be used in the proof of Proposition 12, implies that having no gaps determines $D_{0}(k, m)$ uniquely inside $\mathcal{M}_{k, m}$.

Proposition 13. For every $i \in\{1, \ldots, k\},\left[v_{i}\right]_{D}^{+}=\min \left\{\left[v_{i}\right]_{D}^{-}+(m-1), k-i\right\}$.

Proof. Suppose that for some $i,\left[v_{i}\right]_{D}^{+} \neq \min \left\{\left[v_{i}\right]_{D}^{-}+(m-1), k-i\right\}$. We note that since $\left[v_{i}\right]_{D}^{+} \leq \min \left\{\left[v_{i}\right]_{D}^{-}+(m-1), k-i\right\}$, we must then have $\left[v_{i}\right]_{D}^{+}<\min \left\{\left[v_{i}\right]_{D}^{-}+\right.$ ( $m-1$ ), $k-i\}$. Thus in particular $\left[v_{i}\right]_{D}^{+}<k-i$, and so there is a $j>i$ such that $\overrightarrow{v_{i} v_{j}}$ is not in $D$. On the other hand, $\left[v_{i}\right]_{D}^{+}<\left[v_{i}\right]_{D}^{-}+(m-1)$ implies that the digraph $D+\overrightarrow{v_{i} v_{j}}$ is also in $\mathcal{D}_{k, m}$. It is readily checked that $f_{k, m}\left(D+\vec{v}_{i}\right)>f_{k, m}(D)$, contradicting the maximality assumption for $D$.

Proof of Proposition 12. Suppose that $D \in \mathcal{M}_{k, m}$ has a gap. Let $(p, q,-r)$ denote the order of $D$. We need to analyze two cases separately.

Case 1. At least one of the following statements holds:
(A) There is a $j>r$ such that ${\overrightarrow{v_{r}}}_{j}$ is in $D$, but ${\overrightarrow{v_{r-1}}}_{j}$ is not in $D$.
(B) There is a $j$ that satisfies $p<j<r-1$, such that $\overrightarrow{v_{j} v_{r-1}}$ is in $D$, but $\overrightarrow{v_{j} v_{r}}$ is not in $D$.

If (A) holds, then let $D^{\prime}:=D-\overrightarrow{v_{p} v_{r}}-\overrightarrow{v_{r} v_{j}}+\overrightarrow{v_{p} v_{r-1}}+\overrightarrow{v_{r-1} v_{j}}$ and if (B) holds, then let $D^{\prime}:=D-\overrightarrow{v_{p} v_{r}}-\overrightarrow{v_{j} v_{r-1}}+\overrightarrow{v_{p} v_{r-1}}+\overrightarrow{v_{j} v_{r}}$. Let $\left(p^{\prime}, q^{\prime},-r^{\prime}\right)$ denote the order of $D^{\prime}$. Since $\left[v_{i}\right]_{D^{\prime}}^{-}-\left[v_{i}\right]_{D^{\prime}}^{+}=\left[v_{i}\right]_{D}^{-}-\left[v_{i}\right]_{D}^{-}$for every $i$, and $D$ and $D^{\prime}$ have the same number of edges, it follows that $f_{k, m}\left(D^{\prime}\right)=f_{k, m}(D)$, and so $D^{\prime}$ is also in $\mathcal{M}_{k, m}$. Finally, it can be easily checked that in either case $\left(p^{\prime}, q^{\prime},-r^{\prime}\right)$ is lexicographically greater than $(p, q,-r)$, as required.

Case 2. Neither (A) nor (B) holds. Note that ${\overrightarrow{v_{r-1}}}_{r}$ must be in $D$. Otherwise, the digraph $D_{1}:=D-\overrightarrow{v_{p} v_{r}}+\overrightarrow{v_{p} v_{r-1}}+\overrightarrow{v_{r-1} v_{r}}$ is also in $\mathcal{D}_{k, m}$, and $f_{k, m}\left(D_{1}\right)>f_{k, m}(D)$, contradicting that $D \in \mathcal{M}_{k, m}$. This observation, together with the assumption that (A) does not hold, implies the following:

$$
\begin{equation*}
\left[v_{r-1}\right]_{D}^{+} \geq\left[v_{r}\right]_{D}^{+}+1 \tag{14}
\end{equation*}
$$

Claim. There is at most one vertex $v_{j}$ with $j<p$ and with $\overrightarrow{v_{j} v_{r-1}} \in D$ and $\overrightarrow{v_{j} v_{r}} \notin D$.

Proof of the Claim. First we show that if $p>1$, then the sequence $\left[v_{1}\right]_{D}^{-},\left[v_{2}\right]_{D}^{-}, \ldots$, $\left[v_{p-1}\right]_{D}^{-}$is non-decreasing. Seeking a contradiction, let $i$ be smallest integer such that
$i<p$ and $\left[v_{i}\right]_{D}^{-}<\left[v_{i-1}\right]_{D}^{-}$. Note that $i \geq 2$, since $\left[v_{2}\right]_{D}^{-}=1$ (this follows since $p>1$, and so $\overrightarrow{v_{1} v_{2}}$ is in $D$ ) and $\left[v_{1}\right]_{D}^{-}=0$. Now since $\left[v_{i}\right]_{D}^{-}<\left[v_{i-1}\right]_{D}^{-}$, and ${\overrightarrow{v_{i-1}}}_{i}$ is in $D$ (otherwise there would be an $\left(i-1, q^{\prime \prime}, r^{\prime \prime}\right)$-gap for some $q^{\prime \prime}, r^{\prime \prime}$, and since $i-1<p$ this would contradict the choice of $p$ ), there are distinct $j, j^{\prime}$, with $j<j^{\prime}<i-1$, such that both $\overrightarrow{v_{j} v_{i-1}}$ and $\overrightarrow{v_{j^{\prime}} v_{i-1}}$ are in $D$, but neither $\overrightarrow{v_{j} v_{i}}$ nor $\overrightarrow{v_{j^{\prime}} v_{i}}$ is in $D$. Since $j<p, D$ has no $\left(j, p^{\prime \prime}, q^{\prime \prime}\right)$-gaps, and therefore $\overrightarrow{v_{j} v_{\ell}}$ is in $D$ iff $j<\ell \leq i-1$. A similar argument shows that ${\overrightarrow{v_{j}}}^{\prime}$ is in $D$ iff $j^{\prime}<\ell \leq i-1$. Therefore $\left[v_{j}\right]_{D}^{+}=i-1-j$ and $\left[v_{j^{\prime}}\right]_{D}^{+}=i-1-j^{\prime}$. These numbers are less than $k-j$ and $k-j^{\prime}$, respectively (since neither $\vec{v}_{j} \vec{v}_{i}$ nor $\overrightarrow{v_{j^{\prime}} \vec{v}_{i}}$ are in $D$ ), and so it follows from Proposition 13 that $\left[v_{j}\right]_{D}^{-}=\left[v_{j}\right]_{D}^{+}-(m-1)$ and $\left[v_{j^{\prime}}\right]_{D}^{-}=\left[v_{j^{\prime}}\right]_{D}^{+}-(m-1)$. Thus $\left[v_{j^{\prime}}\right]_{D}^{-}<\left[v_{j}\right]_{D}^{-}$, contradicting the choice of $i$. Thus, as claimed, if $p>1$ then the sequence $\left[v_{1}\right]_{D}^{-},\left[v_{2}\right]_{D}^{-}, \ldots,\left[v_{p-1}\right]_{D}^{-}$is non-decreasing.

Now suppose that there exist different vertices $v_{j}, v_{j^{\prime}}$ with $j<j^{\prime}<p$ and such that both $\overrightarrow{v_{j} v_{r-1}} \in D$ and $\overrightarrow{v_{j^{\prime}} v_{r-1}} \in D$. Suppose that $\overrightarrow{v_{j} v_{r}} \notin D$. Since $\left[v_{j}\right]_{D}^{-} \leq\left[v_{j^{\prime}}\right]_{D}^{-}$, Proposition 13 and the assumption that $(p, q,-r)$ is the order of $D$ imply that $\overrightarrow{v_{j^{\prime}} v_{r}} \in D$. This completes the proof of the claim.

Using the claim and that $\overrightarrow{v_{p} v_{r}}$ and $\overrightarrow{v_{r-1} v_{r}}$ are both in $D$ and $\overrightarrow{v_{p} v_{r-1}}$ is not in $D$, and that (B) does not hold, we have the following:

$$
\begin{equation*}
\left[v_{r-1}\right]_{D}^{-} \leq\left[v_{r}\right]_{D}^{-}-1 \tag{15}
\end{equation*}
$$

By Proposition 13, $\left[v_{r}\right]_{D}^{+}$equals either $\left[v_{r}\right]_{D}^{-}+(m-1)$ or $k-r$. Now if $\left[v_{r}\right]_{D}^{+}=$ $\left[v_{r}\right]_{D}^{-}+(m-1)$, then it follows from (14) and (15) that $\left[v_{r-1}\right]_{D}^{+} \geq\left[v_{r-1}\right]_{D}^{-}+(m-1)+2$, which contradicts the assumption that $D \in \mathcal{D}_{k, m}$. Therefore $\left[v_{r}\right]_{D}^{+}=k-r$. Now since (A) does not hold and $\vec{v} r-1^{v_{r}}$ is in $D$, it follows that $\left[v_{r-1}\right]_{D}^{+}=k-(r-1)$.

We define $D^{\prime}:=D-\overrightarrow{v_{p} v_{r}}+\overrightarrow{v_{p} v_{r-1}}$. It is straightforward to check that the order of $D^{\prime}$ is lexicographically greater than $(p, q,-r)$. Thus to conclude the proof it suffices to show that $D^{\prime} \in \mathcal{M}_{k, m}$.

First we have to show that $D^{\prime} \in \mathcal{D}_{k, m}$. We note that $\left[v_{1}\right]_{D^{\prime}}^{-}=\left[v_{1}\right]_{D}^{-}=0$, so Condition (i) holds. Condition (iii) also clearly holds. Since $\left[v_{\ell}\right]_{D^{\prime}}^{-} \geq\left[v_{\ell}\right]_{D}^{-}$for every $\ell \neq r$, it follows that in order to check that Condition (ii) holds we only need to verify that $\left[v_{r}\right]_{D^{\prime}}^{-}+(m-1) \geq\left[v_{r}\right]_{D^{\prime}}^{+}$. First we note that $\left[v_{r}\right]_{D^{\prime}}^{+}=\left[v_{r}\right]_{D}^{+}=k-r$ and $\left[v_{r}\right]_{D^{\prime}}^{-}=$ $\left[v_{r}\right]_{D}^{-}-1$. Thus it suffices to show $\left[v_{r}\right]_{D}^{-}+(m-1)-1 \geq k-r$. Since $\left[v_{r-1}\right]_{D}^{+}=k-(r-1)$, it follows that $\left[v_{r-1}\right]_{D}^{-}+(m-1) \geq k-(r-1)$. Combined with (15), this implies $\left[v_{r}\right]_{D}^{-}+(m-1)-1 \geq k-(r-1)>k-r$, as required.

We now show that $D^{\prime} \in \mathcal{M}_{k, m}$. The construction of $D^{\prime}$ implies that (a) $\sum_{1 \leq i \leq k}\left[v_{i}\right]_{D^{\prime}}^{-}=$ $\sum_{1 \leq i \leq k}\left[v_{i}\right]_{D}^{-}$; (b) $\left[v_{i}\right]_{D^{\prime}}^{+}=\left[v_{i}\right]_{D}^{+}$for all $i$; (c) $\left[v_{r-1}\right]_{D^{\prime}}^{-}=\left[v_{r-1}\right]_{D}^{-}+1$; (d) $\left[v_{r}\right]_{D^{\prime}}^{-}=$ $\left[v_{r}\right]_{D}^{-}-1$; and (e) $\left[v_{i}\right]_{D}^{-}=\left[v_{i}\right]_{D^{\prime}}^{-}$for all $i \notin\{r-1, r\}$. Given the definition of $f_{k, m}$, these statements imply that $f_{k, m}\left(D^{\prime}\right)-f_{k, m}(D)=\Delta_{r-1}+\Delta_{r}$, where $\Delta_{r-1}=\min \left\{\left[v_{r-1}\right]_{D^{\prime}}^{-}-\right.$ $\left.\left[v_{r-1}\right]_{D^{\prime}}^{+}, 1\right\}-\min \left\{\left[v_{r-1}\right]_{D}^{-}-\left[v_{r-1}\right]_{D}^{+}, 1\right\}$ and $\Delta_{r}=\min \left\{\left[v_{r}\right]_{D^{\prime}}^{-}-\left[v_{r}\right]_{D^{\prime}}^{+}, 1\right\}-\min \left\{\left[v_{r}\right]_{D}^{-}-\right.$ $\left.\left[v_{r}\right]_{D}^{+}, 1\right\}$. With this notation, $D^{\prime} \in \mathcal{M}_{k, m}$ iff $\Delta_{r-1}+\Delta_{r} \geq 0$. Thus we conclude the proof by showing this last inequality. We observe that since $\left[v_{r-1}\right]_{D^{\prime}}^{-}=\left[v_{r-1}\right]_{D}^{-}+1$ and $\left[v_{r-1}\right]_{D^{\prime}}^{+}=\left[v_{r-1}\right]_{D}^{+}$, it follows that $\Delta_{r-1} \geq 0$. Similarly, since $\left[v_{r}\right]_{D^{\prime}}^{-}=\left[v_{r}\right]_{D}^{-}-1$ and $\left[v_{r}\right]_{D^{\prime}}^{+}=\left[v_{r}\right]_{D}^{+}$, then $\Delta_{r} \geq-1$.

First we deal with the case in which $\left[v_{r}\right]_{D}^{-}-\left[v_{r}\right]_{D}^{+}>1$ (so that $\left[v_{r}\right]_{D^{\prime}}^{-}-\left[v_{r}\right]_{D^{\prime}}^{+}>0$ ). In this case, $\min \left\{\left[v_{r}\right]_{D}^{-}-\left[v_{r}\right]_{D}^{+}, 1\right\}=\min \left\{\left[v_{r}\right]_{D^{\prime}}^{-}-\left[v_{r}\right]_{D^{\prime}}^{+}, 1\right\}=1$, and so $\Delta_{r}=0$. Since $\Delta_{r-1} \geq 0$, the required inequality follows.

Finally, suppose that $\left[v_{r}\right]_{D}^{-}-\left[v_{r}\right]_{D}^{+} \leq 1$. Using (14) and (15) we obtain $\left[v_{r-1}\right]_{D}^{-}-$ $\left[v_{r-1}\right]_{D}^{+} \leq-1$ (and therefore $\left[v_{r-1}\right]_{D^{\prime}}^{-}-\left[v_{r-1}\right]_{D^{\prime}}^{+} \leq 0$ ). Thus, in this case $\min \left\{\left[v_{r-1}\right]_{D}^{-}-\right.$ $\left.\left[v_{r-1}\right]_{D}^{+}, 1\right\}=\left[v_{r-1}\right]_{D}^{-}-\left[v_{r-1}\right]_{D}^{+}$and $\min \left\{\left[v_{r-1}\right]_{D^{\prime}}^{-}-\left[v_{r-1}\right]_{D^{\prime}}^{+}, 1\right\}=\left[v_{r-1}\right]_{D^{\prime}}^{-}-\left[v_{r-1}\right]_{D^{\prime}}^{+}$. Since $\left[v_{r-1}\right]_{D^{\prime}}^{-}=\left[v_{r-1}\right]_{D}^{-}+1$ and $\left[v_{r-1}\right]_{D}^{+}=\left[v_{r-1}\right]_{D^{\prime}}^{+}$, this gives $\Delta_{r-1}=1$. Recalling that $\Delta_{r} \geq-1$, we obtain $\Delta_{r-1}+\Delta_{r} \geq 0$, as required.

We are finally ready to define the graph $D_{0}(k, m)$.
Proposition 14. Let $D_{0}(k, m)$ be the digraph with vertex set $\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$, defined as follows:
(1) $\left[v_{1}\right]_{D_{0}(k, m)}^{-}=0$;
(2) $\left[v_{i}\right]_{D_{0}(k, m)}^{+}=\min \left\{\left[v_{i}\right]_{D_{0}(k, m)}^{-}+(m-1), k-i\right\}$, for every $i \geq 1$; and
(3) for all $i, j$ such that $1 \leq i<j \leq k$, the directed edge ${\overrightarrow{v_{i}} \vec{v}_{j}}$ is in $D_{0}(k, m)$ if and only if $i+1 \leq j \leq i+\left[v_{i}\right]_{D_{0}(k, m)}^{+}$.
Then $D_{0}(k, m) \in \mathcal{M}_{k, m}$. That is, $D_{0}(k, m)$ maximizes $f_{k, m}$ over $\mathcal{D}_{k, m}$.

Proof. By Proposition 12, there is a digraph in $\mathcal{M}_{k, m}$ with no gaps. By performing a relabeling if necessary, we may assume that its vertex set is $\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$, and that the indegree of $v_{1}$ in this digraph is 0 . Now Proposition 13 and the fact that the digraph has no gaps imply that this digraph is precisely the digraph $D_{0}(k, m)$.

Before we proceed to estimate a lower bound for $f_{k, m}\left(D_{0}(k, m)\right)$, we establish some basic properties of $D_{0}(k, m)$.

Proposition 15. The digraph $D_{0}=D_{0}(k, m)$ satisfies the following properties:
(a) The sequence $\left\{\left[v_{i}\right]_{D_{0}}^{-}\right\}_{i=1}^{k}$ is non-decreasing.
(b) If $i^{\prime}$ is an integer such that $i:=i^{\prime}+\left[v_{i^{\prime}}\right]_{D_{0}}^{-}+(m-1) \leq k$, then $\left[v_{i}\right]_{D_{0}}^{-}=$ $\left[v_{i^{\prime}}\right]_{D_{0}}^{-}+(m-1)$.
(c) If $i^{\prime}$ is an integer such that $i:=i^{\prime}+\left[v_{i^{\prime}}\right]_{D_{0}}^{-}+(m-1)+1 \leq k$, then $\left[v_{i}\right]_{D_{0}}^{-}=$ $\left[v_{i^{\prime}}\right]_{D_{0}}^{-}+(m-1)$.

Proof. Suppose that the sequence $\left[v_{1}\right]_{D_{0}}^{-},\left[v_{2}\right]_{D_{0}}^{-}, \ldots,\left[v_{k}\right]_{D_{0}}^{-}$is not non-decreasing and let $i_{0}$ be the smallest integer such that $\left[v_{i_{0}}\right]_{D_{0}}^{-}<\left[v_{i_{0}-1}\right]_{D_{0}}^{-}$. Note that $i \geq 3$, since $\left[v_{2}\right]_{D_{0}}^{-}=1$ and $\left[v_{1}\right]_{D_{0}}^{-}=0$. Now since $\left[v_{i_{0}}\right]_{D_{0}}^{-}<\left[v_{i_{0}-1}\right]_{D_{0}}^{-}$and $\overrightarrow{v_{i_{0}-1} v_{i_{0}}}$ is in $D_{0}$ (since $D_{0}$ has no gaps), then there are distinct $j, j^{\prime}$, with $j<j^{\prime}<i_{0}-1$, such that both $\overrightarrow{v_{j} v_{i_{0}-1}}$ and $\overrightarrow{v_{j^{\prime}} v_{i_{0}-1}}$ are in $D_{0}$, but neither $\overrightarrow{v_{j} v_{i_{0}}}$ nor $\overrightarrow{v_{j^{\prime}} v_{i_{0}}}$ is in $D_{0}$. Since $D_{0}$ has no gaps, it follows that $\overrightarrow{v_{j} v_{\ell}}$ is in $D_{0}$ iff $\ell \in\left\{j+1, j+2, \ldots, i_{0}-1\right\}$, and $\overrightarrow{v_{j^{\prime}} v_{\ell}}$ is in $D_{0}$ iff $\ell \in\left\{j^{\prime}+1, j^{\prime}+2, \ldots, i_{0}-1\right\}$. Therefore $\left[v_{j^{\prime}}\right]_{D_{0}}^{-}<\left[v_{j}\right]_{D_{0}}^{-}$(see Proposition 13). Since this contradicts the minimality of $i_{0}$, it follows that $\left\{\left[v_{i}\right]_{D_{0}}^{-}\right\}$is non-decreasing.

Now suppose that $i:=i^{\prime}+\left[v_{i^{\prime}}\right]_{D_{0}}^{-}+(m-1) \leq k$. Note that it follows that $\left[v_{i^{\prime}}\right]_{D_{0}}^{+}=$ $\left[v_{i^{\prime}}\right]_{D_{0}}^{-}+(m-1)$. Then $\overrightarrow{v_{i^{\prime}} v_{i}}$ is in $D_{0}$. Moreover, using (a) and the fact that $D_{0}$ has
no gaps, it follows that $\vec{v}_{j} v_{i}$ is in $D_{0}$ iff $i^{\prime} \leq j \leq i^{\prime}+\left[v_{i^{\prime}}\right]_{D_{0}}^{+}-1$. Thus $\left[v_{i}\right]_{D_{0}}^{-}=$ $i^{\prime}+\left[v_{i^{\prime}}\right]_{D_{0}}^{+}-1-i^{\prime}+1=\left[v_{i^{\prime}}\right]_{D_{0}}^{+}$. This proves (b).

Finally, suppose that $i:=i^{\prime}+\left[v_{i^{\prime}}\right]_{D_{0}}^{-}+(m-1)+1 \leq k$. Note that it follows that $\left[v_{i^{\prime}}\right]_{D_{0}}^{+}=\left[v_{i^{\prime}}\right]_{D_{0}}^{-}+(m-1)$. Then ${\overrightarrow{v_{i}} \vec{v}_{i}}^{\prime}$ is not in $D_{0}$. Moreover, using (a) and the fact that $D_{0}$ has no gaps, it follows that $\vec{v}_{j} \vec{v}_{i}$ is in $D_{0}$ iff $i^{\prime}+1 \leq j \leq i^{\prime}+\left[v_{i^{\prime}}\right]_{D_{0}}^{+}$. Thus $\left[v_{i}\right]_{D_{0}}^{-}=i^{\prime}+\left[v_{i^{\prime}}\right]_{D_{0}}^{+}-i^{\prime}=\left[v_{i^{\prime}}\right]_{D_{0}}^{+}$. This proves (c).
2.2.2. Estimating $f_{k, m}\left(D_{0}(k, m)\right)$. In order to bound $f_{k, m}\left(D_{0}(k, m)\right)$, we separately estimate upper bounds for the two expressions whose sum equals $f_{k, m}\left(D_{0}(k, m)\right)$. These upper bounds are given in Propositions 18 and 20. In Proposition 21 we combine these statements to obtain the required upper bound for $f_{k, m}\left(D_{0}(k, m)\right)$.

For the rest of the section, for convenience we denote $D_{0}(k, m)$ simply by $D_{0}$.
Step 1: Bounding the First Summand of $f_{k, m}\left(D_{0}\right)$.
Definition 16. For each real number $x \geq 1$, we let $S_{m}(x)$ denote the (unique) positive integer such that

$$
1+\frac{\left(S_{m}(x)-1\right) S_{m}(x)}{2}(m-1) \leq x<1+\frac{S_{m}(x)\left(S_{m}(x)+1\right)}{2}(m-1)
$$

If $i \geq 1$ is an integer, then we let $T_{m}(i), U_{m}(i)$ denote the (unique) integers that satisfy $0 \leq T_{m}(i) \leq m-2,0 \leq U_{m}(i) \leq S_{m}(i)-1$, and such that

$$
\begin{equation*}
i=1+\frac{\left(S_{m}(i)-1\right) S_{m}(i)}{2}(m-1)+S_{m}(i) T_{m}(i)+U_{m}(i) \tag{16}
\end{equation*}
$$

Proposition 17. For each integer $i$ such that $1 \leq i \leq k$, we have $\left[v_{i}\right]_{D_{0}}^{-}=\left(S_{m}(i)-\right.$ 1) $(m-1)+T_{m}(i)$.

Proof. We proceed by induction on $i$. First suppose that $1 \leq i \leq m-1$. Then $S_{m}(i)=1$ and $T_{m}(i)=i-1$. Since $\left[v_{1}\right]_{D_{0}}^{-}=0$, an iterated application of Properties (2) and (3) in Proposition 14 shows that $\left[v_{i}\right]_{D_{0}}^{-}=i-1=T_{m}(i)$, as required.

To deal with the inductive step we fix $j \geq m$, assume that the statement holds for all $i<j$, and show that then it also holds for $i=j$.

Suppose first that $U_{m}(j)<S_{m}(j)-1$. Define $j^{\prime}:=1+\frac{1}{2}\left(S_{m}(j)-1\right)\left(S_{m}(j)-\right.$ 2) $(m-1)+\left(S_{m}(j)-1\right) T_{m}(j)+U_{m}(j)$. We note that it follows from (the uniqueness part of) Definition 16 that $S_{m}\left(j^{\prime}\right)=S_{m}(j)-1, T_{m}\left(j^{\prime}\right)=T_{m}(j)$, and $U_{m}\left(j^{\prime}\right)=U_{m}(j)$. Now by the induction hypothesis, $\left[v_{j^{\prime}}\right]_{D_{0}}^{-}=\left(S_{m}\left(j^{\prime}\right)-1\right)(m-1)+T_{m}\left(j^{\prime}\right)=\left(S_{m}(j)-\right.$ 2) $(m-1)+T_{m}(j)$. An elementary calculation then shows that $j^{\prime}+\left[v_{j^{\prime}}\right]_{D_{0}}^{-}+(m-1)=$ $j$. Applying Proposition $15(\mathrm{~b})$, we obtain $\left[v_{j}\right]_{D_{0}}^{-}=\left[v_{j^{\prime}}\right]_{D_{0}}^{-}+(m-1)=\left(S_{m}(j)-\right.$ 1) $(m-1)+T_{m}(j)$, as required.

Finally, suppose that $U_{m}(j)=S_{m}(j)-1$. Define $j^{\prime}:=1+\frac{1}{2}\left(S_{m}(j)-1\right)\left(S_{m}(j)-\right.$ 2) $(m-1)+\left(S_{m}(j)-1\right) T_{m}(j)+\left(U_{m}(j)-1\right)$. As in the previous case, the uniqueness guaranteed by Definition 16 yields that $S_{m}\left(j^{\prime}\right)=S_{m}(j)-1, T_{m}\left(j^{\prime}\right)=T_{m}(j)$, and $U_{m}\left(j^{\prime}\right)=U_{m}(j)-1$. By the induction hypothesis, $\left[v_{j^{\prime}}\right]_{D_{0}}^{-}=\left(S_{m}\left(j^{\prime}\right)-1\right)(m-1)+$
$T_{m}\left(j^{\prime}\right)=\left(S_{m}(j)-2\right)(m-1)+T_{m}(j)$, and so in this case an elementary calculation shows that $j^{\prime}+\left[v_{j^{\prime}}\right]_{D_{0}}^{-}+(m-1)+1=j$. Applying Proposition $15(\mathrm{c})$, we obtain $\left[v_{j}\right]_{D_{0}}^{-}=\left[v_{j^{\prime}}\right]_{D_{0}}^{-}+(m-1)=\left(S_{m}(j)-1\right)(m-1)+T_{m}(j)$, as required.

Before we proceed to bound the first summand of $f_{k, m}$, we note that (16) gives that, for all integers $i$,

$$
\begin{equation*}
T_{m}(i)=\left\lfloor\frac{i-1-S_{m}(i)\left(S_{m}(i)-1\right)(m-1) / 2}{S_{m}(i)}\right\rfloor \tag{17}
\end{equation*}
$$

## Proposition 18.

$$
\begin{aligned}
& \sum_{1 \leq i \leq k}\left[v_{i}\right]_{D_{0}}^{-} \\
& \quad \leq\left(\frac{1}{2 S_{m}(k)}\right) k^{2}+\left(\frac{1}{2}\left(S_{m}(k)-1\right)\right) k(m-1)+\frac{1}{24}\left(S_{m}(k)-S_{m}(k)^{3}\right)(m-1)^{2}+O(k)
\end{aligned}
$$

where $O(k)$ is independent of $m$.
Proof. Let $B_{m}:[1, \infty] \rightarrow \mathbb{R}$ be a function defined by

$$
\begin{equation*}
B_{m}(x):=\left(S_{m}(x)-1\right)(m-1)+\frac{x-1-S_{m}(x)\left(S_{m}(x)-1\right)(m-1) / 2}{S_{m}(x)} \tag{18}
\end{equation*}
$$

It follows from Proposition 17 and (17) that $\left[v_{i}\right]_{D_{0}}^{-} \leq B_{m}(i)$ for every $i \geq 1$. Therefore

$$
\sum_{1 \leq i \leq k}\left[v_{i}\right]_{D_{0}}^{-} \leq \int_{1}^{k} B_{m}(x) d x+O(k)
$$

An elementary calculation shows that this last integral equals the right-hand side (with an $O(k)$ term) of the inequality stated in Proposition 18.

Step 2: Bounding the second summand of $f_{k, m}\left(D_{0}\right)$. Let

$$
\begin{equation*}
i_{0}=i_{0}(k, m):=\max \left\{j \mid\left[v_{j}\right]_{D_{0}}^{-}+(m-1) \leq k-j\right\} \tag{19}
\end{equation*}
$$

Thus, informally, $i_{0}$ is the largest integer $i$ such that $\left[v_{i}\right]_{D_{0}}^{+}$is determined by $\left[v_{i}\right]_{D_{0}}^{-}$, and not by $k-i$ : if $i \leq i_{0}$, then $\left[v_{i}\right]_{D_{0}}^{+}=\left[v_{i}\right]_{D_{0}}^{-}+(m-1)$; and if $i>i_{0}$, then $\left[v_{i}\right]_{D_{0}}^{+}=k-i$.

Now define the function $C_{k, m}:[1, k] \rightarrow \mathbb{R}$ as follows:

$$
C_{k, m}(x):= \begin{cases}0, & x \leq i_{0} \\ 1+\frac{S_{m}\left(i_{0}\right)+1}{S_{m}\left(i_{0}\right)}\left(x-i_{0}\right), & i_{0}<x \leq i_{0}+\frac{S_{m}\left(i_{0}\right)}{S_{m}\left(i_{0}\right)+1}(m-1) \\ m, & i_{0}+\frac{S_{m}\left(i_{0}\right)}{S_{m}\left(i_{0}\right)+1}(m-1)<x \leq k\end{cases}
$$

Proposition 19. For every integer $i \geq 1$,

$$
\min \left\{\left[v_{i}\right]_{D_{0}}^{-}-\left[v_{i}\right]_{D_{0}}^{+}+(m-1), m\right\} \leq C_{k, m}(i)
$$

Proof. First we show that if $i \leq i_{0}$, then $\min \left\{\left[v_{i}\right]_{D_{0}}^{-}-\left[v_{i}\right]_{D_{0}}^{+}+(m-1), m\right\}=C_{k, m}(i)=$ 0 . Since by Proposition $17\left[v_{j}\right]_{D_{0}}^{-}$is non-decreasing, it follows that $\left[v_{i}\right]_{D_{0}}^{-}+(m-1) \leq$ $\left[v_{i_{0}}\right]_{D_{0}}^{-}+(m-1) \leq k-i_{0} \leq k-i$. Thus, by Proposition 13, $\left[v_{i}\right]_{D_{0}}^{+}=\left[v_{i}\right]_{D_{0}}^{-}+(m-1)$, and so $\min \left\{\left[v_{i}\right]_{D_{0}}^{-}-\left[v_{i}\right]_{D_{0}}^{+}+(m-1), m\right\}=0$.

Now we analyze the case $i>i_{0}$. Since $\left\{\left[v_{j}\right]_{D_{0}}^{-}\right\}$is non-decreasing, then $\left[v_{i}\right]_{D_{0}}^{-}+$ $(m-1) \geq\left[v_{i_{0}}\right]_{D_{0}}^{-}+(m-1)=k-i_{0}>k-i$. Thus Proposition 13 implies that $\left[v_{i}\right]_{D_{0}}^{+}=k-i$. Since $\left[v_{i_{0}}\right]_{D_{0}}^{+}=k-i_{0}$, then $\left[v_{i_{0}}\right]_{D_{0}}^{+}-\left[v_{i}\right]_{D_{0}}^{+}=i-i_{0}$. Therefore $\left(\left[v_{i}\right]_{D_{0}}^{-}-\left[v_{i}\right]_{D_{0}}^{+}\right)+\left(\left[v_{i_{0}}\right]_{D_{0}}^{+}-\left[v_{i_{0}}\right]_{D_{0}}^{-}\right)=\left(i-i_{0}\right)+\left(\left[v_{i}\right]_{D_{0}}^{-}-\left[v_{i_{0}}\right]_{D_{0}}^{-}\right)$.

We also observe that it follows easily from Proposition 17 that if $j<j^{\prime}$, then $\left[v_{j^{\prime}}\right]_{D_{0}}^{-}<\left[v_{j}\right]_{D_{0}}^{-}+1+\left(j^{\prime}-j\right) / S_{m}(j)$. Thus $\left[v_{i}\right]_{D_{0}}^{-}-\left[v_{i_{0}}\right]_{D_{0}}^{-}<1+\left(i-i_{0}\right) / S_{m}\left(i_{0}\right)$.

Now since $\left[v_{i_{0}}\right]_{D_{0}}^{+}-\left[v_{i_{0}}\right]_{D_{0}}^{-}=m-1$, we finally obtain

$$
\left[v_{i}\right]_{D_{0}}^{-}-\left[v_{i}\right]_{D_{0}}^{+}+(m-1)<1+\frac{S_{m}\left(i_{0}\right)+1}{S_{m}\left(i_{0}\right)}\left(i-i_{0}\right), \quad \text { for all } \quad i>i_{0}
$$

This last inequality immediately implies that $\min \left\{\left[v_{i}\right]_{D_{0}}^{-}-\left[v_{i}\right]_{D_{0}}^{+}+(m-1), m\right\} \leq C_{k, m}(i)$ for all $i>i_{0}$.

## Proposition 20.

$$
\begin{aligned}
\sum_{1 \leq i \leq k} \min & \left\{\left[v_{i}\right]_{D_{0}}^{-}-\left[v_{i}\right]_{D_{0}}^{+}+(m-1), m\right\} \\
& \leq \frac{k(m-1)}{S_{m}(k)}+\left(\frac{\left(S_{m}(k)-1\right)^{2}}{2 S_{m}(k)}\right)(m-1)^{2}+O(k)
\end{aligned}
$$

Proof. First we observe that Proposition 19 implies that

$$
\begin{equation*}
\sum_{1 \leq i \leq k} \min \left\{\left[v_{i}\right]_{D_{0}}^{-}-\left[v_{i}\right]_{D_{0}}^{+}+(m-1), m\right\} \leq \int_{1}^{k} C_{k, m}(x) d x+O(k) \tag{20}
\end{equation*}
$$

and an elementary calculation shows that

$$
\begin{equation*}
\int_{1}^{k} C_{k, m}(x) d x=\left(k-i_{0}\right) m-\frac{1}{2}\left(\frac{S_{m}\left(i_{0}\right)}{S_{m}\left(i_{0}\right)+1}\right)(m-1)^{2} . \tag{21}
\end{equation*}
$$

Our aim now is to express $S_{m}\left(i_{0}\right)$ and (an estimate of) $i_{0}$ in terms of $S_{m}(k)$. First we show that $S_{m}\left(i_{0}\right)=S_{m}(k)-1$.

Seeking a contradiction, suppose that $S_{m}\left(i_{0}\right)<S_{m}(k)-1$ (that is, $\left.S_{m}\left(i_{0}\right) \leq S_{m}(k)-2\right)$. Then, by Proposition 17, $\left[v_{i_{0}}\right]_{D_{0}}^{-}=\left(S_{m}\left(i_{0}\right)-1\right)(m-1)+T_{m}\left(i_{0}\right)<\left(S_{m}(k)-2\right)(m-1)$.

Also note that

$$
i_{0}<\binom{S_{m}(k)-1}{2}(m-1)+1, \quad \text { and since } \quad k \geq\binom{ S_{m}(k)}{2}(m-1)+1
$$

it follows that $k-i_{0}>\left(S_{m}(k)-1\right)(m-1)$. Therefore $\left[v_{i_{0}}\right]_{D_{0}}^{-}+(m-1)<\left(S_{m}(k)-\right.$ 1) $(m-1)<k-i_{0}$, and since both inequalities are strict we have $\left[v_{i_{0}}\right]_{D_{0}}^{-}+(m-1) \leq$ $k-i_{0}-2$. Since $D_{0}$ has no gap, it follows that $\left[v_{i+1}\right]_{D_{0}}^{-} \leq\left[v_{i}\right]_{D_{0}}^{-}+1$ for every $i$. Thus $\left[v_{i_{0}+1}\right]_{D_{0}}^{-} \leq\left[v_{i_{0}}\right]_{D_{0}}^{-}+1$, and so $\left[v_{i_{0}+1}\right]_{D_{0}}^{-}+(m-1) \leq k-\left(i_{0}+1\right)$, contradicting the definition of $i_{0}$. Therefore $S_{m}\left(i_{0}\right) \geq S_{m}(k)-1$.

Now suppose, again for sake of contradiction, that $S_{m}\left(i_{0}\right) \geq S_{m}(k)$. Since $S_{m}(i) \leq$ $S_{m}(k)$ for every $i \in\{1,2, \ldots, k\}$, it follows that $S_{m}\left(i_{0}\right)=S_{m}(k)$. Then

$$
\binom{S_{m}(k)}{2}(m-1)+1 \leq i_{0}, \quad \text { and since } \quad k<\binom{S_{m}(k)+1}{2}(m-1)
$$

it follows that $k-i_{0}<S_{m}(k)(m-1)-1$. Now since $S_{m}\left(i_{0}\right)=S_{m}(k)$, it follows from Proposition 17 that $\left[v_{i_{0}}\right]_{D_{0}}^{-} \geq\left(S_{m}(k)-1\right)(m-1)$, and so using the definition of $i_{0}$ we obtain $k-i_{0} \geq S_{m}(k)(m-1)$. The contradiction between these two inequalities for $k-i_{0}$ shows that $S_{m}\left(i_{0}\right) \leq S_{m}(k)-1$. Thus $S_{m}\left(i_{0}\right)=S_{m}(k)-1$, as claimed.

Let $x_{0}$ denote the solution of $B_{m}(x)+(m-1)=k-x$. Since $0 \leq B_{m}(i)-\left[v_{i}\right]_{D_{0}}^{-}<1$ for every integer $i$, and the slope of $B_{m}(i)$ (note that $B_{m}(i)$ is piecewise linear) is never greater than one, it follows that (i) if $U_{m}\left(i_{0}\right)=0$, then $i_{0} \leq x_{0}<i_{0}+1$; and (ii) if $1 \leq U_{m}\left(i_{0}\right) \leq S_{m}\left(i_{0}\right)-1$, then $i_{0}-1<x_{0}<i_{0}+1$. These observations imply that $S_{m}\left(x_{0}\right)=S_{m}\left(i_{0}\right)=S_{m}(k)-1$. Therefore, by (18),

$$
\begin{equation*}
B_{m}\left(x_{0}\right)=\left(S_{m}(k)-2\right)(m-1)+\frac{x_{0}-1-\frac{1}{2}\left(S_{m}(k)-1\right)\left(S_{m}(k)-2\right)(m-1)}{S_{m}(k)-1} \tag{22}
\end{equation*}
$$

Solving $B_{m}\left(x_{0}\right)+(m-1)=k-x_{0}$, we obtain

$$
\begin{equation*}
x_{0}=\left(\frac{S_{m}(k)-1}{S_{m}(k)}\right) k-\left(\frac{S_{m}(k)-1}{2}\right)(m-1)+\frac{1}{S_{m}(k)} \tag{23}
\end{equation*}
$$

Now since $\left|i_{0}-x_{0}\right|<1$ and $m, x_{0}<k$, then $\left(k-i_{0}\right) m=\left(k-x_{0}\right)(m-1)+O(k)$. Therefore

$$
\begin{aligned}
\left(k-i_{0}\right) m & -\frac{1}{2}\left(\frac{S_{m}\left(i_{0}\right)}{S_{m}\left(i_{0}\right)+1}\right)(m-1)^{2} \\
& =\left(k-x_{0}\right)(m-1)-\frac{1}{2}\left(\frac{S_{m}(k)-1}{S_{m}(k)}\right)(m-1)^{2}+O(k) \\
& =\frac{k(m-1)}{S_{m}(k)}+\left(\frac{\left(S_{m}(k)-1\right)^{2}}{2 S_{m}(k)}\right)(m-1)^{2}-\frac{m-1}{S_{m}(k)}+O(k)
\end{aligned}
$$

We note that since $S_{m}(k) \geq 1$ and $m<k$, then $(m-1) / S_{m}(k)$ is $O(k)$. Thus the proposition follows using this last equality and (20) and (21).

## Proposition 21.

$$
\begin{aligned}
\max _{D \in \mathcal{D}_{k, m}} & \left\{2 \sum_{1 \leq i \leq k}\left[v_{i}\right]_{D}^{-}+\sum_{1 \leq i \leq k} \min \left\{\left[v_{i}\right]_{D}^{-}-\left[v_{i}\right]_{D}^{+}+(m-1), m\right\}\right\} \\
\leq & \left(\frac{1}{S_{m}(k)}\right) k^{2}+\left(\frac{S_{m}(k)^{2}-S_{m}(k)+1}{S_{m}(k)}\right) k(m-1) \\
& \quad-\left(\frac{S_{m}(k)^{4}-7 S_{m}(k)^{2}+12 S_{m}(k)-6}{12 S_{m}(k)}\right)(m-1)^{2}+O(k),
\end{aligned}
$$

where

$$
S_{m}(k)=\left\lfloor\frac{1+\sqrt{1+8(k-1) /(m-1)}}{2}\right\rfloor
$$

Proof. First we note that an elementary calculation shows that the expression for $S_{m}(k)$ given in this statement indeed agrees with the value of $S_{m}(k)$ according to Definition 16. Finally, we recall from Proposition 14 that $D_{0}$ maximizes $f_{k, m}$ over $\mathcal{D}_{k, m}$. This observation, together with Propositions 18 and 20, and a routine algebraic manipulation, implies Proposition 21.

### 2.3. Proof of Theorem 8

We recall that $m=n-2 k$, and so $s(k, n)=S_{m}(k)$. Therefore Theorem 8 is an immediate consequence of Propositions 11 and 21 (note that we also used the obvious inequality $k m \geq k(m-1))$.

## 3. Proof of Proposition 9

Our first observation is that, for sufficiently large $n$,

$$
F(k, n)>3\binom{k+1}{2} \quad \text { for every } \quad k>k_{1}(n)
$$

(this follows from a tedious but routine calculation). We also note that if we define

$$
\tilde{s}(x):=\left\lfloor\frac{1}{2}\left(1+\sqrt{\frac{1+6 x}{1-2 x}}\right)\right\rfloor,
$$

then it is easy to check that $\widetilde{s}(k / n)=s(k, n)$ (and, moreover, $\widetilde{s}(k / n)=s(k+1, n)$ ) for all but at most $O(\sqrt{n})$ values of $k$.

These observations imply that

$$
\begin{aligned}
& \sum_{k=1}^{(n-2) / 2-1}(n-2 k-3) \cdot \max \left\{3\binom{k+2}{2}, F(k+1, n)\right\} \\
& \geq 3 \sum_{k=1}^{\left\lfloor k_{1}(n)\right\rfloor}(n-2 k-3)\binom{k+2}{2}+\sum_{k=\left\lfloor k_{1}(n)\right\rfloor+1}^{(n-2) / 2-1}(n-2 k-3) F(k+1, n) \\
& \geq \frac{3}{2} n^{3} \cdot\left(\sum_{k=1}^{\left\lfloor k_{1}(n)\right\rfloor}\left(1-2\left(\frac{k}{n}\right)\right)\left(\frac{k}{n}\right)^{2}\right) \\
&+n^{3} \cdot\left(\sum_{k=\left\lfloor k_{1}(n)\right\rfloor+1}^{(n-2) / 2-1}\left(1-2\left(\frac{k}{n}\right)\right) \frac{F(k+1, n)}{n^{2}}\right)+O\left(n^{3}\right) \\
& \geq \frac{3}{2} n^{4} \cdot\left(\int_{0}^{c_{1}}(1-2 x) x^{2} d x\right)+n^{4} \cdot\left(\int_{c_{1}}^{1 / 2}(1-2 x) \widetilde{f}(x) d x\right)+O\left(n^{3}\right),
\end{aligned}
$$

where $c_{1}:=0.465178$ (recall that $k_{1}(n) \approx 0.465178 n+O(\sqrt{n})$ ), and

$$
\begin{aligned}
\widetilde{f}(x):= & \left(2-\frac{1}{\widetilde{s}(x)}\right) x^{2}-\left(\frac{\widetilde{s}(x)-1)^{2}}{\widetilde{s}(x)}\right) x(1-2 x) \\
& +\left(\frac{\widetilde{s}(x)^{4}-7 \widetilde{s}(x)^{2}+12 \widetilde{s}(x)-6}{12 \widetilde{s}(x)}\right)(1-2 x)^{2} .
\end{aligned}
$$

To complete the proof, we note that a numerical evaluation of the integrals in the previous inequality yields

$$
\frac{3}{2} \int_{0}^{c_{1}}(1-2 x) x^{2} d x+\int_{c_{1}}^{1 / 2}(1-2 x) \tilde{f}(x) d x \approx \frac{0.37553}{24}
$$

## References

1. B. M. Ábrego and S. Fernández-Merchant, A lower bound for the rectilinear crossing number, Graphs Combin. 21(3) (2005), 293-300.
2. O. Aichholzer, F. Aurenhammer, and H. Krasser, On the crossing number of complete graphs, Proc. 18 th Ann. ACM Symp. Comput. Geom., Barcelona, Spain, 2002, pp. 19-24.
3. O. Aichholzer, F. Aurenhammer, and H. Krasser, On the crossing number of complete graphs, Comput. Geom. Theory Appl., to appear.
4. O. Aichholzer and H. Krasser, Abstract order type extension and new results on the rectilinear crossing number, in Proc. 21 st ACM Symp. Comput. Geom., Pisa, Italy, 2005 (J. S. B. Mitchell and G. Rote, eds.), pp. 91-98.
5. N. Alon and E. Győri, The number of small semispaces of a finite set of points in the plane, J. Combin. Theory Ser. A 41 (1986), 154-157.
6. A. Andrzejak, B. Aronov, S. Har-Peled, R. Seidel, and E. Welzl, Results on $k$-sets and $j$-facets via continuous motion, Proc. 14th Ann. ACM Symp. Comput. Geom., 1998, pp. 192-198.
7. A. Brodsky, S. Durocher, and E. Gethner, The rectilinear crossing number of $K_{10}$ is 62 , Electron. J. Combin. 8 (2001), Research Paper 23, 30 pp.
8. A. Brodsky, S. Durocher, and E. Gethner, Toward the rectilinear crossing number of $K_{n}$ : new drawings, upper bounds, and asymptotics, Discrete Math. 262 (2003), 59-77.
9. T. Dey, Improved bounds on planar $k$-sets and related problems, Discrete Comput. Geom. 19 (1998), 373-382.
10. H. Edelsbrunner, N. Hasan, R. Seidel, and X. J. Shen, Circles through two points that always enclose many points, Geom. Dedicata 32 (1989), 1-12.
11. P. Erdős and R. K. Guy, Crossing number problems, Amer. Math. Monthly 80 (1973), 52-58.
12. J. E. Goodman and R. Pollack, On the combinatorial classification of nondegenerate configurations in the plane, J. Combin. Theory Ser. A 29 (1980), 220-235.
13. L. Lovász, K. Vesztergombi, U. Wagner, and E. Welzl, Convex quadrilaterals and $k$-sets, in Towards a Theory of Geometric Graphs (János Pach, ed.), Contemporary Mathematics, American Mathematical Society, Providence, RI, 2004, pp. 139-148
14. R. E. Pfiefer, The historical development of J. J. Sylvester's problem, Math. Mag. 62 (1989), 309-317.
15. E. R. Scheinerman and H. S. Wilf, The rectilinear crossing number of a complete graph and Sylvester's "four point problem" of geometric probability, Amer. Math. Monthly 101 (1994), 939-943.
16. J. Spencer and G. Tóth, Crossing numbers of random graphs, Random Structures Algorithms 21 (2003), 347-358.
17. J. J. Sylvester, On a special class of questions on the theory of probabilities, Report 35, Birmingham British Association, 1865, pp. 8-9.
18. G. Tóth, Point sets with many $k$-sets, Discrete Comput. Geom. 26 (2001), 187-194
19. U. Wagner, On the rectilinear crossing number of complete graphs, Proc. 14th ACM-SIAM Symp. Discrete Algebra, 2003, pp. 583-588.
20. E. Welzl, More on $k$-sets of finite sets in the plane, Discrete Comput. Geom. 1 (1986), 95-100.
21. E. Welzl, Entering and leaving j-facets, Discrete Comput. Geom. 25 (2001), 351-364.
22. A. White and L. W. Beineke, Topological graph theory, in Selected Topics in Graph Theory (L. W. Beineke and R. J. Wilson, eds.), Academic Press, New York, 1978, pp. 15-49.

Received May 5, 2004, and in revised form September 12, 2005. Online publication February 10, 2006.


[^0]:    * József Balogh was supported by NSF Grant DMS-0302804. Gelasio Salazar's research was done while on sabbatical leave at The Ohio State University, and he was supported by FAI-UASLP.

