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Abstract: Object tracking has gained importance in various applications especially in traffic monitor-
ing, surveillance and security, people tracking, etc. Previous methods of multiobject tracking (MOT)
carry out detections and perform object tracking. Although not optimal, these frameworks perform
the detection and association of objects with feature extraction separately. In this article, we have
proposed a Super Chained Tracker (SCT) model, which is convenient and online and provides better
results when compared with existing MOT methods. The proposed model comprises subtasks, object
detection, feature manipulation, and using representation learning into one end-to-end solution. It
takes adjacent frames as input, converting each frame into bounding boxes’ pairs and chaining them
up with Intersection over Union (IoU), Kalman filtering, and bipartite matching. Attention is made by
object attention, which is in paired box regression branch, caused by the module of object detection,
and a module of ID verification creates identity attention. The detections from these branches are
linked together by IoU matching, Kalman filtering, and bipartite matching. This makes our SCT
speedy, simple, and effective enough to achieve a Multiobject Tracking Accuracy (MOTA) of 68.4%
and Identity F1 (IDF1) of 64.3% on the MOT16 dataset. We have studied existing tracking techniques
and analyzed their performance in this work. We have achieved more qualitative and quantitative
tracking results than other existing techniques with relatively improved margins.

Keywords: object tracking; object detection; MOTA; real-time multiobject tracking

1. Introduction

Object video tracking is important for many applications for cohorts working in the
computer vision arena, including video and security surveillance, traffic control, video
communication, robotics and animation, video sensor targeting, robotics, human comput-
ing, etc. Several object-tracking methods are used in video sequencing to identify moving
objects. Multiple Object Tracking (MOT), based on computer vision, has many important
implications related to object recognition, belonging to many categories, like chairs, glasses,
cars, and pedestrians, and its tracking without its posterior details about the shape charac-
teristics, including the objects’ count [1]. MOT is a very complicated task that is difficult to
solve; therefore, we need to develop robust methods for object detection [2]. A gap exists
to accommodate smooth but reasonable tracklets by reducing ID switches, assigning IDs
to wrong objects, and using the tracked trajectories. Keeping only the neighboring frames
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and consequently raising the speed of object tracking ensures robustness by evaluating the
unknown position of the target. The minimum mapping criterion should be selected to raise
the speed of OT by avoiding misleading tracklets followed by an object recognition system.

Convolutional Neural Networks (CNN) are state-of-the-art in spatial pattern extraction
and useful in various tasks like image classification [3–5] and its positional details. Object
recognition aims to describe a series of related vision tasks involving activities such as
the identification of digital photographic objects. Classifying images requires tasks such
as predicting an object’s class in an image. Object position refers to the location of an
image and the drawing of a box around the extent of one or more objects, and it works by
integrating these two tasks by finding one or more objects in an image. The goal of tracking
objects in consecutive video frames is the association of target objects. The object’s shape,
location, and position in the video frames are needed for object tracking.

Object detection and classification in computer vision systems are the most important
phases in object tracking [6–8]. Object detection is the first and most important tracking step
to identify or locate the moving object in a picture. Subsequently, objects detected could be
categorized in terms of cars, persons, swaying trees, birds, and others. Image processing
techniques make monitoring objects in consecutive frames difficult or challenging. Different
problems may occur due to complex object motion, irregular object form, object-to-object
occlusion, and processing requirements in real time. Tracking video objects is an important
computer vision research subject. Many algorithms for object tracking have been proposed.
However, there are still various problems with tracking objects in the images, such as a
change in illumination, occlusion, movement blurring, change in size, change in scale,
appearance changes, camera movement, confusing scenes, and so on. Similarly, the interval
between two adjacent frames affects target tracking by increasing the inherent frame rate at
which the video sequence is acquired and provides extra time for more information in the
form of a frame, leading to the loss of information in case the lower frame rate is maintained.

In this article, the following aspects are discussed:

1. The proposed method, the SCT model, based on Kalman filtering and bipartite match-
ing, is presented. It is an online MOT model to optimize feature extraction, object detec-
tion, and data association. It performs data association to object detection (pairwise).

2. The informative regions are improved using box pair regression of SCT with the help
of a joint attention unit to enhance performance.

3. The proposed SCT reaches remarkable performance with datasets of MOT16 and MOT17.

The paper is organized as follows; Section 2: Literature Review, Section 3: Materials
and Methods, and Section 4: Results and Discussion, followed by Conclusions. The
nomenclature of the terminology used in this article has been given in Table A1.

2. Literature Review

Considering the subject’s importance, many cohorts across the globe have worked on
object tracking algorithms and used them in different applications. This section covers the
prominent findings of research activities carried out in the relevant field. Tangirala and
Ramesh [9] used a particle filtering approach for monitoring objects in a video sequence.
They used six parameters model for modeling motion edge. They determined the velocity
of the moving edge using spatio-temporal filtering techniques. The multi-dimensional
posterior density was used to distribute the filtering of particles over time. They proposed
using sampling and sample impoverishment techniques to avoid particles’ degeneracy
leading to particle-filter convergence failure. Their study has a limitation that the current
implementation is manual and involves user interaction relying on some video sequence
information, including edge orientation, to collect the correct motion cube. Similarly,
Rehman et al. [10] proposed an online surveillance algorithm using particle filtering. Their
methodology was that a particle filtering-based framework developed for online anomaly
detection finds video frames with anomalous activities from the posterior probability of
activities present in a video sequence. They proposed that the anomaly detection algorithm
was better than other contemporary algorithms in terms of reduced equal error rate (EER)
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and processing time. Tikala and Pietikainen [11] have proposed a real-time tracker system.
The operational mechanism of the tracker system was based on the integrated use of
color, texture, and movement information. They exploited RGB color histogram and
correlogram as color cues using local binary patterns (LBP) to represent texture properties.
After extraction of all features, including texture-based background subtraction, they built
a unified distance measure. Their unified system worked well on indoor and outdoor
control videos compared to a single feature-based system. The proposed system performed
satisfactorily under the low lighting and low frame rates conditions, typically in large-scale
monitoring systems. The use of a flexible set of indicators makes it less color sensitive. Their
proposed system showed robust performance. Yang et al. [12] presented a 3D multi-object-
tracking algorithm by establishing the track-to-detection correspondence. The findings
of their study compared with challenging datasets reported that their proposed approach
accomplished outclass performance. Shu [13] introduced three video control activities:
firstly, he implemented a method of human detection to boost an overall human detector
for a video using an unsupervised learning framework to train a particular video classifier;
secondly, he defined a robust semi-crowded scene tracking by detection system to improve
the overall tracking performance using a partial model to manage the appearance changes,
and partial occlusions; finally, he implemented a real-time tracking device in the high-
resolution video for single target tracking. He also introduced a new form of multiple
human segmentation in videos that used partial detection in addition to the video’s space-
time detail. Gruosso et al. [14] introduced a model for segmentation of humans in videos
using a deep convolutional neural network for human activity monitoring by generating
a high-quality mask for human segmentation. Their study reported a better possibility
of results in terms of automatically recognizing and segmenting objects in videos. Gao
et al. [15] proposed a robust hybrid tracker system that combined deep features with color
features forming a hybrid of features. The notion of this technique was de-noising the
image using Gaussian smoothing and cropping the irrelevant areas. Zhong et al. [16]
proposed a novel deblurring approach by adding residual dense blocks into recurrent
neural network (RNN) cells to efficiently extract the current frame’s spatial features. They
also proposed a spatio-temporal module to count the past and future features. They claimed
better deblurring performance with less computational cost than the competing methods. A
multi-stage system based on deep CNN detection and tracking system in videos for object
detection was proposed by Kang et al. [17] that constituted of two principal modules: firstly,
a proposal module for tubelets that provided object detection, and the object tracking
proposals for tubelets; secondly, a classification and scoring module for tubelets that
provided max spatial pooling with robust box scoring, and time convolution to integrate
temporal consistency. In this manner, the identification and monitoring of artifacts worked
closely. On one hand, object detection provided high trust anchored to trigger tracking
while simultaneously decreasing spatial tracking (max-pooling) failure. The monitoring
also produced new object detection proposals, and the tracked boxes served as anchors for
combining existing detections.

A spatially supervised RNN was developed by Ning et al. [18] for visual object track-
ing. They proposed the Recurrent you Only Look Once (ROLO) approach extended neural
network research to the spatiotemporal domain. Their proposed tracker was both deep
in space and time to tackle serious occlusive problems effectively with extreme motion
blur. Based on a comparison with benchmark tracking datasets, the detailed experimental
results showed that the proposed tracker was more robust, low computational cost, and
accurate against competing methods. Similarly, Held et al. [19] proposed an offline neural
network method to track new objects at 100 fps, an enormous frame rate, in tested time
slots. Ma et al. [20] used a hierarchical convolutional for tracking purposes using the visual
features and found improvement in the system’s robustness by representation learning
for object recognition datasets. Wang, et al. [21] studied object tracking using full CNN
and found that different levels of convolutional layers had different properties. To capture
the semantic information of the target, and distinguish the target from background distrac-
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tors, they opted for an integrated approach and considered the properties jointly. Shen
et al. [22] studied moving object detection in aerial video based on spatio-temporal saliency.
They suggested a new method of spatiotemporal savings using the saliency technique
for hierarchical movement of goal detection. The experimental results demonstrated that
this method recognized high-precision and efficient moving substances in the airborne
film. Furthermore, compared to the Motion History Image (MHI) technique, this method
accompanied no time delay effect. Still, this approach measured the positions of the objects
in any video frame as self-sufficient and unavoidable false alarms. Zhang et al. [23] intro-
duced computation on unclear areas rejecting useless information following computational
efficiency, namely coarse-to-fine object localization with object identification for Unmanned
Armed Vehicles (UAV) imagery using lightweight CNN. This frame selection philosophy
detects the objects coarsely, increasing detection speed and accuracy. They generated a
deep motion saliency map for UAVs using LiteFlowNet, a lightweight CNN model, for
refining the detection results [24] and extracted deep features through PeleeNets [25]. Guo
et al. [26] proposed a method for object detection for video frame tracking. The simulation
result showed that this technique was efficient, precise, and robust for good performance
of generic object class detection. Ayed et al. [27] suggested a method for text data detection
based on big data analytics texturing in video frames. The video frames were decom-
posed into blocks (fixed size) and analyzed by Haar wavelet transformations followed
by training of a neural network to distinguish blocks of text from non-text. Viswanath
et al. [28] proposed a non-panoramic background modeling technique that modeled each
pixel with a single spatio-temporal Gaussian model. The result of the simulations showed
that moving the substances was detected with fewer false alarms. This method suffered
a serious drawback of insufficient features from the scene. Soundrapandiyan et al. [29]
proposed an adaptive pedestrian detection system using image pixel intensities where the
foreground objects were isolated from the background. They used a high boost filter to
improve the front edges. Similarly, YOLO algorithm park [30] is a real time object tracking
method that is known for its speed and accuracy. It is subjected to low recall with high
localization error due to insufficient positioning of bounding boxes, and it struggles to
detect close or small objects. This problem can be attributed to instability to detect multiple
objects that are too close.

Tracktor [31] carried out the temporal realignment of the bounding boxes of the object
for multiobject tracking manipulating its regression head for the detector. Dual Matching
Attention Networks (DMAN) [32] are based on two attention mechanisms: namely spatial-
and temporal types, where the former, creating dual attention maps, uses network focus for
image-pair (derived through input) by the matching patterns, while the later deemphasizes
the noisy details by allocating multi-level attention to samples in the tracklet. Some cohorts
worked on the correlation among targets, and occlusion-based drift between them was
alleviated using the Spatial-Temporal Attention Mechanism (STAM) [33]. The resultant
target map was parameterized, leading to the attention map on a spatial basis achieving
MOTA as 46% on the challenging dataset of MOT16. Choi [34] introduced Near-Online
Multi-target Tracking (NOMT) framework by computing data covariance sequentially
between objects detected in a time window and target frames. The detection due to
representation-based learning with high performance resulted in efficient MOT in offline
and online systems [35]. Sanchez-Matilla et al. [36] introduced a Person of Interest (POI)
tracker for an online solution, while the K-Dense Neighbors Tracker (KDNT) for its offline
counterpart. The targets and labels are based on the relationship between object localization-
path after its prediction. The Early Association Multi Target Tracker (EAMTT) highlights
the weak features (only for the existing tracks where detections have lower confidence
levels) as well as strong detections (with higher confidence levels) for tracking as well as its
initialization. Similarly, Wojke et al. [37] introduced Simple Online and Real-time Tracking
(SORT) as an extension to the previous work. They used transfer learning-based association
merging it as appearance-features information, thereby allowing stranded occlusion bursts
reducing identity switch cardinality. Mahmoudi et al. [38] pointed out multi-target tracking



Appl. Sci. 2022, 12, 9538 5 of 19

based on CNN (CNNMTT) used frames at (t-1 interval) group-wise for describing the useful
cross-correlation between discriminative appearance-features working as a good grouping
technique for online R2-environments without any prior camera calibration information.

Recently, a unified tracking graph representation was proposed that combined detec-
tions and tracks in one graph and improved tracking performance by providing an online
method of tracking objects in 3D [39]. Another method, Motion-Aware Tracker (MAT),
was introduced by Han et al. [40] as a plug-and-play way out with the sole objective of
motion-based prediction, including association and reconnection. Tracking-by-detection
(TBD) [41] was proposed, which localized the pedestrian in each frame and connected
object hypotheses into the trajectories without initial labeling. These methods are mostly
dependent on the accuracy and data association of objects. Another framework, namely
CenterPoint, was proposed by Yin et al. [42], that used a keypoint detector in the initial
stage to locate centers of objects with attributes like 3-D size, 3-D orientation, and velocity.
Secondly, they added some additional point features to improve estimates.

The proposed model, SCT, can take two adjacent frames as an input at a time, also
known as a chain node. This online MOT system is different and more efficient than the
other MOT systems, which only take one frame at a time as input. In this method, we
have applied ResNet50 for feature extraction, which extracted all the semantic features.
Feature Pyramid Networks (FPN) [43] have been used to generate features’ multiscale
representation for subsequent predictions. Furthermore, IoU matching, Kalman filter, and
bipartite matching are used for sequencing two nodes on a shared common frame.

3. Materials and Methods

Video scene comprehension and analysis of human conduct are critical. Computer
vision has high-level functions with enormous real-scene applications depending on many
other tasks, which are critical for multiobject tracking. However, MOT remains a major
challenge, particularly for crowded scenes, because of occlusions, including overlapping
items with difficult backgrounds.

3.1. Problems

Despite great efforts made in the last few years and supporting improvement, the
MOT solutions have two big issues. One is that these systems are based on plausible but
sub-optimal tracking models [44] that result in the infeasibility of overall optimization in
an end-to-end manner. It typically involves three main divisions: the detection of objects,
the extraction of features, and the association of data. However, dividing the entire task
into separate subtasks resulted in getting local optimum and was helpful in performing
calculations. Furthermore, the association of data was dependent on the consistency of the
objects detected that couldn’t deliver accurate and consistent results in different frames as it
rejected the adjacent frames having temporal relationships. The other problem is that issues
are arising for boosting efficiencies of multiobject tracking; therefore, two important points;
reidentification and attention, are found to enhance MOT efficiency. Reidentity extracts
robust data association features (or ID verification). Attention tends to concentrate on the
model more, avoiding interruption by irrelevant details, like the background. Regardless of
productivity, the presence of existing solutions causes an increase in the complexity of the
model and machine costs considerably. We have proposed a new method for online tracking,
namely the Super Chained-Tracker (SCT), that defines an end-to-end model incorporating
feature extraction with data association based on object detection. Our proposed model is
convenient, simpler, and more efficient than existing MOT detection techniques. In a single
regression model, the joint detection with tracking is carried out simultaneously using the
adjacent pairs of frames that show matched bounding boxes as the goal. We have added
a joint attention module to increase the efficiency of our SCT using expected confidence
maps. It directs the regression branch for paired cases to concentrate on insightful spatial
areas with two other branches. Firstly, the branch of object classification that provides the
appropriate values for the box in pairs appears first in the detected cases. Scores from
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this are then used to direct the regression industry to concentrate on the region of interest.
The ID verification branch focuses on forecasting the regression branch to highlight the
regions that meet the target. In the last stage, the bounding boxes are classified, and the
association of generated box pairs takes place using methods such as Intersection over
Union (IoU) [45], Kalman filter, and Bipartite Matching from the adjacent framework pairs
with their boxes in the common framework. Thus, chaining of all neighboring frame pairs
may be used to ensure the tracking operation.

3.2. Problem Formulation

With an image sequence of frames “N,” MOT aims to decipher all the bounding boxes
with identity labels for all the interesting objects in all frames, including their corresponding
locations. For the input image sequence {Ft}N

i=1, here Ft ∈ Rc×w×h representing the tth
frame, and the output would be all bounding boxes represented as {Bt}N

i=1, whereas labels

are represented as
{

LGT
t
}N

i=1, for all the relevant objects present in a frame. Moreover, Bt

is defined as a subset of R4 indicating the ground truth bounding boxes of the number of
targets (Kt) in the tth frame and LGT

t is defined as the subset of Z, which indicates their
identities/labels. The MOT is divided into multiple processes, namely object detection
using feature extraction process with data association. However, the researchers revealed
that association efficiency relies on detection performance [46], thereby indicating its
importance among the three procedures. To better exploit their correlation, the proposed
Super Chained-Tracker (SCT) uses a single network mechanism.

3.3. Chained-Tracker Pipeline
3.3.1. Framework

The proposed SCT model, which is capable of taking two adjacent frames as an input
at a time, also known as a chain node, is more efficient than the other MOT systems that
only take one frame at a time as an input. In our system, the initial chain node is represented
by (F1, F2), whereas the last one is represented by the (FN, FN+1). We are taking the copy of
frame FN as FN+1, as we know FN is the last frame. The input node is given as (Ft−1, Ft);
SCT can generate pair of bounding boxes [9] provided that the targets are the same in the
initial and last frames where it generates bounding box pair [((Bi

t−1, B̂i
t)) ]

nt−1
i=1 , where nt−1

is represented as the pairs’ count, the two bounding boxes [Bi
t−1∈ Bt−1 ⊂ R4 and B̂i

t ∈ Bt

⊂ R4] are representing the same target. Therefore, we can get the bounding boxes defined
as [((Bi

t−1, B̂i
t)) ]

nt−1
i=1 in the next node (Ft, Ft+1). In Figure 1, it is illustrated that the detected

boxes B̂i
t and Bj

t are defined as the same target in a common frame of adjacent nodes, with a
slight difference of two boxes. The existing MOT techniques having appearance features of
complex nature can be avoided by involving simpler and more efficient matching strategies
to perform chaining of the two bounding boxes. With the help of chaining nodes in a
sequential manner, we can get all the detected targets by using long paths [4].
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Figure 1. Schematic details of the chaining node: the pair of bounding boxes denoted by (Bt−1, B̂t)
generated, and after that, SCT exploits two random adjacent nodes represented by (Ft−1, Ft) and (Ft,
Ft+1). Subsequently, IoU matching, Kalman filtering, and Bipartite matching are used on the common
frame for sequencing the two nodes. The long trajectories are generated for the video sequence by
using adjacent nodes, and chaining is performed sequentially.

3.3.2. Node Chaining

For convenience, we have used (Bt−1) to represent [((Bi
t−1, B̂i

t)) ]
nt−1
i=1 . Two important

steps for chaining can be highlighted. Firstly, we have nodes with identity tracks randomly
assigned to each of them, and hence, the bounding boxes Bi

1 ∈ B1 are detected during
the initialization phase. Secondly, the two nodes (Ft −1, Ft) and (Ft, Ft + 1) are chained for
any node t provided the condition of adjacency is preserved. The IoU, Kalman filter, and
Bipartite matching between the bounding boxes in Bt and B̂t are calculated as illustrated
in Figure 1 where B̂t is the last box set of (Bt−1, Bt), and Bt are the earlier box set of
(Bt, B̂t+1). If the IoU affinity is obtained, the detected B̂t and Bt boxes are matched by
applying the Kuhn-Munkres (KM) algorithm [47]. The tracklet, to which B̂i

t belongs for
each of the matching box pair B̂i

t and Bj
t, is updated by adding Bj

t. The unparalleled box
Bk

t is initialized with an identity as a tracklet. Therefore, long paths are generated for the
video sequence by using adjacent nodes, and chaining is performed sequentially.

Two nodes were chained by just IoU matching, which is insufficient to chain two nodes
and thus resulted in a greater number of IDs (Identity Switch) than previous methods
(Section 4.2). The use of box IoU is the reason behind a lot of ID switch present. These are
mostly used for fast camera motion in a crowd. IoU [48] is the prevalent evaluation metric
for object detection. We have linked two nodes with IoU using strategies as given by:

1. Adding Kalman Filter [49] (predicts object location in the next frame) helps to get
smooth and reasonable tracklets which causes a decrease in the number of ID switches.
We can keep only those detections for tracking purposes whose predicted location is
near to previous frame detection. The mathematical equations of the Kalman filter
provide an efficient computational means for evaluating the states of a process by
helping evaluate the present, past, and future states. It can also help evaluate when
the modeled system is unknown.
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2. Using Bipartite Matching [50] (one-to-one mapping), we can assign one identity to
one person in the next frame. It ensures one person maps to only one person in the
next frame and thus reduces the ID switch. The bipartite matching framework [51]
allows us to factorize node similarity in the search for a one-to-one correspondence
between nodes in two graphs.

3.4. SCT Framework

The proposed model for object detection takes two frames adjacent to one another
as input and a common target for the bounding box pair. We have applied ResNet-50 [8]
for feature extraction, which extracted all the semantic features. The Feature Pyramid
Networks (FPN) is used to generate the subsequent prediction on a multiscale basis. The
scale-level feature maps are collected from each frame and concatenated together, and
then these frames are used for the regressed prediction of the bounding box pairs. It is
illustrated in Figure 2 that two important branches are: the classification and paired box
(regression) branches. Object classification is used for predicting the confidence level of the
foreground, whereas the paired box is used for each target. The classification branch avoids
inappropriate information, and an ID verification branch is added for attention guidance.
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(a) SCT architecture, and (b) operation expression for combined features.

3.4.1. Paired Boxes Regression

A chained anchor from the regression branch of the paired boxes is used to regress two
boxes simultaneously. The chained anchors, mostly used in object detection distributed on
a less sparse grid using a spatial basis, are used to predict an instance with bounding boxes
for subsequent frames of objects. The k-means clustering algorithm has been adopted for
real scenes (on large scales) for ground truth boxes to obtain the chained anchors’ scale.
Each of the clusters is mapped to a particular level of FPN for performing prediction on
later scales. The soft-NMS is used to process the bounding boxes [52], and subsequently, the
filtering is carried out based on the confidence level score in the corresponding classification
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branch. In the end, the IoU is used to chain the box pairs for the entire tracking path. For
simplicity of our model, the stack of four consecutive 3 × 3 convolutional layers is used so
that ReLU is interleaved after the third convolution layer.

3.4.2. Joint Attention Module

The regression industry introduced the Joint Attention Module (JAM) to extract the
combined features using local informative regions [53]. The ID verification branch provides
accurate results indicating whether the two boxes of the pair identified belong to the same
goal, as illustrated in Figure 2. The forecast of the confidence map of the ID verification
branch is used as the attention map and the object classification branch. The trust maps
in the classification branch concentrate on frontal regions, while the forecast from the ID
verification branch is used to illustrate characteristics having the same target. Note that the
advice of the branches is complementary.

3.4.3. Feature Reuse

The common frame is used again while tracking subsequent frames as input for the
SCT framework. The MSM saves the extracted features related to the current frame until
reused by the next node, as illustrated in Figure 3. The copy of frame N is created to be
hypothetical frame N + 1, highlighting the suggestion as to the last node, and consequently,
the MSM reduces the computational complexity.
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3.4.4. Loss Function and Assigning Labels

Learning the label assignment techniques adjust the network parameters leading
iteratively to an optimum position on the error surface. The loss function influences the
detection results during the object detection phase. The Single Shot-multibox Detector
(SSD) matching technique is used for the ground truth bounding box. The matching result
is stored in matrix “S”. If Gt represents the bounding box from ground-truth on Ft for ith
chained anchor Ai, checked by: (IoU ratio > threshold tp), then we have Sij = 1. If the
smaller threshold is represented by tn, so that: (IoU ratio < tn), then Sij = 0. Depending on
the value of S, the ground-truth label (ci

cls) is assigned to the SCT classification branch for
Ai as given by:

ci
cls =

{
1, i f ∑kt

j=1 Sij = 1,

0, i f ∑kt
j=1 Sij = 0,

(1)

where kt represents the cardinality of the bounding boxes for the ground-truth frame. The
ID verification branch is assigned the ground-truth label for Ai, the predicted pair and the
corresponding ground-truth (bounding boxes) are (Bi

t, B̂i
t) and

(
GBj

t, GBk
t+1

)
respectively,

as given by the kernel function:

ci
ID =

{
1, i f ci

cls = 1 and I
(

GBj
t

)
= I( GBk

t+1),
0, otherwise,

(2)

where I[·] denotes the target identity in the bounding box. The loss function is given by:

Lall = ∑
t,i
[Lreg

(
∆t,i

d , ∆t+1,i
d̂

, ∆t,j
g , ∆t+1,k

g

)
+ αF

(
P i

cls, ci
cls

)
+ βF (P i

id, ci
id)], (3)

where the focal losses, given by F
(
P i

id, ci
id
)
] and F

(
P i

cls, ci
cls
)

[54], are used for both
branches of classification and ID verification (particularly for alleviating class imbalance
problems), respectively. Moreover, P i

id and P i
cls denote the prediction score or confidence

level; where α and β are the weighting factors, ∆t,i
d , ∆t+1,i

d̂
denote the bounding box offset

generated by Faster R-CNN [6], and ∆t,j
g , ∆t+1,k

g denote the offsets for the ground-truths.

3.5. Datasets and Evaluation Metrics

MOT16 [55,56]: The goal of this publicly available benchmark dataset is to perform
the detection of multiple objects present in a frame. MOT16 consists of 14 challenging
video sequences with equal distribution of 7 training and 7 testing sequences, where
video sequences are carefully annotated. Each video sequence is different from the oth-
ers according to the camera’s static view or movement, the camera’s viewpoint, and
conditions like weather, humidity, temperature, etc. MOT16 includes only detector De-
formable Part Models (DPM), which provide pictorial structures of an elegant framework
for object detection [57].

MOT17 [56]: The objective of this benchmark dataset is multiobject tracking. It consists
of equally distributed training and testing video sequences, but it provides more accurate
ground Truth than MOT16. It consists of 7 sequences, 5316 frames for training and 7
sequences, 5919 frames for testing. The major difference between MOT17 with MOT16 is
that it has three types of detectors used in video sequences; Faster R-CNN, Deformable
part model (DPM), and Scale-Dependent pooling (SDP). Faster R-CNN [58] has three major
components; bottom convolutional layers, a region proposal network, and a bounding box
regressor or region-of-interest (ROI) based classifier. Due to its flexibility, Faster R-CNN
can carry out instance segmentation [59]. Scale Dependent Pooling (SDP) [60] technique
takes care of scale variation in object detection problems. SDP tackles the fixed input size
requirement by selecting a proper feature layer depending on the size of the input image to
describe an object proposal.
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The comparison with other existing methods was carried out by training two models
separately using the training data of MOT16 and MOT17. These models were checked
for generalization using MOT16 and MOT17 test data. The most widely used CLEAR
MOT Metrics [61] include Multiobject Tracking Accuracy (MOTA), Multi-Object Tracking
Precision (MOTP), Identity Switch (IDSw), the Mostly Tracked Trajectory (MT), False
Positives (FP), False Negatives (FN), and Mostly Lost Trajectories (MLT), have been used to
determine tracking performance.

3.5.1. Identification-F1 (IDF1)

The fraction of ground truth detections (computed) which are the corrected identifiable
detections, is known as Identification F1 (Precision-Recall). ID-F1 [62] is defined as the
correct ratio of detections over the total number of detections based on the ground truth.

IDF1 = 1− (IDTP)
2IDTP + IDFN + IDFP

(4)

The IDF1 ranks all the trackers on a single scale, which balances precision and recall
identifications with their harmonic means. The high rising field of sensors’ development
has led to its improved accuracy resulting in the enhancement of the tracking accuracy;
thereby, consistency of the object trajectory remains intact, i.e., IDF1.

3.5.2. Number of Identity Switch (IDSw)

ID switches are the count of tracked trajectory changes matching ground-truth identity.
The smaller value of the ID switch represents better results [63]. This factor increases when
the ID of a person is assigned to another person.

3.5.3. Multiple Object Tracking Accuracy (MOTA)

The MOTA [61] interprets alignment and structural errors in frames due to misses,
tracking, false positives, etc., including overall object detection. The field of computer
vision uses this performance metric for multiobject tracking and is useful for intuitively
measuring the tracker’s evaluation by keeping the paths/trajectories. It also estimates the
object’s location by making the precision independent [61]. The relationship for MOTA is
given by:

MOTA = 1− (FN + FP + IDSw)

GT
(5)

The bases of error are combined in this relation as GT (number of ground truths), FN
(false negatives), FP (false positives), and IDSw (Number of Identity Switches).

4. Results and Discussion

This section is related to the working of SCT using the datasets, as explained in
Section 3.5. The two aspects that have been used to illustrate the results are qualitative and
quantitative perspectives.

4.1. Qualitative Results

The data for which we cannot quantize needs qualitative analysis to get a deep
perception of the trends hidden inside the structure of the problem and its association with
the prediction algorithms related to its parametric variations leading to conclusive results.
Below are the results of applying our SCT on the test set of the MOT 16 dataset. These are
the images taken from video sequences of the test set. Each person is assigned a bounding
box for tracking with an identity number (ID-Verification). The bounding box moves along
with the person showing the same ID number. The qualitative results have been shown in
Figures 4–9. From these, we can conclude that in two adjacent frames of Figures 4 and 5 from
the test set of the MOT16 dataset, we can see the movement of bounding boxes along with
two ladies. Rectangular bounding boxes are drawn around every person, and a numeric
identity is assigned to every person. It has been illustrated in Figure 4 that two ladies have
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been detected where bounding boxes were contributed by our SCT (the bounding boxes
assigned: ID 7 and 43 to the ladies). As a token of performance, it can be verified that the
same IDs remain intact in the next frame, as illustrated in Figure 5. The identities assigned
to the pedestrians in Figure 6 are ID (1, 3, 4, 5 and 6)frame, and in the contiguous frame in
Figure 7, IDs remain the same for the pedestrians with identity numbers (4, 5 and 6)frame. It
can be concluded that our tracker correctly tracks persons in the videos, and it also shows
robustness in the qualitative results. By comparing Figures 8 and 9, we can conclude that
identities and bounding boxes are assigned to pedestrians passing through a camera with
ID (4, 6 and 14)frame are assigned to the pedestrians by SCT, and after some frames, the
same IDs (4, 6 and 14) frame remain assigned to same pedestrians in Figure 9. Our tracker
correctly tracks persons present in the videos with different frames.
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4.2. Quantitative Results

Quantitative data are defined as that can either be counted or compared on a numeric
scale. In contrast, its analysis has important implications for data sparsity, generally en-
countered in representation learning-based environments, for studying scarce and random
tracking processes. The quantitative results for both offline and online methods have been
illustrated in Tables 1 and 2 for public detectors, respectively. These detectors generate
frames based on DPM, FRCNN, and SDP. In Table 1, results with offline methods are listed
where the up arrow shows that the higher the value, the better it is, and the down arrow
shows that the lesser the value, the better it is. The optimization technique used for MOT
is of two types: offline and online versions. The offline MOT, based on training before
tracking using past and future frames simultaneously forming a tracking path, performs
object detection in the spatial domain by a pre-trained hypothesis in still images, and
another pre-trained classifier (offline) is used for object association in the time domain.
Similarly, the online version of MOT, based on training while tracking, uses contiguous
frame information [64].
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Table 1. Results of public detectors on MOT16 dataset (offline methods).

Method MOTA↑ IDF1↑ FP↓ FN↓ IDSw↓
LMPR [65] 48.8 51.3 6654 86,245 481

Quad-CNN [66] 44.1 38.3 6388 94,775 745
MHT-bLSTM [67] 42.1 47.8 11,637 93,172 753

EDMT [68] 45.3 47.9 11,122 87,890 639

Table 2. Results of public detectors on MOT16 dataset (online methods).

Method MOTA↑ IDF1↑ FP↓ FN↓ IDSw↓
Tracktor [31] 54.4 52.5 3280 79,149 682
DMAN [32] 46.1 54.8 7909 89,874 532
STAM [33] 46.0 50.0 6895 91,117 473

CDA-DDAL [69] 43.9 45.1 6450 95,175 676

In Table 2, results with online methods are listed where the up arrow shows that the
higher the value, the better it is, and the down arrow shows that the lesser the value, the
better it is. A synthetic image set is generated from the first frame using the object of interest
and is further used for the training of the online trackers. In the next frame, the online
trackers detect the object of interest in the subsequent frames. The final frames in the video
sequence are used to update the detector online. The bold text represents the best results
found in the same performance measuring category. In offline methods, Lifted Multicut
and Person Re-identification LMPR [65] for tracking multiple people performed outclass
compared to other offline methods in MOTA, IDF1, FN, and IDSw. Quadruplet Convolution
Neural Network (Quad-CNN) [66] for multiobject tracking achieves lower FP than the
other methods. Tracktor [31] performed better in online methods than other competing
methods in MOTA, FP, and FN. Dual Matching Attention Networks (DMAN) [32] for
detection of the multiobjects has the highest IDF1 54.8, and Spatial-Temporal Attention
Mechanism (STAM) [33] achieves minimum IDSs.

Similarly, Tables 3 and 4 show the results of private detectors with offline and on-
line methods that use any technique of choice for tracking purposes, respectively. In
Table 3, offline methods are listed that assess the trajectory based on past and future ob-
servations. Table 4 lists online methods that assess the trajectory based on past to current
frames’ information. The optimum results are illustrated in Tables 3 and 4 for offline and
online methods.

Table 3. Results of private detectors on MOT16 dataset (Offline Methods).

Method IDF1↑ MOTA↑ FP↓ FN↓ IDSw↓
NOMT [34] 62.6 62.2 5119 63,352 406
KDNT [35] 60.0 68.2 11,479 45,605 933

MCMOT-HDM [70] 51.6 62.4 9855 57,257 1394

Table 4. Results of private detectors on MOT16 dataset (Online Methods).

Method IDF1↑ MOTA↑ FP↓ FN↓ IDSw↓
EAMTT [36] 53.3 52.5 4407 81,223 910

DeepSORT [37] 62.2 61.4 12,852 56,668 781
CNNMTT [38] 62.2 65.2 6578 55,896 946
CTracker [46] 57.2 67.6 8934 48,305 1897

Proposed system 64.3 68.4 2517 31,405 909

Near-Online Multi-target Tracking (NOMT) [34], as an offline entity, competed with
other offline methods in IDF1, FP, and IDSw. The KDNT [35] achieved the best MOTA
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and FN compared to the other offline methods. In online methods, our proposed tracker
outperformed the other methods like Early Association Multi-Target Tracking EAMTT [36],
Deep Simple Online and Realtime Tracking (DeepSORT) [37], CNN Multi-target tracking
(CNNMTT) [38], and CTracker [46] in IDF1, MOTA, FP, and FN.

It has been concluded from the previous results that our tracker generally outperforms
all the other detectors in MOTA, FP, and FN, where IDF1 increments approximately 7%, FP
reduces from 8934 to 2517, FN reduces from 48,305 to 31,405 and IDSw diminishes to half
as compared to the CTracker. This concludes the enhancement in results when compared
to the previous methods.

Initially, the absence of a target object in the previous frame, although appearing in
the subsequent frame, then no paired bounding boxes are generated in the tth frame. When
the target object remains present in the subsequent frame, the object is easily identifiable in
the future (t + 1)th chain node. Furthermore, if the target object is present in the previous
(t − 1)th frame and it is not present in tth frame, then the bounding box pair will not be
generated in the future frame, ultimately blocking either of the previous nodes (t− 1) or
(t− 2) resulting in the disappearance of the frame. Therefore, the chaining operation used
in the proposed method is challenging to parameterize, and consequently, regressions do
not guarantee optimization in frame label congruency.

5. Conclusions

We proposed a robust Super Chained Tracker to detect and monitor multiobjects be-
cause we have used reidentification to improve performance and focus and avoid irrelevant
information. This online tracker detects objects, extracts features and combines data into an
end-to-end solution. Unlike existing techniques, chain nodes as two subsequent frames are
used as input to the network that generates bounding boxes paired by the Joint Attention
Module in both adjacent frames. The adjacent nodes that overlap are chained together in a
common frame using IoU, Kalman filtering, and Bipartite matching. Tracking paths are
generated by applying box regression and node chaining alternatively. Extensive experi-
mentations on MOT16 and MOT17 datasets have shown that our approach is efficient and
performs relatively better than the existing state-of-the-art algorithms. Our SCT achieves
an Identity F1 (IDF1) 64.3% and Multi-Object Tracking Accuracy (MOTA) 68.4%. Tracking
object anchors are more complex and require a lot of calculation, making the system slower.
Our tracker gains about a 7% increase in IDF1, False Positives (FP) decreased from 8934
to 2517, False Negatives (FN) decreased from 48,305 to 31,405, and Identity Switch (IDSw)
reduced to half as compared to the previous methods.
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Appendix A

The nomenclature of the terminology used in this article is illustrated in Table A1.

Table A1. Nomenclature used throughout the article.

Symbol Use

CNN Convolution Neural Network
CNNMTT Multi-target tracking based on CNN
DeepSORT Deep Simple Online and Realtime Tracking

DPM Deformable part model
DMAN Dual Matching Attention Networks

EER Equal error rate
EAMTT Early Association Multi-Target Tracker

FPN Feature Pyramid Networks
ID-F1 Identification-F1
IDSw Identity Switch
IoU Intersection over Union
JAM Joint Attention Module
LBP Local Binary Patterns

LMPR Lifted Multicut and Person Re-identification
MAT Motion-Aware Tracker
MOT Multiobject Tracking

MOTA Multiobject Tracking Accuracy
MOTP Multiobject Tracking Precision
MHI Motion History Image
MSM Memory Sharing Mechanism
MT Mostly Tracked Trajectory

MLT Mostly Lost Trajectories
NOMT Near-Online Multi-target Tracking

POI Person of Interest
Quad-CNN Quadruplet Convolution Neural Network

RNN Recurrent Neural Network
R-CNN Region-based Convolutional Neural Network

RPN Region Proposal Network
ROI Region of Interest
SDP Scale-Dependent pooling
SCT Super Chained Tracker
SSD Single Shot-multibox Detector

STAM Spatial-Temporal Attention Mechanism
SORT Simple Online and Real-time Tracking
TBD Tracking-by-detection
UAV Unmanned Armed Vehicles

YOLO You Only Look Once
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