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Abstract—

Traditionally, omnidirectional, radio frequency (RF) com-
munication has been made resistant to jamming by the use
of a secret key that is shared by the sender and receiver.
There are no known methods for achieving jam resistance
without that shared key. Unfortunately, wireless commu-
nication is now reaching a scale and a level of importance
where such secret-key systems are becoming impractical.
For example, the civilian side of the Global Positioning Sys-
tem (GPS) cannot use a shared secret, since that secret
would have to be given to all 6.5 billion potential users, and
so would no longer be secret. So civilian GPS cannot cur-
rently be protected from jamming. But the FAA has stated
that the civilian airline industry will transition to using GPS
for all navigational aids, even during landings. A terrorist
with a simple jamming system could wreak havoc at a major
airport. No existing system can solve this problem, and the
problem itself has not even been widely discussed.

The problem of keyless jam resistance is important. There
is a great need for a system that can broadcast messages
without any prior secret shared between the sender and
receiver. We propose the first system for keyless jam re-
sistance: the BBC algorithm. We describe the encoding,
decoding, and broadcast algorithms. We then analyze it for
expected resistance to jamming and error rates. We show
that BBC can achieve the same level of jam resistance as
traditional spread spectrum systems, at just under half the
bit rate, and with no shared secret. Furthermore, a hybrid
system can achieve the same average bit rate as traditional
systems.

I. INTRODUCTION

Jam resistance is becoming increasingly important to
modern communication. It is increasingly important to
the military, as operations become more dependent on real-
time, wireless communication, and even brief denial of ser-
vice attacks become more damaging. It is increasingly im-
portant in the civilian sector, now that cheap, tiny cell
phone jammers are becoming available. It is becoming
more important for civilian GPS signals, because they are
used by airlines and others, so jamming could cause seri-
ous problems. As the world moves toward software defined
radios, the tools to jam police and emergency frequencies
will become increasingly widespread. Jam resistance is a
critical issue.

Traditionally, jam resistance has been achieved through
spread spectrum communication. Each of the three com-
mon forms of spread spectrum can be made resistant to
jamming if the sender and receiver share a secret key. Much
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attention has been given to performance against jamming
and mitigation techniques in spread spectrum systems both
generally [1], [2], [3] and in specific subfamilies including di-
rect sequence [4], [5], [6], [7], [8], [9], [10], frequency hopping
[4], [11], and pulse-position systems [12], [13], [14].

In frequency hopping, the sender and receiver communi-
cate on a single frequency for a short period, then jump
to another frequency. Bluetooth uses frequency hopping,
and changes frequencies every 0.625 ms. If the sequence
of frequencies is a cryptographically-secure, pseudorandom
sequence determined by a secret key, then an attacker will
not know which frequency to jam at any given time. The
attacker must therefore flood every possible frequency with
energy to guarantee that every part of the message is de-
stroyed. This requires an enormous amount of energy. A
smart jammer can usually succeed by destroying only a
portion of the message, which requires fewer frequencies to
be jammed, and so requires less energy. But it still requires
the attacker to expend far more energy than the legitimate
users. This can be expensive, can require large devices, and
can make it easier to detect and triangulate the location
of the attacker. This asymmetry in energy usage is the
standard goal for a jam-resistant wireless communication
system.

In direct sequence, a sender uses all frequencies simulta-
neously, by combining the message with a pseudorandom
bitstream, generated according to some key. This is used in
CDMA (Code Division Multiple Access) cell phones [15],
[10], [16], [17], [9], [18]. If the key is known, then the at-
tacker can predict the sequence, and can broadcast a strong
signal using that sequence, thus masking the signal sent by
the legitimate user. If the key is secret and a strong se-
quence is used, an attacker is forced to expend far more
energy than the legitimate sender. A related approach
is Orthogonal Frequency Division Multiplexing (OFDM)
CDMA spread spectrum [19], [20] which uses multiple, or-
thogonal frequencies simultaneously.

In pulse-based systems, the sender broadcasts a series of
very short pulses, each of which essentially spreads noise
over the entire spectrum. The message is encoded in the
exact timing of the pulses, and this encoding can be depen-
dent upon a secret key if jam resistance is desired. This sys-
tem is used in many of the new Ultra Wide Band (UWB)
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systems that are in the early stages of development and
deployment [21], [22], [23], [24], [25], [26], [27], [28]. Al-
though the pulse contains a fairly small amount of total
energy, it is so short that the power is very high. This
makes it difficult for a jammer to mask the pulse without
using an enormous amount of energy to broadcast contin-
uously. If the key is known, then the attacker can easily
send pulses corresponding to the zeros in the message, and
the receiver will receive a message consisting entirely of 1
bits. If the key is unknown, then the attacker must resort
to sending pulses during every time period to destroy all of
the message. Again, a smart jammer can succeed by only
destroying a portion of the message, but it can still require
far more energy than is used by the legitimate sender.

In each of these three systems, it is possible for multiple
users to transmit without jamming each other, as long as
each user is polite and uses a different channel (a different
seed for the pseudorandom generator). However, an at-
tacker will not be polite, and can easily jam the system if
the channel is known. In each of these three systems, jam
resistance has only been possible by using a secret key to
control the sequence of frequencies, or the chip sequence,
or the timing of the pulses. If the secret is known, then an
attacker can concentrate energy in the channel being used
(defined by the key), and easily jam the communication
with little energy expenditure. That is why the channel
must remain a secret.

Unfortunately, secret keys are not scalable to large sys-
tems. If the civilian GPS signal used a key, then that key
would have to be distributed to all 6 billion potential users,
including the attackers. There is no way to use a secret key
to protect such a signal that is meant to be public.

Handheld jammers for cell phones can now be bought
on the open market for under $200 [29]. Theoretically, cell
phones could be made jam resistant by using a separate se-
cret key for each customer. But then each cell phone tower
would have to store the secret keys for every customer in
the world who might enter that cell. The tower would
also have to continuously monitor all of those millions of
channels. The cell phone system is at least based on fixed
locations, but the increasing use of ad-hoc networks in sen-
sitive and mission-critical roles raises significant issues in
how those networks will be protected against jamming and
other malicious attacks [30], [31], [32], [33], [34], [35].

The scaling problem is even worse for military applica-
tions. The future of the US Air Force is said to be net-
centric, joint, and coalition. The current vision is that the
entire battlefield will be a single ad-hoc wireless network,
with continuous packet forwarding between devices owned
by different services, and even by different countries. That
would require that a single secret key be used by all of the
equipment in the entire theater. If an enemy captured even
a single handheld radio or micro-UAV, it would allow jam-
ming of wireless communication throughout the entire the
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Fig. 1. Superimposed pictures (top) and BBC codewords (bottom)

theater until new keys could be reloaded.

The current situation is analogous to the state of cryp-
tography in the early 1970s. Symmetric ciphers based on
secret keys were believed to be secure, but the infrastruc-
ture for key management did not scale well. The invention
of asymmetric cryptography [36], [37], [38], [39] allowed the
development of a Public Key Infrastructure (PKI) which
did scale well and allowed efficient key distribution [40],
[41], [42], [43]. There is now a critical need for the equiva-
lent of PKI for jam resistance.

Specifically, there needs to be some way that two
strangers with no shared secret can exchange messages over
a wireless medium in such a way that an attacker posi-
tioned between them cannot easily prevent those messages
from arriving. Ideally, the attacker should be able to inject
new messages into the stream, but not block or modify
any legitimate messages. Attacks on traditional shared-
secret jam-resistant communication require the attacker to
expend far more energy than the legitimate user, flooding
the entire spectrum with energy. This can be difficult for
the attacker to achieve, and it makes it easier to locate and
deal with the attacker. The need now is for an equivalent
level of jam resistance without the shared secret.

No existing system achieves this goal. One might imag-
ine building a system based on error correcting codes, but
existing error correcting codes cannot even decode two mes-
sages that have been sent simultaneously and are combined
with a bitwise OR. Various other codes such as locally de-
codable codes [44] or X codes [45] or separating codes [46]
appear to be even less useful in this case. Superimposed
codes deal with that situation, but traditionally have not
allowed efficient decoding. If many messages are encoded
and then combined with a bitwise OR, it generally appears
difficult to recover all of them, especially when the space
of possible messages is exponentially large. The difficulty
of this problem is illustrated in figure I.

We propose the first system for jam-resistant, omnidi-
rectional, wireless communication without a shared secret.
It works by defining codewords that can be combined with
a bitwise OR, and then reliably and efficiently decoded.
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II. THE BBC ALGORITHM

The general BBC algorithm is given in Algorithm 1 (for
sending) and 2 (for receiving). The broadcast algorithm
tells how to encode and send a single message. The de-
coding algorithm assumes that multiple, encoded messages
were sent simultaneously, combining their binary strings
with a bitwise OR, to form a combined string known as
a packet. In addition, random noise (or the results of an
active attack) will flip some of the packet’s bits from 0 to
1 (but never from 1 to 0). Under these assumptions, the
packet will have the same number of bits as a codeword,
but typically many more of the bits will be 1 in the packet
than in a single codeword.

The constant k controls the number of checksum bits to
use (the bits themselves are simple zeros, but they force
the hash function to create a strong checksum). The hash
function H maps an arbitrary-length bit string to a loca-
tion. The general BBC algorithm requires the making of
indelible marks at locations chosen by hashes of all prefixes
of the message to be sent. The exact definition of indeli-
ble mark and location depends on the system being used,
but the requirement is that both the sender and attacker
can make such marks, but neither can erase them. So it is
equivalent to a long string of bits that are initially all zero,
and the sender and attacker can each change any 0 to 1,
but cannot change a 1 to 0. The attacker could jam the
communication by setting all the bits to 1, but if there is
an energy cost associated with each 1 bit, and if the legit-
imate sender is setting only a thousandth or a millionth of
the bits to 1, then the attacker will be forced to expend a
thousand or million times more energy than the sender.

Algorithm 1 BBCbroadcast(M)

This function broadcasts an m-bit message M[1...m)]
adding k checksum bits to the end of the message. H
is a hash function. The definition of H and the values of
m and k are public (not secret). The definition of “in-
delible mark” and “location” are specific to the physical
instantiation of BBC used.

Append k zero bits to the end of M
fori—1...m+kdo

Make an indelible mark at the location given by
end for

Perhaps the simplest instantiation of BBC is when pulses
are used, as in the most recent Ultra Wide Band (UWB)
systems. The sender broadcasts very short, high-power
bursts of radio frequency noise at certain times. The mes-
sage is encoded in the timing. An attacker can also broad-
cast such pulses, but cannot erase any existing pulses. Such
pulses are difficult to erase because they are very short,
very high power, and consist of unpredictable random noise
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Algorithm 2 BBCdecode(n)

This recursive function can be used to decode all the mes-
sages found in a given packet by calling BBCdecode(1).
There must be a global M[1...m + k] which is a string
of m+k bits. The number of bits in a message is m, and
the number of checksum zeros appended to the message is
k. H is a hash function. The definition of H and values
of m and k are public (not secret). The definition of “in-
delible mark” and “location” are specific to the physical
instantiation of BBC used.

if n=m+k+1 then

output “One of the messages is:” M[1...m)]
else

if n > m then

limit «— 0
else
limit — 1
end if
for i — 0...limit do
Mn] «i
if there 1is an indelible mark at location
H(M]J1...n]) then
BBCdecode(M,n + 1)
end if
end for
end if
[o[A]oToJoJoJoJo[4[oJoT]o[i]oJo]oJo o o[i]o]o]i]0 s | HE)
TEEETETES WA E e s s 1 21
10 9
101 24
RE 1011 2
i B

Time

Fig. 2. BBC broadcast using UWB pulses. M = 1011, k = 2, an
indelible mark is a radio pulse, and its location is the time when
the pulse occurs relative to the start of the message. The table on
the right shows part of the definition of the hash function H(z).

with energy spread over the entire spectrum. No known
system exists that can detect and analyze such pulses, and
then send out an inverse waveform to cancel them. There
simply isn’t time during the brief period it takes for the
pulse to pass the attacker.

Figure 2 shows how to broadcast using BBC-Pulse, an
implementation of BBC for pulse-based broadcast. In this
example, the message M = 1011 is padded with k = 2 zero
bits to get 101100. All prefixes of this are hashed with the
hash function defined by the table on the right. A pulse
is sent at the time defined by the hash of each prefix of
101100. For example, H(1) = 21, so a pulse is sent at time
21, and H(10) =9, so another pulse is sent at time 9.

Figure 3 shows the decoding of that same message for
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Message 1011: [0[1]0[0]o]oo]o[1]oo]1]o]1]0]olo]o]o]o[1[o[o[1]0]

Message 1000: [0]oJoJoJo[1]oJoJo[1oJoJo[1]oJoJoJoJo[1]1 oJoJo]o]

Both simuttaneously: [0[1[0[00[1[0[0[1][1]0[1]0]1[0]o[o[o]o[1[1[00]1]0]
T T T L B B R R

1000 |—=—{10000 | 100000] o 0
"

100 20
101 24
110 16
11 2

1000 14
1011 |—=—{10110 |—{101100] tor | 1
1011 2
1110 14
1111 23
10000 6
10110 14
11100 13
100000 10
101100) 12

Fig. 3. Decoding tree for BBC-Pulse broadcasts when two messages
were sent (bottom left), the times when the pulses were sent (top),
and part of the hash function definition (right).

BBC-pulse. The receiver starts at the root of the tree (on
the far left), which is an empty string. The receiver then
repeatedly tries appending both a 0 and 1 bit to each string
being considered, and calculates the hash of each new string
generated. So on the first round, the receiver calculates
H(0)=4 and H(1)=21. Since a pulse was not received at
time 4, the receiver knows that no messages starting with
0 could have been sent. Since a pulse was received at time
1, the receiver knows that at least one message was sent
that started with 1. These results are shown on the tree
by coloring the 0 box white and the 1 box gray.

This process then continues. The string 0 is not ex-
panded because no pulse was detected at time H(0). The
string 1 is expanded both ways to get 10 and 11, and the
receiver calculates H(10) and H(11). Both of these hashes
yield times at which pulses were received, so both boxes
are colored gray, and both will be expanded on the next
round. This process continues until the entire 4-bit mes-
sage has been decoded (at the dotted line). Note that at
this point, both of the legitimate messages have been found
(1011 and 1000), but an additional “message” has also been
found: 1110. This third message is a hallucination. This
hallucination occurred because all three of the strings 11,
111, and 1110 hashed to locations that just happened to
contain a pulse for other reasons. This is why the k check-
sum bits are important. To the left of the dotted line,
every box is expanded by appending both 0 and 1. To the
right of the line, only 0 bits are appended. This is because
every legitimate message is known to have k zero bits at the
end. Both of the legitimate messages survive through all
k rounds of checking. The hallucination, however, is elimi-
nated because the string 11100 does not hash to a location
that happens to contain a pulse.

This system is intended to be used in situations where
a very small fraction of the time positions contain pulses.
But consider a worst case, where a full third of all positions
contain pulses. If a good cryptographic hash function is
used, then these pulses will be scattered pseudorandomly.
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BBC-pulse

mark - a very short pulse of radio frequency noise

location - the time at which the pulse occurs
BBC-frequency-hopping-simultaneous

mark - a pure sinusoidal signal (all marks sent simulta-

neously)

location - the frequency of the signal
BBC-frequency-hopping-sequential

mark - a pure sinusoidal signal for a short duration

location - H(xz)=frequency, length(z)=start time

BBC-direct-sequence
mark - a pseudorandom radio frequency waveform
(e.g. a chirp sequence)(all marks sent simultaneously)
location - the seed to use for the waveform generator

Fig. 4. Instantiations of the BBC algorithm for each of the major
spread spectrum techniques

Then during the checksum process, at each step a given
hallucination will have a probability of only 1/3 of surviv-
ing, because its hash will choose a pseudorandom location
that has a probability of only 1/3 of containing a pulse. If
there are k checksum bits, then the probability of a halluci-
nation surviving until the end is only (1/3)*, which quickly
becomes vanishingly small for even moderate values of k.
The number of potential hallucinations will be small (as
is proved in a later section), therefore, the receiver is very
unlikely to end up with any hallucinations at all. This,
of course, assumes only random noise and accidental in-
terference between legitimate messages. The analysis of
an active attack is more complex, and is given in a later
section.

All of the above analysis is for the pulse-based instan-
tiation of BBC, but it applies essentially unchanged to
the other instantiations as well. Figure 4 lists instantia-
tions of BBC for each of the three major spread spectrum
techniques, including both sequential and simultaneous ap-
proaches.

The two simultaneous instantiations (BBC-frequency-
hopping-simultaneous and BBC-spread-spectrum) have
several interesting properties. In BBC-frequency-hopping,
the locations are frequencies, and a mark is a pure sine wave
broadcast on the appropriate frequency. In the simultane-
ous version of it, all of the sine waves are broadcast simul-
taneously. That would be difficult on older hardware that
uses physical circuits or crystals for each frequency, but
it can be done easily on modern software defined radios,
which are ideal for trying new communications schemes
and for both attack and defense [47]. It could also be done
easily with a single, custom chip, where a separate part of
the circuit is devoted to generating each frequency. Either
way, it has interesting properties not found in any system
currently in use.

This approach sends information holographically. In a
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long broadcast, the entire message is encoded in each short
period of time. Theoretically, the receiver can listen for a
very short period and capture the entire message at once.
In practice, the length of the period will depend on the
level of background noise and the quality of the receiving
hardware. If there is a high level of noise, and the receiver
is a small antenna with low-quality amplifiers etc, then the
receiver will need to capture and process data from a long
period in order to recover the message. But as soon as
the noise drops, or the receiver upgrades to a larger an-
tenna and better hardware, the message will be clear much
sooner. This suggests an interesting approach sending mes-
sages in a way that adapts to available bandwidth. The
sender can simply broadcast a message continuously until
an acknowledgement is received. It also suggests reduced
synchronization problems, since the receiver can start re-
ceiving in the middle of a message and still recover the
entire message. The direct sequence instantiation of BBC
also has this property, with an additional property that
the receiver will be able to determine the exact instant
that the sender must have started the broadcast, even if
the receiver started receiving slightly later. This would be
useful for time-based systems such as GPS.

III. HYBRID COMMUNICATION SYSTEMS

Traditionally, public key cryptography (or asymmetric
cryptography)is more powerful than symmetric cryptogra-
phy, in the sense that it allows strangers to communicate se-
curely without having previously established a shared key.
However, the fastest known public key ciphers are far slower
than the best symmetric ciphers. Therefore, cryptogra-
phers typically build hybrid systems. When Alice wants to
talk to Bob, she first generates a random session key. She
then encrypts this with Bob’s public key and sends it to
him. She might even digitally sign it with her own private
key, to prove it comes from her. All this uses a slow, asym-
metric cipher, but that is acceptable, since there are only a
few hundred bytes to be sent. Once Bob has decrypted the
session key, all future communication is done using that
session key with the symmetric cipher, which is far faster.

A similar hybrid system should be used for jam-resistant
communication, for much the same reasons. If Alice wants
to communicate with a stranger Bob, she would first gen-
erate a random session key, encrypt it with Bob’s public
key, sign it with her private key, and send it to him in a
jam-resistant way using BBC. Then all future packets in
that session would be sent using traditional jam-resistant,
spread spectrum techniques, using the session key. The
BBC communication may be slightly slower than tradi-
tional spread spectrum for any given degree of jam resis-
tance (about half the speed) and it requires more compu-
tation. This is perfectly acceptable, since only the first few
hundred bytes are sent using BBC. Thus, for long messages,
a hybrid system will send most of its bits using traditional,
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Parameter Choices Random Codebook BBC Codebook
m e 1g(h) M R k M R k
8 23 -24 3 0.1577 24 3 0.1339 16
8 15 -24 2 0.1490 23 2 0.1358 15
100 100 -60 42 0.4297 60 28 0.2877 40
1000 100 -60 65 0.6504 60 38 0.3894 41
10000 100 -60 68 0.6855 59 40 0.4038 41
1000 5 -60 2 0.5818 59 1 0.3904 38
1000 10 -60 6 0.6186 59 3 0.3902 39
1000 100 -60 65 0.6504 60 38 0.3894 41
1000 1000 -60 653 0.6536 59 388 0.3886 43
1000 10000 -60 6538 0.6539 60 3878 0.3879 45
1000 100000 -60 65390 0.6539 59 38708 0.3871 47
1000 100 -120 61 0.6154 119 37 0.3758 79
1000 100 -60 65 0.6504 60 38 0.3894 41
1000 100 -30 66 0.6695 29 39 0.3966 22
1000 100 -20 67 0.6761 19 39 0.3991 15
1000 100 -10 68 0.6828 9 40 0.4016 9

Fig. 5. For particular choices of m, e, and h, this table gives the per-
formance of random codebooks and BBC codebooks, as measured
by the number of messages that can be sent simultaneously, Mg,
the bitrate efficiency, R, and the number of 1 bits per codeword
in excess of the message size, k. Choices are gray when they differ
from the example of m = 1000, e = 100, 1g(h) = —60.

secret-key jam resistant methods, and so will have an av-
erage bit rate almost equal to traditional jam resistance.

IV. ANaLysis oF BBC CODES

Recall that the BBC algorithm works by making indelible
marks at locations chosen by hashes of prefixes of a padded
message (padded with some number of zero bits at the end).
Abstracting away from the radio frequency details, we can
define a BBC' code to be a set of codewords, where the
codeword corresponding to a message is a binary string
of mostly 0 bits, with 1 bits in the positions chosen by a
hash of each prefix of the padded message. In other words,
for messages of length m, codewords of length em, and k
padding bits, the codeword C' corresponding to the message
M has its ith bit defined as:

(1)

- 1 ifi= H(Mj ;) for some j
0 otherwise

where M’ is the message M with k zero bits appended to
the end.

A random codebook is a hypothetical codebook where
every codeword is created randomly. It assumes infinite
computational power, and so is only useful as a theoreti-
cal comparison. The performance analysis for the random
codebook will not be included here, because of space limi-
tations. Only the analysis of BBC will be given in detail.

Figure 5 gives the results for both a random code-
book and a BBC codebook. In this table, the first three
columns give various choices for the parameters, and the
next 6 columns give the performance that results from
those choices. The message is m bits long, the codeword
is e times as long as the message, and the goal is to limit
the expected number of hallucinations to h. The gray cells
show parameter choices that differ from the example case
of m = 1000, e = 100, lg(h) = —60. This gives an idea
of how the performance is affected by each of the three
parameters.
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Fig. 6. An example decode tree for BBC showing true messages
(black circles) and hallucinations (white).

BBC is illustrated in figure 6, which is an example BBC
decoding tree. In this example, there are 3 intentional mes-
sages (black circles) and a number of partial hallucinations
(white circles), which are all eliminated by the end (far
right edge). In this case, the code successfully eliminated
hallucinations at the end, but the receiver still had to per-
form calculations for every partial hallucination. In this
diagram, for any given column in the center region of the
tree, there are an average of 6 partial hallucinations and
3 messages. So in an average column, there are 9 nodes,
3 of which are the actual message, so the amount of cal-
culation required to consider each node is 9/3 = 3 times
the computational cost as if only messages were considered.
This implies a workload factor of w = 3, meaning there are
w = 3 strings to consider (both messages and partial hal-
lucinations) per intentional message, on average, for most
of the tree.

Note that the tree has 3 regions. In the center region,
each column has an average of wMg nodes. At the far left,
there is a small region where each column has fewer than
that many nodes. This is because some messages may have
the same first few bits, and the number of hallucinations
takes some time before its exponential growth reaches its
steady state value. At the far right, past the dotted line,
the algorithm switches from decoding the message itself
to checking the zeros that were appended to the message.
From that point on, the number of hallucinations cannot
grow, and will on average shrink exponentially, with any
given hallucination dying out with probability 1 — u, at
each step. Since the left and right regions will typically be
small compared to the middle region, the computational
cost for decoding will be (mwMg).

It is easy to calculate the steady state workload factor
w, from the fact that in the steady state, the number of
partial hallucinations (white nodes in one column) should
on average remain unchanged in the next column. If a par-
ticular column has on average wMg nodes, of which Mg
are message prefixes and (w — 1) Mg are partial hallucina-
tions, then the next column to the right will have those
same Mg messages plus several hallucinations. Each hal-
lucination node at one time step gives rise to an average of
241, nodes on the next step, because there is a probability
p that appending a 0 will hash to a location containing a
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mark, and a probability u, that appending a 1 will hash
to a mark location. Each message gives rise to a halluci-
nation with probability of only u,, since the other possible
bit to append gives a legitimate message prefix. If this is at
steady state, then w should remain unchanged on the next
time step, so we can equate the number of hallucinations
on one time step to that on the next step:

(w—1)Mg = Mgpp + 2(w — 1)Mgpy, (2)

Solving that for w gives:

1—pp
YT T oy, 3)

Note two important properties of this equation. First,
when p, = 1/2, the value of w goes to infinity. This means
that the number of partial hallucinations will grow expo-
nentially and never reach a steady-state limit, whenever
tp > 1/2. Second, when p, = 1/3, the workload factor is
a very reasonable w = 2. This means that the receiver will
have to process an equal number of message nodes and hal-
lucination nodes, and so the computational requirements
are merely double the case of no hallucinations at all.

In the case of a random codebook, the optimal number
of final hallucinations was reached at exactly p, = 1/2.
In a BBC codebook, “optimal” performance is achieved
at a p, slightly below 1/2. The difference is because the
computational cost is taken into account (as well as the al-
gorithm being inherently less efficient). As u, grows from
1/3 to 1/2, the workload factor grows from a small w = 2
to w = oo. There is therefore a tradeoff: the sender can
manage to send more bits in exchange for more computa-
tion on the receiver’s side. But increasing p, from 1/3 to
1/2 gives only a 50% increase in bitrate, with an enormous
increase in computational cost that is exponential in the
size of the message. Similarly, a 25% bitrate increase from
pp = 1/3 to pp = 1.25/3 increases the workload to w = 3.5,
and a 40% bitrate increase from p, = 1/3 to p, = 1.4/3
increases the workload to w = 8. The user will have to
determine how important bitrate is compared to the cost
of computation. But typically, BBC will only be used to
send one or two hundred bytes (e.g. a signed, random, ses-
sion key), before communication switches to traditional,
shared-secret spread spectrum. Therefore, we recommend
using a target of p, = 1/3 for BBC codes, which comes
close to maximizing bitrate, while keeping computational
costs at a very reasonable w = 2. All further analysis here
will make that assumption. Therefore, the performance of
BBC can summarized by the following theorem.

Theorem IV.1: For a BBC codebook, choosing w = 2,
and for any given choice of m, e, and h, where m and
e are large (e.g. in the hundreds or larger), the average
performance of the system for randomly-chosen messages
sent simultaneously will be described by Mg, R, and k,
which will be:
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In(2/3) In(3
Mg = - )3 1( ()2/3)1 (3) v
1 “ In -
ln(l - m)W<M)
Mg
R=- ?
In(2/3)1
k _1og3< n2B ) ) )
L 3™ 1In(2/3)1n(3)
hln(l_ern)W<M>

where the function W is the product-log function.
ProductLogly].
Proof:

The final hallucination rate, h, is now easy to calcu-
late. At the dotted line, the column where decoding finishes
with the message and starts processing the appended zeros,
there will be an expected (w — 1) Mg hallucinations. After
that point, no new hallucinations can be generated, and
each of the existing ones will survive each additional time
step with probability j,. Therefore the expected number
of hallucinations remaining after all k zero bits have been
processed is:

h= (w—1)Ms ()" (7)
Solving that for k and substituting our choice of p, = 1/3
and w = 2 gives:
M
k= logg (,f) (8)

Given this value for k, it is now possible to calculate
the number of messages Mg that can be sent simultane-
ously to obtain the chosen p, = 1/3. Each codeword is
generated by starting with an em-bit codeword of all ze-
ros, and then m + k times setting a randomly-chosen bit to
1. So if Mg messages are sent simultaneously, the packet
can be thought of as being generated by starting with an
em-bit packet of all zeros, and then (m + k) Mg times set-
ting a randomly-chosen bit to 1. During a single one of
those rounds, a given bit will be chosen to become 1 with
probability 1/(em), and so will remain unchanged with
probability 1 — 1/(em). So after all (m + k)Mg rounds,
a given bit will still be zero at the end with probability
(1 —1/(em))(m+*F)Ms Therefore the final density of 1 bits
will be 1 minus that value:

1 (m+k)MS
o(-2)
em

9)

Substituting in the expression for k in equation 8 and
the choice of p1, = 1/3 and w = 2 and solving the resulting
equation for Mg yields:

In(2/3) In(3)

where the function W (y) is the product-log function, which
is defined as the result of solving the equation y = ze® for
z in terms of y, and is implemented in Mathematica by
the function ProductLog[x]. Note that the logs are now
natural logarithms because of the definition of W. Then,
as before, R = Mg/e:

In(2/3)1In(3)

R= (11)
eln(l o 1)W(3m ln(2/3)}n(3)>

e hln(l1—

em

Finally, substituting equation 10 into equation 8 gives
the final result for k:

In(2/3)1
1 3™ In(2/3) In(3)
hin(1 — e'm)W( hin(1— L) )
This is the final equation that was to be proved. |

Equations 10, 11, and 12 give the expected performance
for BBC, and were used to generate the table in figure
5. Note that the performance of BBC is comparable to
that of an ideal, random codebook in most cases. Whereas
a random codebook achieves a bitrate efficiency of about
65% in most cases, a BBC codebook achieves about 40%.
It is acceptable to send data at half the rate of non-jam-
resistance communication, especially if this halving of the
bit rate only occurs while sending a session key, and for
the rest of the session all communication will be at the full
rate.

V. CONCLUSIONS

Although the problem of keyless jam resistance has not
been addressed to date, it is of vital importance. We pro-
pose the BBC algorithm to achieve this, analyze its resis-
tance to noise, and show that it can achieve the same type
of jam resistance as traditional spread spectrum (which
uses secret keys), with almost half the bit rate. A hybrid
system allows the average bit rate to almost equal that of
traditional spread spectrum. As the importance of wireless
networks continues to grow, the importance of this problem
will grow apace.
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