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ABSTRACT

We present a tomographic cosmic shear analysis of the Kilo-Degree Survey (KiDS) combined with the VISTA Kilo-Degree Infrared
Galaxy Survey. This is the first time that a full optical to near-infrared data set has been used for a wide-field cosmological weak lensing
experiment. This unprecedented data, spanning 450 deg2, allows us to significantly improve the estimation of photometric redshifts,
such that we are able to include robustly higher-redshift sources for the lensing measurement, and – most importantly – to solidify
our knowledge of the redshift distributions of the sources. Based on a flat ΛCDM model we find S 8 ≡ σ8

√
Ωm/0.3 = 0.737+0.040

−0.036

in a blind analysis from cosmic shear alone. The tension between KiDS cosmic shear and the Planck-Legacy CMB measurements
remains in this systematically more robust analysis, with S 8 differing by 2.3σ. This result is insensitive to changes in the priors on
nuisance parameters for intrinsic alignment, baryon feedback, and neutrino mass. KiDS shear measurements are calibrated with a
new, more realistic set of image simulations and no significant B-modes are detected in the survey, indicating that systematic er-
rors are under control. When calibrating our redshift distributions by assuming the 30-band COSMOS-2015 photometric redshifts
are correct (following the Dark Energy Survey and the Hyper Suprime-Cam Survey), we find the tension with Planck is allevi-
ated. The robust determination of source redshift distributions remains one of the most challenging aspects for future cosmic shear
surveys.

Key words. cosmology: observations – gravitational lensing: weak – galaxies: photometry – surveys

1. Introduction

Observational cosmology is progressing at a fast pace. Mea-
surements of increasing precision test the predictions of the
standard Λ cold dark matter (ΛCDM) cosmological model
from multiple angles. The main cosmological parameters have

⋆ Data products from this analysis are available at the CDS via anony-
mous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http:
//cdsarc.u-strasbg.fr/viz-bin/cat/J/A+A/633/A69 and at
http://kids.strw.leidenuniv.nl

been determined with great precision through various missions
that measure fluctuations in the cosmic microwave background
(CMB) radiation, most recently by the ESA Planck satellite
(Planck Collaboration VI 2019). These measurements mainly
probe the Universe’s physics at a redshift of z∼ 1100. If the
underlying assumptions of ΛCDM are correct, the values of the
parameters estimated from CMB measurements should agree
with results from lower-redshift probes. Several such cosmolog-
ical measurements at later cosmic times have been established
over the past couple of decades, ranging from the Hubble
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diagram of supernovae of type Ia (e.g. Betoule et al. 2014)
over galaxy redshift surveys (e.g. Alam et al. 2017), determi-
nations of the galaxy cluster mass function (e.g. Bocquet et al.
2019), to measurements of gravitational lensing (Jee et al. 2016;
Hildebrandt et al. 2017; Troxel et al. 2018a; Hikage et al. 2019).

In general, the agreement between these – quite differ-
ent – probes is surprisingly good, increasing the confidence
that ΛCDM indeed yields a correct description of reality. The
sheer number of consistent results means that any single mildly
discrepant result should be regarded with a healthy dose of
scepticism. A falsification of the extremely successful ΛCDM
paradigm would certainly require very convincing evidence. The
greatest parameter discrepancy within ΛCDM, one whose statis-
tical significance has been growing over the past few years, is the
difference in the value of the Hubble constant determined from
Planck and from distance ladder measurements (see Riess et al.
2018, quoting a significance of 3.8σ). Here we explore another
test of the model involving the growth of large-scale structure.

It is not expected that measurements of primary CMB
anisotropies from near-future experiments will lead to much
greater precision in measurements of key parameters like the
matter density, Ωm, the amplitude of the matter power spec-
trum, σ8

1, or the Hubble constant, H0. Most information about
these parameters has already been optimally extracted from the
Planck data (Planck Collaboration VI 2019). Also, the CMB
alone cannot constrain the dark energy equation-of-state w =
p/ρ very precisely as the effects of the accelerating expan-
sion only become important at late cosmic times. While ongo-
ing ground-based CMB experiments will yield very interesting
insights into small-scale fluctuations and measure CMB polar-
isation with unprecedented precision, those new measurements
will not add much statistical power to the measurements of Ωm,
σ8, H0, and w. Hence, in order to provide a further challenge to
the standard model, other probes have to push the envelope.

Weak gravitational lensing by the large-scale structure of
the Universe (also known as cosmic shear; see Kilbinger 2015;
Mandelbaum 2018, for reviews) is one of these probes that is
currently making rapid progress with increasingly large, dedi-
cated experiments coming online. This delicate measurement of
millions – or in the near-future billions – of galaxy ellipticities
and redshifts has to be understood in such a way that systematic
errors remain subdominant to the quickly decreasing statistical
uncertainties.

Recently, we presented one of the most robust cosmic shear
analyses to date (Hildebrandt et al. 2017; hereafter H17) based
on data from the European Southern Observatory’s Kilo-Degree
Survey (KiDS; Kuijken et al. 2015; de Jong et al. 2015, 2017).
Using ∼450 deg2 of four-band (ugri) data (hence the name
“KiDS-450”) we measured S 8 ≡ σ8

√
Ωm/0.3 with a relative

error of ∼5%. This uncertainty was estimated from a comprehen-
sive and redundant analysis of, and subsequent marginalisation
over, all known systematic errors. A blinding scheme was used
to suppress confirmation biases and yield an objective result.

Surprisingly, the measurements were found to be discrepant
at the 2.3σ level with results from the Planck CMB exper-
iment (Planck Collaboration XIII 2016). While this mild dis-
agreement might very well be a chance fluctuation, it could also
hint at some systematic problem with either or both of the two
experiments. Another more far-reaching possibility that could
explain these results would be a deviation from ΛCDM (for an
example of an extended cosmological model that eases this ten-

1 Linear-theory root mean square fluctuations of the matter density
contrast in spheres with a radius of 8 h−1Mpc at redshift z = 0.

sion; see Joudaki et al. 2017b). However, it is clear that a 2.3σ
“detection” is not convincing enough to make such a radi-
cal claim. There are other low-redshift large-scale structure
probes that also measure lower values of S 8 than Planck (for an
overview see McCarthy et al. 2018), but currently it is not clear
yet if these S 8 discrepancies between early and late Universe
probes are due to unknown systematics or – perhaps in combina-
tion with the H0 tension described above – hint at a fundamental
problem with the cosmological standard model.

The rapid progress in cosmic shear surveys makes it possible
to improve on this situation in the near future with more precise
measurements. The Dark Energy Survey (DES; Flaugher et al.
2015) as well as the Hyper Suprime-Cam (HSC) Wide Survey
(Aihara et al. 2018) have recently reached a statistical power that
surpasses the measurement by H17. Given that the systematic
and statistical errors in H17 were very similar in size, as their
data volumes increase, the challenge for all three surveys will be
to control their systematic errors such that they do not compro-
mise their unprecedented statistical power in the future.

The cosmic shear results from the first year of DES obser-
vations (DESy1; Troxel et al. 2018b), as well as the first data
release of HSC (HSC-DR1; Hikage et al. 2019), are fully con-
sistent with the KiDS results, but both show a somewhat higher
value for S 8. Their results lie in-between the KiDS-450 mea-
surement and the Planck-2015 value. Several aspects of the
DESy1 as well as HSC-DR1 cosmic shear analyses differ from
the analysis presented in H17, where some of these differences
are explored in Troxel et al. (2018a). We would argue that the
most important difference, namely the way the different surveys
estimate their redshift distributions, has not received as much
attention and we address this issue – amongst other things – in
this work.

KiDS observations are still ongoing so that future cosmic
shear measurements with this survey will beat down statisti-
cal noise. But it is the systematic side of the error budget
where KiDS has the greatest potential. One important difference
between KiDS, on the one hand, and DES and HSC, on the other
hand, is that KiDS is observed with a dedicated weak lensing
telescope with more benign point-spread-function (PSF) distor-
tions. This is partly due to the fact that its camera is located in
the Cassegrain instead of the prime focus as it is for surveys like
DES and HSC. Another unique aspect of KiDS is that it fully
overlaps with a well-matched (in terms of depth) infrared survey,
the VISTA Kilo-Degree Infrared Galaxy Survey (VIKING). This
additional near-infrared (NIR) imaging data helps in determining
more accurate photometric redshifts (photo-z), one indispensable
requirement for cosmic shear measurements. The infrared data
improve the performance of these photo-z in the high-redshift
regime so that higher-z sources can be selected and exploited
for the lensing measurement. Hence, adding VIKING to KiDS
means that cosmic shear results become not only more robust
but also more precise, and probing structures at slightly higher
redshifts.

In this paper we present an updated cosmic shear tomogra-
phy measurement based on the integration of VIKING imaging
into the KiDS-450 data set, dubbed KV450, which represents the
first time that cosmic shear tomography has been measured from
a combined optical and NIR data set over hundreds of square
degrees. The KiDS optical and VIKING NIR data and their
reduction are briefly described in Sect. 2. The tomographic bin-
ning and in particular the calibration of the redshifts are covered
in Sect. 3. Galaxy shape measurements are discussed in Sect. 4.
The estimation of correlation functions and their covariance are
described in Sect. 5 and the details of the theoretical model
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are introduced in Sect. 6. Cosmological results are presented in
Sect. 7 and discussed in Sect. 8. The paper is summarised and an
outlook to future work is given in in Sect. 9.

For the expert reader who is familiar with the analysis pre-
sented in H17, Appendix A presents a concise list of the changes
included in this analysis. Some of the more technical aspects
of this work are then presented in further appendices, where
Appendix B presents the posterior distributions for the full set
of cosmological parameters, Appendix C details redundant tech-
niques to determine redshift distributions and some consistency
checks, Appendix D shows a comparison of results from dif-
ferent cosmology codes on the data, and Appendix E reports
the timeline of this project, in particular the handling of the
blinding.

2. Data

2.1. Imaging data

In this work, we utilise the combined KiDS+VIKING-450
(KV450) data set described in Wright et al. (2019a; hereafter
W18). The optical data, object detection, optical photome-
try, and ellipticity measurements are unchanged compared to
H17. Forced matched-aperture photometry on the VIKING NIR
data is extracted with the Gaussian Aperture and PSF (GAaP;
Kuijken 2008; Kuijken et al. 2015) method from individual
exposures. This 5-band NIR photometry is combined with the
4-band optical photometry to estimate new, more accurate photo-
z. For KV450 we use a newer version of the Bayesian Pho-
tometric Redshift (BPZ) photo-z code (v1.99.3; Benítez 2000;
Coe et al. 2006) and an improved redshift prior (Raichoor et al.
2014). Details on the data reduction, multi-band photometry, and
photo-z performance are covered in W18.

The main properties of the combined KV450 data set are:

1. The effective, unmasked area reduces from 360.3 deg2 to
341.3 deg2 due to the incomplete coverage of VIKING. We
only use the area that is fully covered in all nine bands.

2. As some of the VIKING data were taken under poor seeing
conditions, the GAaP photometry failed in some fields and
bands for the smallest objects. This is due to the aperture
being chosen based on the good-seeing KiDS r-band image,
which can lead to apertures that are too small for fluxes to be
extracted from the worst-seeing VIKING images. We do not
use these objects in the analysis, but this decision results in a
source density that is varying more strongly than for KiDS-
450. Details about this can be found in W18.

3. The photo-z improve considerably as detailed in W18. In
particular, the performance at high redshifts is dramatically
improved, with photo-z scatter and outlier rates being smaller
by a factor of ∼2 at z > 1, so that we can reliably select high-
redshift galaxies for our cosmic shear measurement.

2.2. Spectroscopic data

The KV450 photo-z calibration (see Sect. 3.2) relies heavily
on spectroscopic surveys. We distinguish between deep, pencil-
beam surveys that are used for the weighted, direct calibra-
tion (DIR, Sect. 3.2) and wide, shallow spectroscopic redshift
(spec-z) surveys that are only used for photo-z calibration with
small-scale cross-correlations (CC, Appendix C.2) and a com-
plementary large-scale clustering-redshift estimate from an opti-
mal quadratic estimator (OQE, Appendix C.3), with some of the
deep, pencil-beam surveys also contributing to the CC technique.

The deep spec-z surveys employed for the KV450 photo-z
calibration are:
1. zCOSMOS (Lilly et al. 2009): Here we use a non-public,

deep zCOSMOS catalogue that was kindly provided to us
by the zCOSMOS team for KiDS photo-z calibration. We
measure CC over an area of ∼0.5 deg2 with this data set.
For DIR we use a slightly larger catalogue. These additional
spec-z from zCOSMOS cannot be used for CC because of
their more inhomogeneous spatial distribution at the edge
of the zCOSMOS observing area due to incomplete tar-
geting, which biases angular correlation function measure-
ments. While the COSMOS field is observed by KiDS, it is
not in the VIKING footprint because very deep VISTA data
in the Y JHKs bands are available in this field through the
UltraVISTA project (McCracken et al. 2012). We add z-band
data from the CFHTLS-Deep project (Hudelot et al. 2012) to
complete the filter set2.

2. DEEP2 Redshift Survey (Newman et al. 2013): While
KV450 itself does not overlap with DEEP2 we obtained
KiDS- and VIKING-like data in two of the DEEP2 fields
(one KiDS/VIKING pointing of ∼1 deg2 each) so that these
very rich spectroscopic fields can be used for CC as well as
DIR. DEEP2 is colour-selected in these two equatorial fields
and provides mostly information in the crucial redshift range
0.5 . z . 1.5.

3. VVDS (VIMOS VLT Deep Survey, Le Fèvre et al. 2013):
Similarly to DEEP2 we obtained KiDS- and VIKING-like
data on the VVDS-Deep equatorial field at RA ≈ 2 h. This
very deep field that was not available for H17 reduces sample
variance and susceptibility to selection effects in the CC and
DIR calibrations and adds some very faint, high-z galaxies to
the calibration sample.

4. GAMA-G15Deep (Kafle et al. 2018): An area of ∼1 deg2

was observed to greater depth in the GAMA survey
(Driver et al. 2011). Targets were selected down to an r-band
magnitude of r < 22 instead of r < 19.8 as in the rest of the
survey. This deep GAMA field called G15Deep is part of
the KV450 footprint and is used for DIR. It contains mostly
galaxies with z . 0.7.

5. CDFS (Chandra Deep Field South): We use the combined
spec-z catalogue provided by ESO3, which adds some very
faint objects to the DIR calibration sample. Most of the spec-
z used in CDFS come from either VVDS (Le Fèvre et al.
2013) or ESO-GOODS (Popesso et al. 2009; Balestra et al.
2010; Vanzella et al. 2008). KiDS-like imaging data were
obtained from the VOICE project (Vaccari et al. 2016), and
VISTA-VIDEO (Jarvis et al. 2013) data were degraded to
VIKING depth in this field.

The wide area spec-z surveys that we employ are Galaxy and
Mass Assembly (GAMA, Driver et al. 2011), Sloan Digital Sky
Survey (SDSS, Alam et al. 2015), 2-degree Field Lensing Sur-
vey (2dFLenS, Blake et al. 2016), and WiggleZ Dark Energy
Survey (Drinkwater et al. 2010). These are described in more
detail in Appendix C.2. Properties of the spec-z samples used for
calibration are summarised in Table 1. We only use highly secure
redshift measurements corresponding to an estimated confidence

2 The MegaCam@CFHT z-band filter is similar to the VIR-
CAM@VISTA z-band filter. We ignore the subtle differences here as
they do not play any role at the signal-to-noise level of our lensing
galaxies.
3 http://www.eso.org/sci/activities/garching/projects/

goods/MasterSpectroscopy.html
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Table 1. Spectroscopic redshift surveys used for the calibration of
KV450 photo-z.

Survey Area No. of z-max rlim Used for

[deg2] spec-z

SDSS∗ 119.2 15 564 0.7 CC/OQE
GAMA∗ 75.9 79 756 0.4 19.8 CC/OQE
2dFLenS∗ 61.2 3914 0.8 CC/OQE
WiggleZ∗ 60.1 19 968 1.1 CC/OQE
zCOSMOS 0.7 9930 1.0 24 CC/DIR
DEEP2 0.8 6919 1.5 24.5 CC/DIR
VVDS∗ 1.0 4688 1.3 25 CC/DIR
G15Deep∗ 1.0 1792 0.7 22 DIR
CDFS 0.1 2044 1.4 25 DIR

Notes. Second column contains the overlap area used for calibration
after quite conservative masking for good, homogeneous coverage (by
the spec-z survey as well as KiDS and VIKING). The numbers in the
third column correspond to the objects with secure spectroscopic red-
shift measurements in the overlap area. The maximum redshift in the
fourth column is an approximate estimate up to which redshift data from
a particular survey contribute significantly to the calibration. The last
column reports which redshift calibration techniques make use of the
different samples. An asterisk in the first column indicates new calibra-
tion data that were not used in H17.

of at least 95%4. Most objects have more secure redshift esti-
mates so that the total fraction of spec-z failures will be ≪5%,
more around ∼1%.

3. Tomographic bins and redshift calibration

The KV450 data set presented here is unique because never
before has a combined optical and NIR data set been used
for cosmic shear tomography over hundreds of square degrees.
It is, hence, the KV450 photometric redshifts that represent
the most important improvement compared to previous work.
In this section, we detail how we select galaxies in tomo-
graphic bins (Sect. 3.1) and estimate their redshift distribu-
tions (Sect. 3.2). For the latter task we use the well-established
weighted direct calibration technique with deep spectroscopic
redshifts catalogues, which was already used in H17, with some
crucial improvements. The systematic robustness of the result-
ing redshift distributions is tested by looking at subsamples
of the spectroscopic calibration sample, an independent high-
quality photo-z calibration sample from the COSMOS field,
a post-processing step to suppress residual large-scale struc-
ture (Appendix C.1), and precise clustering-redshift techniques
(Appendices C.2 and C.3) that are completely independent and
conceptually very different from the fiducial method. Thus, there
is a great level of redundancy in this redshift calibration that
should increase the reliability of the cosmological conclusions
based on these redshift distributions.

3.1. Photo-z binning

We bin galaxies in five tomographic redshift bins according to
their photo-z estimate zB (most probable Bayesian redshift from
bpz). As in H17, we define four bins of width ∆zB = 0.2 over
the range 0.1 < zB ≤ 0.9. A fifth bin including all galaxies with
0.9 < zB ≤ 1.2 is added here thanks to the greatly improved

4 This corresponds to quality flags 3 and 4 for zCOSMOS, VVDS, and
DEEP2.

high-redshift performance of the 9-band photo-z and improved
shear calibration (see Sect. 4.2). Properties of the galaxies in the
different bins are summarised in Table 2.

The fifth high-redshift bin added here contributes an addi-
tional 22% (by lensfit weight; see Sect. 4.1) of source galax-
ies to the lensing measurement. Due to their high redshift
these sources carry a large cosmic shear signal and contribute
over-proportionally to the signal-to-noise ratio of the measure-
ment presented in Sect. 7. Increasing the redshift baseline and
adding five more 2-point shear correlation functions (the auto-
correlation of the fifth bin as well as the four cross-correlations
of the fifth bin with the four lower-redshift bins) hence increases
the precision of the cosmological inference. In order to exploit
this additional statistical power it is important to ensure that
systematic errors are under tight control, for these faint high-
redshift sources in particular.

3.2. Redshift calibration

As in H17, we follow redundant approaches to calibrate the
KV450 photo-z, that is, to estimate the redshift distributions
of the galaxies in the five tomographic photo-z bins. In this
section we describe our fiducial technique, dubbed DIR, to esti-
mate the redshift distributions. It relies on a direct estimate of
the redshift distributions from deep spectroscopic surveys. It
makes few assumptions and is straightforward in its applica-
tion, which makes it our first choice for this calibration. Some
alternatives are discussed in Appendix C. These are a smoothed
version of the DIR approach (sDIR, Appendix C.1), clustering
redshifts using small scales (CC, Appendix C.2), and an optimal
quadratic estimator of clustering redshifts at large scales (OQE,
Appendix C.3).

For the DIR method, KiDS- and VIKING-like observa-
tions have been obtained in the COSMOS, DEEP2, GAMA-
G15Deep, CDFS, and VVDS-2h fields (see Sect. 2.2). This
KiDS+VIKING-like multi-band photometry is used to provide
a proper weight for the spectroscopic catalogues and in this way
make them more representative of the whole KV450 lensing cat-
alogue. The method, which is based on a kth nearest neighbour
(kNN) approach, is described in detail in Lima et al. (2008) and
Sect. 3 of H17. In some of these fields, the NIR data is consid-
erably deeper than VIKING. We add noise to those additional
deep NIR data to represent the VIKING depth. Running the DIR
calibration twice, once with the deeper and once with shallower
photometry, yields basically identical results (mean redshifts dif-
fer by .0.002). The kNN assignment seems to be very stable
under the addition of noise to the photometry of the reference
sample. In the end, we use the deeper data for the fiducial DIR
calibration.

The most important difference with respect to our previ-
ous analysis (H17) is that the weights are estimated from den-
sity measurements in nine dimensions (ugriZY JHKs-magnitude
space) instead of four dimensions (ugri). This makes the colour–
redshift relation that we are trying to calibrate here less degen-
erate. In the redshift range of interest, which is set by the
KiDS r-band magnitude limit, colour–redshift degeneracies (for
an explanation see Benítez 2000) are considerably reduced
when using a 9-band filter set spanning the wavelength range
0.3−2.3 µm and KiDS/VIKING-like photometric quality. This
is also reflected in the comparison of KiDS+VIKING 9-band
photo-z and spec-z from the literature as presented in W18.

The four-dimensional magnitude space of KiDS-450 was
quite densely populated with spectroscopic objects given our
calibration sample. This density was sufficient to estimate the
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Table 2. Properties of the galaxies in the five tomographic redshift bins used for the KV450 cosmic shear measurements.

Bin zB range No. of neff H12 σǫ 〈zDIR〉 m-bias

objects [arcmin−2]

1 0.1 < zB ≤ 0.3 1 027 504 0.80 0.276 0.394 ± 0.039 −0.017 ± 0.02
2 0.3 < zB ≤ 0.5 1 798 830 1.33 0.269 0.488 ± 0.023 −0.008 ± 0.02
3 0.5 < zB ≤ 0.7 3 638 808 2.35 0.290 0.667 ± 0.026 −0.015 ± 0.02
4 0.7 < zB ≤ 0.9 2 640 450 1.55 0.281 0.830 ± 0.012 +0.010 ± 0.02
5 0.9 < zB ≤ 1.2 2 628 350 1.44 0.294 0.997 ± 0.011 +0.006 ± 0.02

All 0.1 < zB ≤ 1.2 11 733 942 7.38 0.283 0.714 ± 0.025

Notes. The effective number density in Col. 4 corresponds to the Heymans et al. (2012) definition. The ellipticity dispersion in Col. 5 is reported
for one component. The m-bias (Col. 7) is defined in Eq. (1), and its estimation with image simulations is described in Sect. 4.2.

density of the spectroscopic catalogue in this space by measuring
the distance to the kth nearest neighbour. Keeping k constant,
we also measured the corresponding density in the photometric
catalogue. We found that this approach becomes unstable in the
more sparsely populated nine-dimensional magnitude space of
KV450. Hence, we use a “constant volume” approach as sug-
gested by Lima et al. (2008). For each object in the spectro-
scopic catalogue we measure the distance to the fourth-nearest
spectroscopic neighbour. Then we count the number of objects
(weighted by their lensfit weight; see Sect. 4) in the photomet-
ric catalogue within the nine-dimensional hyper-sphere of that
radius. This density estimate is more stable and can be used to
define the spectroscopic weights.

Another difference between KiDS-450 and KV450 is that we
include more spectroscopic data. While the H17 DIR estimate
was based on COSMOS, DEEP2, and CDFS data alone, here we
add 6480 spec-z from the GAMA-G15Deep and VVDS-2h fields
(a 34% increase in terms of numbers). By increasing the number
of independent lines-of-sight we reduce shot noise and sample
variance, and make the whole DIR calibration less susceptible to
selection effects in the individual surveys.

In KiDS-450 we applied the redshift weighting procedure to
the full photometric catalogue and then applied zB photo-z cuts to
the weighted spectroscopic catalogue. Here we turn this around
and apply the zB photo-z cuts to the photometric catalogue first
and perform the re-weighting for each tomographic bin individ-
ually. This results in a less noisy DIR estimate as the zB cuts are
applied to the larger photometric catalogue.

Shot noise in the DIR redshift distributions, estimated from
a bootstrap analysis over the objects in the spectroscopic cat-
alogue, is quite small due to the large number of objects in
the calibration sample. However, one of the major unanswered
questions about the KiDS-450 DIR calibration was how much
the estimate of the redshift distributions was affected by sam-
ple variance. This sample variance can be of cosmological ori-
gin (large-scale structure) or due to selection effects (e.g. colour
pre-selection) and unsuccessful redshift measurements that are
different for the different spectroscopic surveys that contribute
to our calibration sample. We expect that in our case selection
effects and variable redshift success rates are dominant, as we
have a large number of spec-z from several different lines-of-
sight, which suppresses large-scale structure.

In order to better account for sample variance and selection
effects in the KV450 redshift calibration we adopt a spatial boot-
strapping approach. For the bootstrap resampling, we split our
calibration sample into ten subsamples of equal size (in terms of
the number of objects) along the RA direction. Then we draw
1000 bootstrap samples from these subsamples, and estimate the

uncertainties of the DIR n(z) from the scatter between the boot-
strap samples. This approach yields a more realistic error esti-
mate, and the error on the mean redshift based on this bootstrap
resampling is reported in Table 2.

The resulting DIR redshift distributions are shown in Fig. 1
with their bootstrap uncertainties. We neglect any covariance
in the uncertainties of the mean redshifts between the tomo-
graphic bins. The small-scale structure that is still visible (and
looks somewhat significant) in the n(z) is a sign that the boot-
strap resampling method still slightly underestimates the errors.
The spurious structures can be attributed to residual large-scale
structure, due to the small area on the sky of the spec-z surveys,
and especially also selection effects in the different spec-z sam-
ples. In order to explore further whether the errors are severely
underestimated we report results from an alternative “quasi-
jackknife” procedure described below as well as a smoothing
method (sDIR, Appendix C.1) and different clustering-z esti-
mates (Appendices C.2 and C.3).

We allow for nuisance parameters δzi in each tomographic
bin i that linearly shift the ni(z) → ni(z + δzi) when modelling
the 2-point shear correlation functions. The Gaussian priors for
these parameters (see Table 3) correspond to the bootstrap errors
reported in Col. 6 of Table 2.

A linear shift certainly does not capture the full variance of
the n(z). Fluctuations in the high-z tails can have important con-
sequences for the mean redshifts and also the model predictions.
Also the errors might be slightly underestimated as discussed
above. In order to study the possible extremes of sample variance
and selection effects in greater detail, we also estimate redshift
distributions for several reduced sets of the calibration sample
excluding galaxies from different lines-of-sight. We build these
different subsamples by omitting the following data subsam-
ples one at a time: DEEP2; zCOSMOS; VVDS; zCOSMOS and
VVDS. These samples were chosen, on the one hand, to still give
a fair coverage of magnitude space but, on the other hand, max-
imise sample variance. We estimate the cosmological parameters
(Sect. 7) for redshift distributions based on these four reduced
calibration samples as well as for the full sample. The differ-
ences in the parameter estimates then give an indication of the
extremes of the sample variance in the redshift calibration for
the cosmological conclusions of this work. It should be noted
that this sample variance is not entirely cosmological but also
due to different galaxy selections and spectroscopic success rates
in the different spec-z surveys.

In a recent paper (Wright et al. 2019b), we study the cov-
erage of the KV450 source sample in 9D magnitude space
by the combined spectroscopic sample with self-organising-
maps (SOM; Masters et al. 2015). There we find that DEEP2 is
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Fig. 1. Redshift distribution estimates
for the five tomographic bins used in the
KV450 cosmic shear analysis with the
DIR technique. The uncertainties shown
correspond to the 68% confidence inter-
vals as estimated from a spatial boot-
strap resampling of the spec-z calibration
sample.

the single most important contribution to the calibration sam-
ple, meaning DEEP2 uniquely calibrates the largest fraction of
KV450 sources. We attribute this to the fact that DEEP2 is the

highest-redshift survey in our calibration sample. Based on these
findings it can be expected that the cosmological conclusions are
most affected if DEEP2 is excluded from the calibration. It also
means that the whole DIR calibration presented here crucially
hinges on the validity of the DEEP2 redshifts.

We further test this by creating mock samples resembling
our sources and the different spec-z calibration samples in the
MICE simulation (Fosalba et al. 2015; Crocce et al. 2015; van
den Busch et al. in prep.). Running the DIR method on these
mock catalogues yields very similar results, that is, also in the

simulations the mock DEEP2 sample is the most important one
for the calibration, and excluding it from the mock calibration
sample yields biased results.

The same simulation setup allows us to study sample variance.
We find that even for a single field like COSMOS, sample vari-
ance is negligible after DIR re-weighting. Mean redshifts scatter
by onlyσ〈z〉 ∼ 0.005 for different lines-of-sight for the calibration
field. Detailed results are presented in Wright et al. (2019b).

Another somewhat complementary test is carried out with
the high-quality photo-z catalogue that is available in the
COSMOS field (Laigle et al. 2016, called COSMOS-2015 in the
following) as the calibration sample for DIR. This catalogue is
based on an extensive set of photometric measurements over the
2 deg2 COSMOS field. It is complementary to the spec-z cali-
bration sample discussed above because it does not suffer from
faint-end incompleteness. There is a redshift estimate for each
object down to the magnitude limit of the KiDS data. However,
the photo-z are not perfect. While the photo-z scatter is very low,
the error distribution is highly non-Gaussian and there is a sig-
nificant fraction of outliers of ∼6% at 23 < i < 24. This out-
lier fraction is considerably higher than the spectroscopic failure
fraction of ∼1% in our spec-z calibration sample. Hence, using
the COSMOS-2015 photo-z catalogue instead of the combined

Table 3. Model parameters and their priors for the KV450 cosmic shear
analysis.

Parameter Symbol Prior

CDM density ΩCDMh2 [0.01, 0.99]

Scalar spectrum ampl. ln(1010As) [1.7, 5.0]

Baryon density Ωbh2 [0.019, 0.026]
Scalar spectral index ns [0.7, 1.3]
Hubble parameter h [0.64, 0.82]

IA amplitude AIA [−6, 6]
Baryon feedback ampl. B [2.00, 3.13]
Constant c-term offset δc 0.0000 ± 0.0002
2D c-term amplitude Ac 1.01 ± 0.13
Redshift offset bin 1 δz1 0.000 ± 0.039
Redshift offset bin 2 δz2 0.000 ± 0.023
Redshift offset bin 3 δz3 0.000 ± 0.026
Redshift offset bin 4 δz4 0.000 ± 0.012
Redshift offset bin 5 δz5 0.000 ± 0.011

Notes. The first five lines represent the primary cosmological parame-
ters whereas the following nine lines correspond to the nuisance param-
eters used in our model. Brackets indicate top-hat priors whereas values
with errors indicate Gaussian priors.

spec-z sample means trading very low outlier rate and multiple
lines-of-sight for higher faint-end completeness. In comparison
to the fiducial DIR method with the full spec-z sample we find
the mean redshifts for all tomographic bins to be considerably
lower when we use the COSMOS-2015 catalogue, with shifts of
∆z = −0.04,−0.07,−0.09,−0.06,−0.04 for the five bins, respec-
tively5. The resulting n(z) are shown in Fig. C.1 in comparison
to the fiducial n(z).

5 This trend is similar to the findings of Amon et al. (2018), who cal-
ibrate the KiDS-i-800 redshift distribution with spec-z as well as the
COSMOS-2015 catalogue.
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Using COSMOS-2015 for the DIR method is very similar to
the redshift calibration chosen for the DESy1 cosmological anal-
ysis (Hoyle et al. 2018) and the HSC-DR1 cosmic shear analysis
(Hikage et al. 2019). Results are shown and compared to the DIR
with the full spec-z sample in Sect. 7 and discussed in detail in
Sect. 8. The mean and median redshifts of each redshift distribu-
tion discussed here are reported in Appendix C.5.

3.3. Blinding

In the KiDS-DR2 analyses (e.g. Viola et al. 2015) and the
KiDS-450 project (H17), we implemented a blinding scheme to
suppress confirmation bias. The ellipticity measurements were
coherently perturbed by an external blind-setter, and three cata-
logues (four in the case of DR2) – the original catalogue as well
as two slightly perturbed catalogues – were analysed by the team
simultaneously without knowledge about the identity of the cat-
alogues. Unblinding happened only shortly before submission of
the papers, and – most importantly – after the analysis pipelines
had been frozen.

We cannot use the same blinding scheme here again as the
ellipticity measurements described in Sect. 4 are identical to the
ones used in KiDS-450 and have been unblinded for that project.
Instead, we decided to blind ourselves to the redshift distribu-
tions, which – unlike the ellipticities – changed from KiDS-450
to KV450. In a very similar way as before, the spectroscopic red-
shift catalogue used for the DIR method was sent to an external
blind-setter, who returned a catalogue with three different spec-
troscopic redshift columns, two of which are slightly perturbed.
The original merged catalogue was deleted before reception of
the blinded catalogue to avoid accidental unblinding.

The amplitude of the perturbation was chosen such that the
highest and lowest blinding would differ by roughly 1σ in terms
of S 8. Our blinding scheme displaces the mean redshift of each
tomographic bin, but does not significantly alter the shape. The
mean redshift of the five tomographic bins differs from the truth
(as revealed after unblinding) by 0.015 in the lowest redshift bin to
0.04 in the highest redshift bin, for one blind. For the second more
extreme blind, the five tomographic bins differ from the truth by
0.03 in the lowest redshift bin to 0.08 in the highest redshift bin.

It is important that these displacements are internally con-
sistent with one another. For a fiducial cosmology mock data
vector created using the true ni(z), where i indicates the tomo-
graphic bin number, a good fit must also be provided when using
the displaced blinded ni(z), but for a different value of S 8. This
consistency between the blinded redshift bins prevents the likeli-
hood inference automatically unblinding our analysis when nui-
sance parameters δzi are included to characterise our uncertainty
on the mean redshift of each tomographic bin i. As the nuisance
parameters are treated as uncorrelated parameters and are poorly
constrained, they favour the peak of the chosen Gaussian prior
with δzi = 0 for all bins. If the cosmological constraints from
each of the tomographic bins are consistent with one another
when δzi = 0, there is no incentive for the chain to explore the
extremes of the prior distribution and shift the displaced blinded
ni(z) back to the truth. This demonstrates that marginalising over
δzi nuisance parameters will not be able to identify coherent sys-
tematic biases across all the tomographic redshift distributions
(for example the biases that our blinding introduced). These nui-
sance parameters are, therefore, only useful to detect when one
or two tomographic redshift bins are outliers and inconsistent
with the rest of the data set.

We performed the main cosmological analysis with all three
blinded sets of n(z) and all other tests (see Sect. 7.2) with one

randomly chosen blinding. We only unblinded at the very end of
the project when, again, the analysis pipeline was already frozen.
Details on this approach and all steps taken after unblinding are
described in Appendix E.

4. Shape measurements

The catalogue of ellipticity measurements of galaxies used here
is identical to the one used in H17. In Sect. 4.1 we summarise its
main properties and highlight how the weights that accompany
these ellipticities have changed since then. We also explain why
new image simulations are necessary to calibrate the multiplica-
tive shape measurement bias.

These simulations are described in detail in Sect. 4.2. There
we describe how we improve on previous studies by basing our
simulations on high-resolution data from the Hubble Space Tele-
scope. This leads to realistic correlations between observables in
the simulations and, crucially, allows for photo-z cuts in order to
better emulate what has been done to the data. This is again sup-
plemented by a robustness analysis, trying many different setups
for the simulations to let us arrive at solid estimates for the uncer-
tainty of our multiplicative bias estimates.

Section 4.3 describes a novel treatment of the additive bias
term of the shape measurement that takes into account new find-
ings about electronic effects in CCD cameras and related insights
about weak lensing B-modes. While this treatment does not have
any significant effect on the measurements presented here, it will
become important for future experiments.

4.1. Shape measurements with lensfit

The shapes of galaxies, described by the two ellipticity com-
ponents ǫ1 and ǫ2, were measured from THELI-reduced indi-
vidual r-band exposures with the self-calibrating version of
the lensfit algorithm (Miller et al. 2007, 2013). The shear
biases were determined using image simulations described in
Fenech Conti et al. (2017; hereafter FC17), where the input
galaxy catalogue was constructed using the lensfit priors. The
shear biases for the different tomographic bins were determined
by resampling the simulated catalogues so that the output dis-
tributions matched the observed signal-to-noise ratio (S/N) and
size distributions. In doing so, FC17 assumed that the elliptici-
ties do not correlate with other parameters, and that those galaxy
parameters did not explicitly depend on redshift. The resam-
pling corrections were significant for faint, small galaxies, that
is, the highest tomographic bins, resulting in increased system-
atic uncertainties in the calibration.

To take advantage of the fifth tomographic bin we created
a new suite of image simulations that are based on VST and
HST observations of the COSMOS field that are discussed in
Sect. 4.2. In the process we also corrected the calculation of the
lensfit weights (see Kannawadi et al. 2019; hereafter K19). We
find that the shape measurement pipeline yields multiplicative
and additive shear biases that are close to zero for all tomo-
graphic bins. The updated lensfit weights result in negligible
B-modes in the data, but do not reduce the overall additive bias
that was observed in H17; in Sect. 4.3 we discuss our updated
empirical correction.

4.2. Calibration with image simulations

Reliable shear estimates are essential for cosmic shear studies,
but difficult in practice because the galaxies of interest are faint
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and small. As a consequence noise and the convolution with
the (anisotropic) PSF bias the measurements. Moreover, already
during the object detection step biases are introduced (FC17;
K19). To quantify the biases and thus calibrate the shape mea-
surement pipeline it is essential that the algorithm performance
is determined using mock data that are sufficiently realistic (e.g.
Miller et al. 2013; Hoekstra et al. 2015). This is put in a more
formal framework in Sect. 2 of K19.

The image simulations presented in FC17 used an input cata-
logue that was based on the lensfit priors, which in turn are based
on observable properties of galaxies. Although fairly realistic,
the image simulations did not reproduce the observed distribu-
tions of faint, small galaxies. As the biases are predominantly a
function of S/N and size, the shear biases for the different tomo-
graphic bins were determined by resampling the simulated cata-
logues so that the output distributions matched the observations.
The resampling procedure used in FC17 implicitly assumed that
S/N and size (or resolution) are the only parameters to be con-
sidered, and that parameters do not explicitly depend on redshift.
FC17 showed that the calibration was robust for the first four
tomographic bins, but it was found to be too uncertain for the
calibration of a fifth bin.

To improve and extend the calibration to the full range of
sources we created a new suite of image simulations that are
described in detail in K19. Here we highlight the main changes
and present the main results. The simulation pipeline is based
on the one described by FC17, but we introduced a number of
minor improvements to better reflect the actual data analysis
steps. The main difference is our input catalogue, which enables
us to emulate VST observations of the COSMOS field under dif-
ferent observing conditions.

The input catalogue for the image simulations is derived
from a combination of VST and VISTA observations of the
COSMOS field and a catalogue of Sérsic parameter fits to the
HST observations of the same field by Griffith et al. (2012).
The sizes, shapes, magnitudes, and positions of the galaxies in
the simulations are therefore realistic. This captures the impact
of blending and clustering of galaxies, as well as correlations
between structural parameters. K19 find evidence for corre-
lations between the ellipticity and galaxy properties, whereas
FC17 assumed these to be uncorrelated. Importantly, the KiDS-
like multi-band imaging data in 9-bands enables us to assign
photometric redshifts to the individual galaxies. The variation
of galaxy parameters with redshift is thus also included natu-
rally. Stars are injected as PSF images at random positions, with
their magnitude distribution derived from the Besançon model
(Robin et al. 2003). The realism of the input catalogue marks
one of the major improvements over the shear calibration car-
ried out in FC17, and as shown in K19 the simulated data match
the observations (of the full KV450 data set) faithfully.

The overall simulation setup is similar to that used in FC17
for KiDS-450, except that we do not generate a random cata-
logue of sources, but instead simulate KiDS r-band observations
of the COSMOS field under different seeing conditions (we did
not vary the background level). As is the case for the actual sur-
vey, we create five OmegaCam exposures, with the exposures
dithered with the same pattern as used in KiDS (de Jong et al.

2015). The images are rendered using the publicly available
GalSim software (Rowe et al. 2015). The simulated exposures
are split into 32 subfields, corresponding to the 32 CCD chips
in the OmegaCam instrument. The individual chips are then
co-added using SWarp (Bertin 2010), on which SExtractor
is run to obtain a detection catalogue, which is then fed to lensfit.
As was the case in FC17, each exposure has a different, spatially

constant PSF, but the sequence of PSF parameters is drawn from
the survey to match a realistic variation in observing conditions.
A total of thirteen PSF sets6 are simulated, where each PSF
set corresponds to a set of thirteen PSF models from succes-
sive observations. In order to be able to measure the shear bias
parameters, eight spatially constant reduced shears of magnitude
|g| = 0.04 and different orientations are applied to each set in the
simulation that differ in the PSF. Although the volume of the
simulated data is much smaller than the observed data, the sta-
tistical uncertainty in the bias is reduced by employing a shape-
noise cancellation scheme, where each galaxy is rotated by 45,
90 and 135◦ (Massey et al. 2007).

To estimate the shear, the ellipticities of the galaxy models
are combined with a weight that accounts for the uncertainty in
the ellipticity measurement. This leads to a bias in the shear esti-
mate that is sensitive to the ellipticity distribution (FC17). To
account for this, the KV450 catalogues are divided into 3× 4× 4
sub-catalogues based on PSF size and the two components of
the complex ellipticity, and weight recalibration is performed
on each of the sub-catalogues. In the simulations, the individ-
ual lensfit catalogues, corresponding to the four rotations and
eight shears for a given PSF set are combined, and a joint weight
recalibration is performed for each PSF set separately7.

To quantify the shear bias, we adopt the commonly used lin-
ear parametrisation (Heymans et al. 2006; Massey et al. 2007),
expressed as a multiplicative bias term mi and an additive bias
term ci,

ĝi = (1 + mi)g
true
i + ci, (1)

where i = 1, 2 refers to the two components of the reduced shear
g, and ĝ is the observed shear8. The best-fit straight line to the
components of the estimated shear as a function of the input
shear gives the multiplicative and additive biases.

The additive biases are small in the image simulations (see
Sect. 6.2 of K19) with the average c1 = (1.1 ± 0.9) × 10−4 and
c2 = (7.9±0.9)×10−4. Similar amplitudes were found by FC17.
Interestingly, the bias in c2 is noticeably larger than c1, similar
to what was is observed in the KiDS data (H17, and Sect. 4.3).
Also the amplitudes in the simulations and the data compare well
(〈c1〉 = (2.1 ± 0.7) × 10−4 and 〈c2〉 = (4.8 ± 0.5) × 10−4 for the
KV450 data). However, the image simulations may not include
all sources of additive bias, and instead we estimate the residual
additive bias from the data themselves (see Sect. 4.3).

Although the linear regression is performed to the two com-
ponents independently, the multiplicative bias is isotropic in
practice, that is, m1 ≈ m2 and we use m = (m1 +m2)/2. Galaxies
in the KV450 catalogue are assigned a value for m based on
which zB − S/N − R bin they belong to, where

R =
r2

PSF

r2
ab
+ r2

PSF

(2)

is the resolution parameter and rab is the circularised size of
the galaxy calculated as the geometric mean of lensfit measured
semi-major and semi-minor axes, and rPSF is the size of the PSF.
The bias in each tomographic bin is simply the weighted average
of the individual m values.

6 These are the same as the PSF sets used in FC17.
7 This is different from what was done in FC17. The current approach
better reflects what is done in the actual analysis and improves the
agreement with the observations.
8 In the following we ignore the small difference between shear and
reduced shear.
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A notable improvement is that we first split the simulated
galaxies into their respective tomographic bins, based on their
assigned zB values. Although the size and S/N distributions
match the data well (as do the distributions of inferred lensfit
parameters), we reweight the simulated catalogues so that they
match the observed distributions in S/N and R. K19 found that
the ellipticity distributions differ slightly between tomographic
bins, which highlights the importance of redshift information in
the image simulations. Reweighting before dividing the sample
in redshift bins shifts the value of m by about −0.02 for the first
two bins.

The main role of the reweighting is to capture the varia-
tion in observing conditions that are present in the KV450 data,
which affects the S/N and size distributions. The adjustments
are small overall, owing to the overall uniformity of the KiDS
data and the realism of the image simulations. The mean mul-
tiplicative biases for the five tomographic bins are found to
be m = −0.017,−0.008,−0.015,+0.010,+0.006. K19 test the
robustness of the image simulations and find that the results are
not very sensitive to realistic variations in the input catalogues.
The two highest redshift bins may be somewhat affected by how
galaxies below the detection limit are modelled. The image sim-
ulations, however, do not capture variations in the photometric
redshift determination that are also expected. K19 show that the
impact is expected to be small, but could introduce a bias as large
as 0.02 for the lowest and highest redshift bin. They therefore
estimate a conservative systematic uncertainty of σm = 0.02 per
tomographic bin9.

In H17 we estimated σm = 0.01. Here we are more conser-
vative with an uncertainty that is twice as large given the new
findings of K19, who include realistic photometric redshifts and
correlations between observables in the image simulations for
the first time. This extra level of sophistication makes the sim-
ulations slightly more sensitive to input parameters, hence the
increased uncertainty. The sensitivity of these biases to input
parameters is expected to be reduced further by simulating multi-
band observations to realistically capture the photometric red-
shift determination.

4.3. Additive shear measurement bias

H17 observed a significant additive shear bias (also called
c-term). To account for this, H17 estimated the value for ci per
tomographic bin and per patch by averaging the ǫ1,2 measure-
ments. These mean ellipticity values were used to correct the
measurements before 2-point shear correlation functions were
estimated. The size and error of this correction also determined
the upper limit for the angle θ used to measure the correlation
functions.

Although the image simulations suggest that a large part of
the bias may arise from the shape measurement process, addi-
tional sources of bias were identified in H17 (e.g. asteroid trails,
etc.). Without a full model for the c-term (H17) accounted for the
additive bias using a purely empirical approach. We use the same
approach for KV450 but now also propagate the uncertainty in
the c-correction into the model. For this we introduce a nuisance
parameter δc to forward-model this effect (see Table 3).

We also introduce a position dependent additive bias pattern
that is based on the analysis of detector and readout electronics
effects in the OmegaCam instrument (Hoekstra et al., in prep.).

9 The biases are determined per tomographic bin. Although we expect
certain assumptions to lead to correlations between the bins, variations
as a function of redshift should be treated as independent.
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Fig. 2. Map of the predicted c1 term at r = 24 based on the findings
of Hoekstra et al. (in prep.) about electronic effects in the OmegaCam
instrument (the c2 pattern is insignificant). We calculate the correspond-
ing 2-point shear correlation function of this pattern and add this to our
model via a free nuisance amplitude Ac.

For instance, the brighter-fatter effect (Antilogus et al. 2014) can
affect the PSF sizes and ellipticities (as the effect is typically
stronger in the parallel readout direction) for bright stars. A study
of the magnitude dependence of the residuals between the mean
(i.e. averaged over magnitude) PSF model and the individual
stars’ ellipticity measurements revealed a significant trend for
faint stars for ǫ1 (no significant signal was found for ǫ2). Fur-
ther study suggests that this is the result of charge trailing dur-
ing the readout process. Although the effect is small for most
chips, one CCD chip stood out (ESO_CCD#74). A correspond-
ing increase in c1 at the location of this detector was indeed mea-
sured when stacking all the KiDS-450 ellipticities in the detector
frame. Hence, we expect a pattern in the c1-bias that corresponds
to the detector layout.

Asgari et al. (2019) showed that such a repeating pattern can
lead to B-modes in the ellipticity distribution and found a hint
of such a pattern in the KiDS-450 data. In combination with the
findings about OmegaCam discussed above we decided to cor-
rect for such a repeating pattern in the data.

The trend in the ǫ1 ellipticity component as a function of
magnitude is similar for the different chips but the amplitude of
the effect differs. If we assume a linear trend we can extrapo-
late this behaviour to the faint magnitudes of most of the KiDS
galaxies. This is done independently for each chip. Using this
prediction directly to correct the galaxies could be problematic
as the trends might not be linear as assumed above. A weaker
assumption is that the relative amplitudes between the chips are
mostly independent of magnitude. So instead we use our star
measurements of this effect to predict a map of the c1-term,
c1(x, y), shown in Fig. 2, and fit these to the observed galaxy
ellipticity component ǫ1 (after subtraction of the global c1-term)
averaged in cells in pixel space:

〈ǫ1〉(x, y) = β1 c1(x, y) + α1. (3)

We find β1 = 1.01 ± 0.13 and α1 consistent with zero for the
full shear catalogue. This means that the 2D structure predicted
by the residual stellar ellipticities is also seen in the galaxy ǫ1
ellipticity component.

We use this measurement of β1 together with the fitting errors
to introduce a nuisance parameter Ac and a Gaussian prior that
are included in the model to account for this position-dependent
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additive bias (see Table 3). For this we measure the 2-point shear
correlation function of the pattern shown in Fig. 2 by assigning
each galaxy the c1 value from this map at its pixel position and
run treecorr as described in Sect. 5.1. We then scale the con-
tribution of this spurious signal to the overall model by Ac and
add it to the cosmological signal (Sect. 6.1).

5. Correlation functions and covariance matrix

5.1. 2-point shear correlation functions

The 2-point shear correlation function between two tomographic
bins i and j is measured with the public treecorr code
(Jarvis et al. 2004), which implements the following estimator:

ξ̂
i j
± (θ) =

∑

ab wawb

[

ǫ it (xa)ǫ
j
t (xb) ± ǫ i×(xa)ǫ

j
×(xb)

]

∑

ab wawb

(4)

where ǫt,× are the tangential and cross ellipticities of a galaxy
measured with respect to the vector xa − xb connecting the two
galaxies of a pair (a, b), w is the lensfit weight, and the sums
go over all galaxy pairs with an angular separation |xa − xb| in
an interval ∆θ around θ (see Sect. 6.1 for a discussion on how
to model the signal in such a broad θ bin). There are five auto-
correlations for the five tomographic bins and ten unique cross-
correlations between tomographic bins for ξ+ and ξ− each.

We analyse the same angular scales as in H17, that is, we
define nine logarithmically spaced bins in the interval [0′.5, 300′]
and use the first seven bins for ξ+ and the last six bins for ξ−.
These limits are chosen such that on small scales the contribu-
tion from baryon feedback in the OWLS-AGN (van Daalen et al.
2011) model is less than ∼20% to the overall signal and on
large scales the constant c-term (see Sect. 4.3) if uncorrected
for, would still be smaller than the expected cosmic shear signal
for a fiducial WMAP9+BAO+SN cosmology (Hinshaw et al.
2013). These criteria yield the same angular scales for the new
fifth tomographic bin as for the lower-redshift bins, which are
more similar to the ones used before.

Given these scale cuts and the 15 distinct correlation func-
tions that we measure, the KV450 cosmic shear data vector con-
sists of (7+6)×15 = 195 data points, which are shown in Fig. 3.

5.2. Covariance matrix

We estimate the covariance matrix for our data vector with an
analytical recipe. Details of this approach can be found in H17.
Here we describe a number of changes/improvements that are
implemented for this study.

For KV450 we update the footprint according to Fig. 1 of
Wright et al. (2019a) and use that information to calculate the
coupling of in-survey and super-survey modes. The effective
area decreases from 360.3 deg2 to 341.3 deg2 due to incomplete
VIKING coverage.

Furthermore, we change the way in which the uncertainty
in the multiplicative shear measurement bias (estimated to be
σm = 0.02 Kannawadi et al. 2019) is accounted for. We propa-
gate this uncertainty into the covariance matrix (see Eq. (12) of
H17) but we now calculate this contribution using a theoretical
data vector instead of the observed data vector. Hence, we follow
Troxel et al. (2018a) in this aspect. The theoretical data vector
is based on the same cosmology as the analytical covariance,
namely a WMAP9+SN+BAO model (Hinshaw et al. 2013).
We check for the cosmology dependence of the covariance and

find that this choice is neglibible for our results (see setup no. 26
in comparison to the fiducial setup in Sect. 7).

The most important change, however, is that we use the
actual galaxy pair counts as measured from the data in the calcu-
lation of the shape noise contribution to the covariance matrix. A
more accurate treatment of the impact of survey geometry effects
on the estimate of the shape noise term was shown to have signif-
icant impact on the goodness of fit (Troxel et al. 2018a). Shape
noise increases on large scales as the number of pairs of galax-
ies was previously overestimated when survey boundaries and
smaller-scale masks were ignored. Using the actual pair counts
is simpler and more accurate than the explicit modelling of the
mask and clustering performed in Troxel et al. (2018a), but we
find good agreement with their approach. While our method in
principle introduces noise into the covariance, this effect is neg-
ligible due to the high number density of weak lensing samples.
Using the actual number of pairs also naturally accounts for the
effect of varying source density on the covariance matrix.

We note that neither Troxel et al. (2018a) nor we account
for survey geometry and clustering effects on pair counts in the
covariance term that mixes shape noise and sample variance con-
tributions. While inconsistent, we expect the modifications in the
mixed term to be subdominant to those in the pure shape noise
term. This, and a more accurate treatment of survey geometry
effects on the sample variance contribution, will be addressed in
future work.

Finally, we use the linear mid-point of the θ bins for the the-
oretical covariance calculation, which is close to the weighted
mean pair separation that was suggested by Joudaki et al.
(2017b) and Troxel et al. (2018a), instead of the logarithmic
mid-point that was used in H17. It should be noted that for the
model (Sect. 6.1) we go beyond these approximations and inte-
grate over the θ bins. For the covariance estimate, such a level of
sophistication is not needed.

5.3. E-/B-mode decomposition

Gravitational lensing only creates curl-free E-modes in the
galaxy ellipticity distribution to first order. Cosmological
B-modes can be produced from higher-order terms beyond
the first-order Born approximation (Schneider et al. 1998;
Hilbert et al. 2009), source clustering of galaxies and intrinsic
alignments (Schneider et al. 2002), as well as cosmic strings
and some alternatives to ΛCDM (see for example Thomas et al.
2017). All of these produce B-modes that are statistically negli-
gible for the current generation of cosmic shear surveys.

Separating the cosmic shear signal into E- and B-modes
is, however, an important check for residual systematics. Much
work has been carried out to understand which statistics are most
useful for this purpose and what one can learn from a non-zero
B-mode signal about systematic errors. Here we follow the work
by Asgari et al. (2017, 2019) and use the COSEBIs (Complete
Orthogonal Sets of E-/B-mode Integrals; Schneider et al. 2010b)
2-point statistics to cleanly separate E- from B-modes on a given
finite angular range.

B-modes are estimated from the five tomographic bins
(i.e. all 15 auto and cross-combinations) using the log-COSEBIs
for modes n ≤ 20 over an angular baseline of 0′.5 < θ < 300′,
spanning the θ range probed by our correlation function mea-
surement. Consistency with a zero signal is quantified by a χ2

test using the shape-noise part of the analytical covariance dis-
cussed in Sect. 5.2. This analysis is carried out for all possi-
ble intervals [nmin, nmax] with 1 ≤ nmin ≤ nmax ≤ 20. The
p-values from the χ2 test are almost all well above 1% indicating

A69, page 10 of 30



The KiDS Collaboration: KiDS+VIKING-450: Cosmic shear tomography with optical and infrared data

Fig. 3. KV450 2-point shear correlation
functions ξ+ (upper-left) and ξ− (lower-
right) plotted as θ × ξ±. The errors shown
represent the square root of the diagonal
of the analytical covariance matrix. These
errors are significantly correlated between
scales and redshift bins. The solid red
line corresponds to the best-fit (maximum
likelihood) fiducial model from Sect. 7
including baryon feedback, intrinsic align-
ments, and all corrections for observational
biases.

no significant B-modes. For only four out of 210 tested intervals
[nmin, nmax] we find p-values slightly below 1%, but all of these
are still well above 0.1%.

We repeat this test for other θ ranges, 0′.5 < θ < 40′,
0′.5 < θ < 72′, 40′ < θ < 100′, and 8′ < θ < 300′. Results
yield even higher p-values for these more restricted angular
intervals, with only one out of 840 tests showing a p-value
below 1%. From these tests we conclude that there are no sig-
nificant systematic errors that would produce a B-mode signal
in a tomographic analysis of the KV450 E-modes over scales
0′.5 < θ < 300′. This is a significant improvement over KiDS-
450, and we attribute this change to the improved lensfit weights.
We confirm this finding by an independent Fourier-space anal-
ysis of B-modes with band powers (see van Uitert et al. 2018,
for details of this technique) that also finds no significant
signal.

While this is a necessary condition, showing consistency
with zero for COSEBIs B-modes is not sufficient to conclude
that a correlation function analysis over the same scales is unaf-
fected by B-mode systematics. The correlation functions ξ±
also pick up so-called ambiguous modes for which one cannot
decide whether they represent E- or B-modes when measure-
ments span only a finite interval in θ (Schneider in preparation).
These ambiguous modes are not contained in the clean COSEBIs
E-/B-mode measurements. Thus, for a cosmological analy-
sis with ξ± one implicitly has to assume that the ambiguous
modes are pure E-modes. In order to address this concern we
also analyse the COSEBIs E-mode signal, which is free from
ambiguous modes, with a Gaussian covariance matrix (missing
the super-sample covariance but including shape noise, sample
variance, and mixed terms) and compare to the results based on
correlation function measurements. These results are reported

in Sect. 7. One possible incarnation of systematic, ambiguous
modes is a constant shear. Such a constant pattern would be cor-
rected for by our estimate of the c-term and the corresponding
nuisance parameter δc.

6. Theoretical modelling

The theoretical modelling of the cosmic shear signal and the
various systematic effects discussed below are carried out with
the setup discussed in Köhlinger et al. (2017). This setup is
based on the nested sampling algorithm MultiNest (Feroz et al.
2009) as implemented in the python wrapper PyMultiNest
(Buchner et al. 2014) that is included in the MontePython
package (Audren et al. 2013; Brinckmann & Lesgourgues 2018).
This is a deviation from the setup used in H17 but we show in
Appendix D that essentially identical cosmological constraints
result from using the CosmoLSS10 software developed for H17
and also a third implementation using CosmoSIS (Zuntz et al.
2015).

6.1. Cosmic shear signal

The estimated quantities ξ̂± (Eq. (4)) are directly related to cos-
mological theory and can be modelled via

ξ
i j
± (θ) =

1

2π

∫ ∞

0

dℓ ℓ P
i j
κ (ℓ) J0,4(ℓθ), (5)

where J0,4 are Bessel functions of the first kind, Pκ is the
convergence power spectrum, and i and j are the indices of

10 https://github.com/sjoudaki/cosmolss
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the tomographic bins that are being cross-correlated. Using the
Kaiser-Limber equation and the Born approximation one finds

P
i j
κ (ℓ) =

∫ χH

0

dχ
qi(χ)q j(χ)

[ fK(χ)]2
Pδ

(

ℓ + 1/2

fK(χ)
, χ

)

, (6)

with Pδ being the non-linear matter power spectrum, χ being the
comoving distance, χH the comoving horizon distance, and q the
lensing efficiency

qi(χ) =
3H2

0
Ωm

2c2

fK(χ)

a(χ)

∫ χH

χ

dχ′ nχ,i(χ
′)

fK(χ′ − χ)
fK(χ′)

, (7)

which depends on the redshift distribution of the sources
ni(z)dz = nχ,i(χ)dχ. The integral over the redshift distribution
is carried out by linearly interpolating the mid-points of the his-
togram (bin width ∆z = 0.05) that comes out of the DIR calibra-
tion method.

The total matter power spectrum is estimated with the
Boltzmann-code class (Blas et al. 2011; Audren & Lesgourgues
2011; Lesgourgues & Tram 2011) with non-linear corrections
from HMCode (Mead et al. 2015). The effect of massive neutri-
nos is included in the HMCodecalculation (Mead et al. 2016). We
assume two massless neutrinos and one massive neutrino fixing
the neutrino mass of this massive neutrino at the minimal mass
of m = 0.06 eV. We do not marginalise over any uncertainty
in the neutrino mass in our fiducial setup but additionally report
results for m = 0 eV and m = 0.26 eV, the latter correspond-
ing to the95%upper limit fromPlanck-Legacy (TT,TE,EE+lowE;
Planck Collaboration VI 2019).

Our class and MontePython setup probes a slightly dif-
ferent parameter space than camb and CosmoMC (Lewis et al.
2000; Lewis & Bridle 2002) that were used for the CosmoLSS
pipeline of H17. Here we use as our five primary cosmolog-
ical parameters the cold-dark-matter density parameter ΩCDM,
the scalar power spectrum amplitude ln(1010As), the baryon den-
sity parameter Ωb, the scalar power spectrum index ns, and the
scaled Hubble parameter h. The priors on these parameters are
equivalent to the ones in H17 and reported in Table 3. Several
of these priors are informative because cosmic shear alone can-
not constrain some of the parameters sufficiently well. However,
we take care to include all state-of-the-art measurements in the
prior ranges, for example distance-ladder measurements as well
as Planck CMB results in the prior for h, CMB as well as big-
bang-nucleosynthesis results for Ωbh2. For a full discussion of
the priors, see Sect. 6 of H17 and Joudaki et al. (2017a).

Values for other cosmological parameters of interest, such as
Ωm, σ8, and S 8, and their marginal errors are calculated from the
chains after convergence.

The nine θ bins in which we estimate ξ± are relatively
broad so that it is non trivial to relate the model to the data11.
Joudaki et al. (2018) and Troxel et al. (2018a) discuss using the
average weighted pair separation instead of the logarithmic mid-
point (as it was done in H17) of the bin to calculate the model.
In Asgari et al. (2019, their Appendix A) it was shown that both
approaches are biased. The H17 approach biases the model for
ξ± slightly high and hence S 8 is biased low. The Joudaki et al.
(2018) and Troxel et al. (2018a) approach tried to correct for this
but instead biases ξ± low to a similar degree and hence S 8 is
biased high. Here we integrate ξ± over each θ bin, which yields
results that correspond to the red lines in Fig. A.1 of Asgari et al.

11 This is less of a problem for the 20 narrower bins used by DES in
Troxel et al. (2018b).

(2019). This unbiased approach has the disadvantage of requir-
ing an additional integration in the likelihood. However, since
this is a rather fast step in the likelihood evaluation, the compu-
tational overhead is minimal.

6.2. Intrinsic alignments

We use the same “non-linear linear” intrinsic alignment model
as in H17, which modifies the 2-point shear correlation func-
tions by adding two more terms describing the II and GI effects
(Hirata & Seljak 2004):

ξ̂± = ξ± + ξ
II
± + ξ

GI
± , (8)

where ξII± and ξGI
± are calculated from the II and GI power spectra

PII(k, z) = F2(z)Pδ(k, z)

PGI(k, z) = F(z)Pδ(k, z) (9)

in a similar way as ξ± is calculated from Pδ (see Eqs. (5)–(7))
with

F(z) = −AIAC1ρcrit

Ωm

D+(z)

(

1 + z

1 + z0

)η

, (10)

where C1 = 5 × 10−14 h−1 M−1
⊙ Mpc3, ρcrit is the critical density

today, and D+(z) is the linear growth factor. More details can
be found in Eqs. (6)–(11) of H17. We do not include a redshift
or luminosity dependence of F(z) in our fiducial cosmological
model (i.e. we set η = 0). The mean luminosity of the sources
increases with redshift, but the overall redshift dependence of
AIA is not well constrained. We run one test where η is allowed
to vary (and the pivot redshift is set to z0 = 0.3), which implicitly
includes the effect that an increasing luminosity would have on
the IA amplitude.

There has been some discussion about whether the linear or
non-linear matter power spectrum should be used in Eq. (9). For
our fiducial setup we opt to be consistent with previous work
and use the non-linear power spectrum and a broad prior AIA ∈
[−6, 6]. We also run a setup where we switch to the linear mat-
ter power spectrum, meaning we use the standard linear align-
ment model. As this model has less power on small, non-linear
scales, we use it to test our sensitivity to the large uncertainty
in the currently poor constraints on small-scale intrinsic align-
ments, for instance in the behaviour of satellite galaxy popula-
tions. Furthermore, we present results for the default non-linear
model with a more informative Gaussian prior for the intrinsic
alignment amplitude AIA = 1.09 ± 0.47, based on the results
from Johnston et al. (2019) for the full galaxy sample that they
analysed. Johnston et al. (2019) saw a pronounced dichotomy in
the alignments of late- and early-type galaxies. Their full galaxy
sample is almost equally split between early and late types, while
the KV450 tomographic samples have early-type galaxy frac-
tions of ∼25%, and even less in the lowest redshift bin. However,
Johnston et al. (2019) found indications that galaxy type alone
does not fully describe the observed variability in alignment
amplitudes (suggesting a dependence on satellite/central galaxy
fractions), and coincidentally the intrinsic alignment amplitude
we adopt is close to a prediction from measurements on purely
early- and late-type samples (see Fig. 6 of Johnston et al. 2019).

6.3. Baryon feedback

The non-linear matter power spectrum is modified by baryonic
feedback processes on small scales. This modification has to be
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taken into account to avoid biases in cosmological parameters
estimated from cosmic shear (Semboloni et al. 2011). Currently,
however, these feedback processes are not very well understood
and different hydrodynamical simulations yield considerably
different results (Chisari et al. 2018). There is no clear consensus
yet which models are realistic, but it should be noted that many
of the hydrodynamical simulations reported in the literature were
not run to yield a good match to weak lensing observations but
rather to study feedback effects and/or galaxy formation.

The uncertainty in the baryon feedback has to be propagated
into the confidence intervals of cosmological parameters that are
sensitive to those small scales. In H17 we took a conservative
approach by marginalising over a very wide range of possible
small-scale modifications of the matter power spectrum. This
prior range clearly included unrealistic models but was chosen
to let the data constrain the baryon feedback strength. However,
in the end it effectively led to the eradication of small-scale infor-
mation. As was shown by Troxel et al. (2018a) removing the
small θ bins does not significantly change the constraining power
of KiDS-450 because of this effect.

Here we try to improve on this by using a slightly more infor-
mative prior for the baryon feedback, enabled by the most recent
cosmological hydro simulation results. Instead of marginalising
over unrealistic models with more small-scale (k ≈ 10 Mpc−1)
structure than a pure dark matter model or extremely strong
AGN feedback recipes that are ruled out by observations of bary-
onic probes, we adopt a more informative prior that is consistent
with such observations.

Baryon feedback is modelled with HMCode (Mead et al.
2015), which implements a halo model description, using the
same dependence of the two parameters B (amplitude of the
halo mass-concentration relation) and η0 (halo bloating param-
eter) as in Joudaki et al. (2018): η0 = 0.98−0.12B. Hence,
we only include B as a free nuisance parameter in our model
adopting a flat prior B ∈ [2.0, 3.13] that spans the range from
the most aggressive feedback model in the OWLS simulation
suite (van Daalen et al. 2011, AGN, B ∼ 2) to the dark matter-
only case (B = 3.13). This range of feedback is consistent
with the range allowed by the more modern and well-calibrated
BAHAMAS suite (McCarthy et al. 2017; Mead et al. in prep.).
Extending the prior further towards models that have enhanced
power compared to the dark matter-only case (B > 3.13) or unre-
alistically strong feedback (B < 2, see e.g. Yoon et al. 2019) is
not justified in our opinion. If the cosmic shear measurements
are not able to self-calibrate the feedback then a more informa-
tive prior like the one used here should be the preferred choice.

Huang et al. (2019) suggest that HMCode does not model
all possible feedback scenarios well and therefore introduces
biases. They suggest a different approach that is not based on
a halo model but on a principal component analysis of different
hydrodynamical simulations. It is important to note though that
the biases they see are limited toΩm and σ8 (and the dark energy
equation of state), but S 8 is very robust against the choices pre-
sented in their paper. This further supports the approach we are
taking here as our main result will be the value of S 8 from this
cosmic shear measurement. In order to alleviate any concerns
about this baryon feedback modelling we also present results
with very wide, uninformative priors on both HMCode parame-
ters in Sect. 7.

It should be noted that, unlike other observational biases
(multiplicative shear measurement bias, redshift bias) that affect
all angular scales equally, the baryon feedback only affects the
smallest angular scales. Thus, the overall effect of the choice
of feedback model and prior is relatively unimportant for the

conclusions of this work that tries to constrain standard flat-
ΛCDM cosmological parameters. Constraining possible scale-
dependent effects like massive neutrinos or warm dark matter is
more degenerate with the baryon feedback and certainly needs
more care, which we defer to future work.

7. Results

7.1. Fiducial cosmological results

Results for the fiducial flat ΛCDM model (Sect. 6) fitted to the
KV450 cosmic 2-point shear correlation functions (Fig. 3) are
presented in Fig. 4 showing 2D projections into the most relevant
cosmological parameters Ωm, σ8, and S 8 and in Table 4 for all
parameters12. This fiducial model accounts for and marginalises
over uncertainties in the baryon feedback (Sect. 6.3), intrin-
sic alignments (Sect. 6.2), additive (Sect. 4.3) and multiplica-
tive (Sect. 4.2) shear measurement bias, and mean redshifts
of the five tomographic bins estimated with the DIR method
(Sect. 3.2). The KV450 confidence contours are compared to
results from cosmic shear with KiDS-450 (H17), the DESy1 cos-
mic shear-only analysis (Troxel et al. 2018b), HSC-DR1 cosmic
shear (Hikage et al. 2019) as well as all primary CMB probes
of the Planck-Legacy data set (Planck Collaboration VI 2019,
TT+TE+EE+lowE).

The KV450 results agree very well with the optical-only
KiDS-450 cosmic shear results, which were based on the same
ellipticity measurements but used a subset of the KV450 sources
(but slightly more area), a different photo-z setup, different
tomographic binning, and redshift calibration, different shear
calibration, and different lensfit weights (apart from more sub-
tle changes described in the preceding sections). This agree-
ment between KV450 and KiDS-450 also means that a tension
remains between this most recent cosmic shear measurement
and the results from the Planck-Legacy primary CMB measure-
ment. Concentrating on just the S 8 parameter, Planck-Legacy
(TT+TE+EE+lowE) and KV450 are discrepant at the 2.3σ
level (assuming Gaussian posteriors). Comparing to Planck-
2015 (TT+lowP) we find a slightly larger tension in S 8 of 2.5σ.
The DESy1 cosmic shear result, which exhibits a 25% smaller
error on S 8 than KV450, and the HSC-DR1 result lie in the
middle with their measured S 8 values being 0.9σ and 0.8σ,
respectively, higher than the KV450 value13. When comparing
constraints from the different cosmic shear surveys one should
keep in mind that the different surveys model some systematic
errors with (partly the same) nuisance parameters that are not
constrained by the data, blowing up the uncertainties. So the
agreement is not as good as it seems if some of the systematic
effects bias the different surveys in the same way.

The marginal error on S 8, σS 8
= 0.038, is similar to KiDS-

450 (σS 8
= 0.039). This does not mean that the high-redshift

galaxies in the fifth tomographic bin do not add any statistical
power14. The two analyses differ in quite a few aspects (e.g.
number and kind of nuisance parameters, priors) so that a direct

12 2D projections of all parameters are shown in Fig. B.1.
13 For a further discussion of the KV450 results in comparison to other
cosmological probes we refer the reader to H17 and McCarthy et al.
(2018). As KV450 and KiDS-450 results are very similar, all com-
parisons between KiDS-450 and other probes in these two papers also
apply to KV450.
14 We note that some of these galaxies (roughly half) were already
included in the KiDS-450 analysis, but there they constituted the high-z
tails of the redshift distributions of the four lower-redshift tomographic
bins.
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Fig. 4. Marginalised posterior contours (inner 68% confidence level, outer 95% confidence level) in the Ωm−σ8 plane (left) and the Ωm−S 8

plane (right) for the fiducial KV450 setup (blue), the optical-only KiDS-450 analysis from H17 (green), DESy1 using cosmic shear only (purple;
Troxel et al. 2018b), HSC-DR1 cosmic shear (orange; Hikage et al. 2019), and the Planck-Legacy analysis (red; Planck Collaboration VI 2019,
TT+TE+EE+lowE).

comparison of the errors down to the second counting digit is
not meaningful and does not reflect the power of the data sets
but rather differences in the two analyses (see also Sect. 7.3).

The model fits the data very well yielding a χ2 = 180.6
for 181 degrees of freedom15. This is a significant improvement
compared to H17, which we attribute mostly to the more accu-
rate covariance matrix (see also Troxel et al. 2018a) but possibly
also to better internal consistency (see Sect. 7.4).

Looking at the other model parameters we find that the
intrinsic alignment amplitude is consistent with unity, in
very good agreement with H17, Troxel et al. (2018b), and
Hikage et al. (2019). The value and error of the baryon feedback
amplitude B indicate a significant departure from a dark matter
only scenario (similar to Joudaki et al. 2018, who use a wider
prior but also additional data). The two c-term nuisance param-
eters δc and Ac are not constrained by the data and the five δzi

parameters are all consistent with zero but also strongly prior-
dominated.

In the following we describe results from further tests that
divert from the fiducial setup or change the selection of the
data vector. This is done to check the robustness of the fiducial
results against different choices that were made in the analysis
and to relate our results more easily to literature measurements.
Table 5 summarises the different setups that we test via addi-
tional MCMC runs. For most of these setups we vary only one
aspect at a time to keep things comparable. The resulting S 8

values for all setups are shown in Fig. 6, and some additional
parameters of interest are reported in Table 6.

7.2. Tests of the redshift distributions

The most unique aspect of the cosmic shear measurement pre-
sented here is the estimate of the redshift distributions that are
needed to interpret the signal. In this section we show how dif-
ferent choices for the redshift distribution affect the results and in
particular the main conclusion about the tension between KV450
and Planck. As a first set of tests (setups no. 1–9 from Table 5)

15 It should be noted that many of our parameters are constrained by
the priors. So this somewhat naïve estimate of the degrees of freedom
is just an approximation.

Table 4. Fiducial result for the KV450 cosmic shear measurement.

Parameter Symbol Value

CDM density ΩCDM h2 0.118+0.038
−0.066

Scalar spectrum ampl. ln 1010As 3.158+1.154
−1.426

Baryon density Ωbh2 0.022+0.003
−0.004

Scalar spectral index ns 1.021+0.149
−0.141

Hubble parameter h 0.745+0.073
−0.043

IA amplitude AIA 0.981+0.694
−0.678

Baryon feedback ampl. B 2.484+0.189
−0.475

Constant c-term offset δc 0.000+0.0002
−0.0002

2D c-term amplitude Ac 1.022+0.129
−0.125

Redshift offset bin 1 δz1 −0.007+0.034
−0.034

Redshift offset bin 2 δz2 −0.010+0.019
−0.021

Redshift offset bin 3 δz3 0.013+0.020
−0.021

Redshift offset bin 4 δz4 0.001+0.012
−0.011

Redshift offset bin 5 δz5 −0.001+0.011
−0.011

Matter density Ωm 0.256+0.064
−0.123

Power spectrum amplitude σ8 0.836+0.132
−0.218

σ8

√
Ωm/0.3 S 8 0.737+0.040

−0.036

Notes. Reported are the mean posterior values and 68% confidence
intervals. The first five entries represent the standard cosmological
parameters used in our model, which are separated by a horizontal line
from the nine nuisance parameters. Another horizontal line separates
three derived parameters. Most of these constraints are prior-dominated,
the most important exception being S 8.

we substitute the DIR n(z) that is based on the full spectro-
scopic calibration sample with different alternatives as described
in Sect. 3.2. For these MCMC runs we do not re-calculate the
error on the mean redshifts and assume that these errors, which
serve to define the Gaussian priors on the δzi parameters, are
identical to the DIR bootstrap analysis with the full spec-z sam-
ple. This assumption enhances differences rather than diluting
them.
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Table 5. Setups for further MCMC test runs.

No. Setup Difference w.r.t. fiducial setup

1 sDIR sDIR (smoothed version of DIR) n(z)
2 DIR-w/o-COSMOS DIR n(z) based on all spec-z except COSMOS
3 DIR-w/o-COSMOS&VVDS DIR n(z) based on all spec-z except COSMOS and VVDS
4 DIR-w/o-VVDS DIR n(z) based on all spec-z except VVDS
5 DIR-w/o-DEEP2 DIR n(z) based on all spec-z except DEEP2
6 DIR-C15 DIR n(z) based on the COSMOS-2015 photo-z
7 CC-fit n(z) from GMM fit to small-scale clustering-z (CC; Appendix C.2)
8 CC-shift DIR n(z) shifted to best fit CC measurements
9 OQE-shift DIR n(z) shifted to best fit large-scale clustering-z (OQE; Appendix C.3)

10 no-deltaz Redshift uncertainty switched off, i.e. δzi = 0
11 IA-Gauss Informative Gaussian prior on AIA

12 IA-linear-PS Using the linear power spectrum in Eq. (9)
13 IA-z-evolution Allowing for redshift evolution in the IA model
14 No-baryons Baryon feedback switched off, i.e. B = 3.13
15 Wide-baryons Wide prior on baryon feedback, B ∈ [1.4, 4.8], η0 ∈ [0.4, 0.9]
16 No-systematics No marginalisation over nuisance parameters, no error on m
17 No-systematics_merr Same as 16 but including a σm = 0.02 uncertainty in the m-bias
18 All-xip All scales 0′.5 < θ < 300′ used for ξ+
19 nu0 Massless neutrinos
20 nu0p26 One massive neutrino with m = 0.26 eV and two massless neutrinos

21 No-bin1 Using tomographic bins 2, 3, 4, and 5 only
22 No-bin2 Using tomographic bins 1, 3, 4, and 5 only
23 No-bin3 Using tomographic bins 1, 2, 4, and 5 only
24 No-bin4 Using tomographic bins 1, 2, 3, and 5 only
25 No-bin5 Using tomographic bins 1, 2, 3, and 4 only

26 iterative-covariance analytical covariance based on the best-fit fiducial cosmology

Figure 5 shows the results in the Ωm−σ8 and Ωm−S 8 planes
for setups no. 6 and 9, corresponding to the tests with the
COSMOS-2015 based DIR n(z) and the OQE-shift n(z) (both
redshift distributions are shown in Fig. C.1), respectively, in
comparison to the fiducial setup and Planck. These two setups
were chosen because they yield the highest and lowest S 8 val-
ues, respectively. All other setups no. 1–9 lie in between those
extremes. The two extremes with the highest and lowest S 8 val-
ues are discrepant with Planck at the 1.7σ and 2.9σ level, respec-
tively, in terms of their marginal errors on S 8. Compared to the
fiducial KV450 setup the OQE-shift setup no. 9 yields an S 8 that
is 0.7σ lower whereas the DIR-C15 setup no. 6 is 0.6σ high
compared to the fiducial value of S 8.

Figure 6 and Table 6 show that all redshift distributions
tested here yield S 8 values that are consistent within ∼1σ.
However, it should be noted that these data points are corre-
lated because a large fraction of the spec-z calibration sample
is the same for most setups, the clustering-z setups no. 7–9 and
the COSMOS-2015 setup no. 6 being exceptions. The high-
est S 8 values (and correspondingly the lowest mean redshifts)
are obtained with the DIR method when using the COSMOS-
2015 photo-z catalogue instead of the spec-z catalogue or when
excluding DEEP2 (the highest-redshift spec-z catalogue) from
the spec-z calibration sample. The lowest S 8 values are measured
for the DIR n(z) when COSMOS and VVDS are excluded from
the spec-z calibration sample and the two setups that are based
on shifting the fiducial DIR n(z) to best fit the CC and OQE mea-
surements. The range spanned by these different choices for the
n(z) can be regarded as a very conservative estimate of the sys-
tematic uncertainty introduced by the redshift distributions.

As a further test we check the influence of the assumption
of uncorrelated δzi uncertainties. The mean redshift estimates of
our tomographic bins are indeed significantly correlated as our
bootstrap analysis tells us (∼90% correlation for neighbouring
bins and ∼40−70% for more widely separated bins). Assuming
full correlation the formula presented in Hoyle et al. (2018) sug-
gests an increase of the prior ranges for the δzi – assumed to be
uncorrelated – by a factor ∼2.4 to account for the correlation.
We conservatively ran a chain where we increased the priors by
a factor of three (not shown in Table 6 or Fig. 6) and found no
change in the central value of S 8 and an increase in the S 8 uncer-
tainty of ∼8%.

7.3. Tests on nuisance parameters, priors, the data vector,
and neutrino mass

As reported in Table 5, we carry out a number of further tests to
check the influence of the systematic effects that we model with
nuisance parameters, their priors, the selection of the data vector,
and the fixed mass of the neutrinos.

In setup no. 10, we test the influence of the δzi nuisance
parameters. When the redshift uncertainties are not marginalised
over we find almost identical results to the fiducial setup that
includes their marginalisation. The total uncertainty on S 8 is
reduced by merely ∼6%. This confirms the finding of H17 that
random redshift calibration errors are subdominant to some of
the other systematic uncertainties (see below). It should be noted
that – unlike in H17 – we explicitly include an estimate of the
sample variance (including spectroscopic selection effects) of
the n(z) here as our uncertainties are estimated from a spatial
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Fig. 5. Same as Fig. 4 but for the most extreme alternative redshift distributions described in Sect. 3.2. Brown contours correspond to the redshift
distributions with the highest S 8 (DIR-C15) that we argue in Sect. 3.2 might produce a biased result. The pink contours correspond to the redshift
distributions with the lowest S 8 (OQE-shift).

Table 6. Results for further MCMC test runs.

No. Setup Ωm σ8 S 8 χ2 Ndata Npar

KV450 fiducial 0.256+0.064
−0.123

0.836+0.132
−0.218

0.737+0.040
−0.036

180.6 195 14

1 sDIR 0.248+0.058
−0.119

0.857+0.168
−0.224

0.744+0.039
−0.036

178.8 195 14

2 DIR-w/o-COSMOS 0.256+0.056
−0.122

0.834+0.145
−0.215

0.735+0.037
−0.036

180.0 195 14

3 DIR-w/o-COSMOS&VVDS 0.242+0.049
−0.114

0.845+0.135
−0.216

0.725+0.039
−0.035

181.5 195 14

4 DIR-w/o-VVDS 0.245+0.057
−0.114

0.842+0.173
−0.215

0.728+0.038
−0.036

181.2 195 14

5 DIR-w/o-DEEP2 0.266+0.056
−0.125

0.846+0.180
−0.222

0.761+0.041
−0.037

179.1 195 14

6 DIR-C15 0.286+0.081
−0.118

0.814+0.095
−0.212

0.761+0.040
−0.036

178.7 195 14

7 CC-fit 0.288+0.077
−0.107

0.786+0.084
−0.189

0.742+0.039
−0.036

179.5 195 14

8 CC-shift 0.243+0.064
−0.114

0.838+0.145
−0.202

0.720+0.040
−0.036

183.0 195 14

9 OQE-shift 0.258+0.071
−0.115

0.802+0.103
−0.210

0.711+0.038
−0.035

183.5 195 14

10 No-deltaz 0.249+0.056
−0.120

0.846+0.156
−0.229

0.734+0.038
−0.033

179.4 195 9

11 IA-Gauss 0.264+0.073
−0.129

0.828+0.175
−0.230

0.740+0.038
−0.036

179.7 195 14

12 IA-linear-PS 0.248+0.064
−0.122

0.845+0.162
−0.219

0.733+0.039
−0.035

181.1 195 14

13 IA-z-evolution 0.249+0.067
−0.115

0.843+0.166
−0.220

0.735+0.041
−0.035

179.6 195 15

14 No-baryons 0.247+0.048
−0.121

0.834+0.156
−0.213

0.722+0.035
−0.032

181.3 195 13

15 Wide-baryons 0.256+0.058
−0.117

0.832+0.119
−0.215

0.736+0.041
−0.039

180.6 195 15

16 No-systematics 0.222+0.035
−0.102

0.862+0.180
−0.152

0.710+0.028
−0.024

180.8 195 5

17 No-systematics_merr 0.217+0.030
−0.100

0.873+0.205
−0.152

0.709+0.034
−0.028

180.8 195 5

18 All-xip 0.258+0.066
−0.114

0.827+0.145
−0.213

0.735+0.039
−0.035

198.7 225 14

19 nu0 0.246+0.051
−0.117

0.856+0.143
−0.217

0.740+0.038
−0.037

180.1 195 14

20 nu0p26 0.275+0.060
−0.125

0.795+0.103
−0.205

0.730+0.040
−0.035

179.9 195 14

21 No-bin1 0.249+0.068
−0.118

0.850+0.134
−0.216

0.740+0.040
−0.035

124.0 130 13

22 No-bin2 0.236+0.043
−0.109

0.874+0.190
−0.199

0.742+0.041
−0.034

114.6 130 13

23 No-bin3 0.289+0.088
−0.099

0.775+0.086
−0.189

0.731+0.039
−0.038

120.5 130 13

24 No-bin4 0.284+0.083
−0.132

0.801+0.104
−0.213

0.744+0.045
−0.041

119.0 130 13

25 No-bin5 0.261+0.076
−0.111

0.791+0.095
−0.213

0.707+0.053
−0.048

128.7 130 13

26 Iterative covariance 0.258+0.081
−0.120

0.833+0.129
−0.219

0.738+0.037
−0.034

182.3 195 14

Notes. Shown are the matter density (3rd column), the power spectrum amplitude (4th), S 8 (5th), χ2 (6th), the number of data points (7th), and
the number of fitting parameters (8th). The parameters values correspond to the mean of the posterior whereas the χ2 corresponds to the maximum
likelihood.

A69, page 16 of 30

https://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201834878&pdf_id=5


The KiDS Collaboration: KiDS+VIKING-450: Cosmic shear tomography with optical and infrared data

0.6 0.7 0.8 0.9 1.0 1.1
S8 8 m/0.3

KV450
sDIR
DIR-w/o-COSMOS
DIR-w/o-COSMOS&VVDS
DIR-w/o-VVDS
DIR-w/o-DEEP2
DIR-C15
CC-fit
CC-shift
OQE-shift
no-deltaz
IA-Gauss
IA-linear-PS
IA-z-evolution
no-baryons
wide-baryons
no-systematics
no-systematics_merr
all-xip
nu0
nu0p26
no-bin1
no-bin2
no-bin3
no-bin4
no-bin5
iterative-covariance

KiDS-450
DESy1_cosmic-shear
HSC_DR1
Planck-2015_TT-lowP
Planck-Legacy_TT-TE-EE-lowE

KV
45

0 
te

st
s

ex
te

rn
al

CM
B

W
L

Fig. 6. Constraints on S 8 for the fiducial KV450 setup (black), the dif-
ferent tests described in Sects. 7.2 and 7.3 (blue), other cosmic shear
measurements (green) and the Planck CMB results (red). The gray, hor-
izontal lines are only intended to guide the eye.

bootstrap analysis of the calibration sample. So also this sam-
pling variance is subdominant for KV450. This effect can be
compared to the range of results shown in Sect. 7.2 suggesting
that systematic errors in the redshift calibration dominate over
sample variance and shot noise but are hard to quantify.

The choice of the prior for the intrinsic alignment amplitude
AIA does not have a large effect on the results either. Using an
informative Gaussian prior (setup no. 11) again yields almost
identical results to the fiducial setup, with a very similar con-
straint on the intrinsic alignment amplitude AIA = 1.06+0.37

−0.34
with

tighter error compared to AIA = 0.98+0.69
−0.68

for the fiducial setup.
Switching from the non-linear to the linear power spectrum to
model the GI and II terms in Eq. (9) (setup no. 12) does not have
an appreciable effect on the results either. Also allowing for red-
shift evolution in the IA model (setup no. 13) does not change
the results in a significant way, meaning that IA modelling and
prior choices are currently subdominant in the systematic error
budget.

A somewhat larger effect can be seen when baryon feed-
back is left unaccounted for (setup no. 14). In that case the
mean posterior value of S 8 is lowered by ∼0.4σ. This is due
to the fact that baryon feedback dilutes structures on small
scales (k ≈ 10 h Mpc−1)16 and hence lowers the amplitude of
the power spectrum. When this is not modelled the power spec-
trum amplitude increases for a given S 8. Thus, a smaller value
of S 8 is sufficient to describe the observed amplitude of the

16 The enhancement of the power spectrum by stellar feedback on very
small scales (k ≫ 10 h Mpc−1) is unimportant for the θ range probed by
KV450.

correlation functions. Allowing for extremely wide priors on the
HMCode baryon feedback parameters (setup no. 15) gives con-
sistent results with the fiducial setup. This can be understood in
the way that already our slightly informative fiducial prior erases
most small-scale information so that even a more conservative
prior does not lead to a further loss of statistical power. Alterna-
tively, one could just disregard the smallest scales for ξ+ and not
model the baryon feedback at all as it was done by Troxel et al.
(2018b) with the DESy1 data. As ξ± mixes all k scales we pre-
fer to model the baryon feedback and properly marginalise over
the uncertainty. We would like to stress that these results indi-
cate that the tension seen in S 8 between KV450 and Planck
cannot be alleviated by a more generous prior on the baryon
feedback amplitude. Considering the value of B ∼ 1, favoured
by Yoon et al. (2019), we would note caution as it is unlikely
that this level of baryon feedback is physical.

Switching off any marginalisation of systematic errors does
not yield any cosmologically meaningful results but can be used
to quantify the importance of all systematic effects for the total
error budget. Setup no. 16 shows an error σS 8

= 0.026 that
is ∼30% smaller than the fiducial run, σS 8

= 0.038. Naïvely
adding a systematic error of the same size in quadrature to the
purely statistical error of setup no. 16 yields a total error that is
very close to the fiducial error. This means that in KV450 the
marginalisation over systematic uncertainties is approximately
equally important as the statistical error for the total error bud-
get. This is similar to the findings of H17. Comparing the relative
error on S 8 for setup no. 16 to the “no-systematics” setup of H17
reveals a ∼10% decrease in the uncertainty that we attribute to
the statistical power added by the fifth tomographic bin.

The largest single contribution to the systematic error bud-
get as quantified here comes from the uncertainty in the multi-
plicative shear measurement bias (but see the discussion of the
redshift uncertainty in Sect. 8). This can be seen by comparing
setups no. 16 and 17. The latter includes a propagation of an
m-bias uncertainty of σm = 0.02 into the covariance matrix but
is otherwise identical to setup no. 16. We note that this σm is
twice as large as the uncertainty used in H17 as suggested by
the new findings of K19 and hence of increased importance here
(see Sect. 4.2).

One extension in the KV450 analysis compared to KiDS-
450 is the inclusion of two nuisance parameters that describe
the uncertainty in the additive shear measurement bias and
the amplitude of the 2D ellipticity pattern imprinted on the
data (Sect. 4.3). While their influence on the fiducial result
is completely negligible these parameters help to make the
analysis less susceptible to systematics on large scales. The
main reason for restricting the ξ+ measurements to fiducial
scales of θ < 72′ in the past was the uncertainty in the
c-term. With these new nuisance parameters properly account-
ing for this uncertainty there is no longer any strong reason to
restrict the analysis to these small scales. In setup no. 18 we
explore what happens when also ξ+ is analysed all the way
out to θ < 300′. Not surprisingly the difference to the fidu-
cial setup is minuscule. The δc and Ac nuisance parameters
essentially eradicate all information from these scales render-
ing the choice of an upper θ cut-off for the ξ+ analysis rather
unimportant.

There has been much discussion on the importance of
assumptions about the neutrino mass on the results from cosmic
shear experiments (e.g. McCarthy et al. 2018). Here we show
two extreme setups (no. 19 and 20) that support the notion
that this is not a major concern for current cosmic shear mea-
surements. Neither assuming massless neutrinos (setup no. 19)
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nor setting the neutrino mass to the maximum value allowed
by Planck (Σmν < 0.26 eV at 95% confidence; setup no. 20)
changes the KV450 cosmic shear constraints on S 8 in a sig-
nificant way, in agreement with the findings of Joudaki et al.
(2017a).

We find no evidence for B-modes in KV450 as described
in Sect. 5.3. In order to further support this, we compare our
“no-systematics” setup no. 16 to an analysis of COSEBI E-modes
finding almost identical results for the central value of S 8 (S 8 =

0.710 for ξ± and S 8 = 0.700 for the COSEBIs)17. This finding sug-
gests that our correlation function analysis is also not significantly
affected by B-mode systematics in the ambiguous modes (Schnei-
der, in prep.). A more comprehensive analysis of the COSEBIs
E-/B-mode signals and a full cosmological analysis will be pre-
sented in a forthcoming paper (Asgari et al., in prep.).

7.4. Consistency tests

Efstathiou & Lemos (2018) pointed out that the different tomo-
graphic bins in KiDS-450 were in slight tension with each other,
citing significances of ∼3σ. In particular the third and fourth bin
showed a lower/higher amplitude than expected from the cos-
mological model fitted to the other three bins. This behaviour is
already visible in Fig. 5 of H17 where most of the data points
including the third bin lie below the best-fit global model. There
has been some debate about quantifying the significance of this
discrepancy though, also in light of the revisions for the covari-
ance matrix introduced in Troxel et al. (2018a). In particular,
Köhlinger et al. (2019) show that a Bayesian evidence analysis
yields significances of <3σ and no strong evidence for inter-
nal tension in KiDS-450 in contrast to the analysis presented
in Efstathiou & Lemos (2018). However, Efstathiou & Lemos
(2018) did highlight the importance of performing internal con-
sistency checks as a standard part of any analysis.

We therefore run five more MCMC setups (no. 21–25) where
one tomographic bin is rejected at a time. These quick tests
show consistency in their S 8 values with the fiducial results, with
all values lying well within 1σ. Following the methodology of
Köhlinger et al. (2019) we also split the data vector and run addi-
tional chains with a separate set of parameters for both parts and
then report the Bayes factor:

R01 =
Z(H0)

Z(H1)
, (11)

whereZ is the Bayesian evidence, H0 is the null hypothesis that
“there exists one common set of parameters that describes the
full data vector” and H1 is the alternative hypothesis that “there
exist two sets of parameters that each describe one part of the
data vector”. We find values of ln R01 = 3.0; 2.5; 4.5; 4.9; 5.9
for the five tomographic bins. This can be translated via the
“Jeffreys’ scale” into “strong evidence” for the null hypotheses
for the 1st and 2nd tomographic bins and “decisive evidence”
for the 3rd, 4th, and 5th tomographic bins, meaning there is no
significant tension between the bins.

As shown by Köhlinger et al. (2019) the evidence ratio test
described above is only a necessary condition for internal con-
sistency (see also Raveri & Hu 2019). Another possible test is
to check the posterior probability distribution of parameter dif-
ferences between the two parts of the split data vector. Fol-
lowing Köhlinger et al. (2019, see their Table 3) we look at all

17 The errors are not directly comparable yet as we are using slightly dif-
ferent scales and a Gaussian covariance matrix for the COSEBIs analysis
(see Sect. 5.3).

combinations of the parameters S 8, Ωm, and AIA. For all of the
combinations we find agreement between the splits with differ-
ences at a level of <1.3σ (most much smaller) indicating again
no significant internal tension for any of the tomographic bins.

We also split the data vector into its ξ+ and ξ− parts and apply
the same formalism as described above. Another test consists
in splitting the small-scale (θ < 5′) part of ξ+ from all large-
scale (θ > 5′, ξ+ and ξ−) measurements. Again we find “decisive
evidence” for the null hypothesis of no internal tension in both
cases, with ln R01 = 6.7; 6.2 for the ξ± and large-scale/small-
scale split, respectively. The maximum parameter differences for
these two splits correspond to 0.8σ, which means that also these
parts of the data vector are fully consistent with each other.

Another test that directly checks for consistency of the red-
shift distributions is the shear-ratio test, which we present in
Appendix C.4. The fiducial redshift distributions pass this test
easily. However, it should be mentioned that all other redshift
distributions used above (scenarios no. 1–9) pass the test equally
well so that it must be concluded that given our lens and source
samples this shear-ratio test is not discriminative enough yet.

7.5. Iterative covariance

As in van Uitert et al. (2018), we update the covariance model
with the best-fit cosmology of our fiducial run and repeat the
parameter inference (setup no. 26 in Tables 5 and 6). The cen-
tral value for S 8 changes by only ∼0.001, while the errors on S 8

shrink by ∼5%. The latter trend is expected because the parame-
ter values of the original cosmology calculation lie a little above
the region of large posterior values in the Ωm−σ8 plane, which
leads to slightly larger sample variance (Reischke et al. 2017).
We retain the more conservative errors of the original run as our
main result since these are expected to largely cover the variabil-
ity of sample variance across the range of cosmologies with high
posterior probability.

8. Discussion

The KV450 analysis presented here is the first wide-field cos-
mic chear experiment in which photo-z are estimated from
well-matched optical and near-infrared photometry spanning
the wavelength range 320 nm . λ . 2350 nm (Wright et al.
2019a). The fiducial redshift distributions are estimated from
a re-weighting technique (DIR) that can take full advantage
of the degeneracy-breaking power of 9D magnitude space and
a large and diverse spectroscopic calibration sample. Hence,
KV450 is arguably the cosmic shear experiment with the best-
calibrated redshift distributions to date. The results agree very
well with previously published results from KiDS-450 optical-
only data (H17) and are consistent with DESy1 (Troxel et al.
2018b) and HSC-DR1 (Hikage et al. 2019), with the latter two
yielding slightly higher values of S 8.

While most of the galaxies used in the KV450 analysis
were also used for KiDS-450 and the ellipticity measurements
for these galaxies have not changed, this result is non-trivial
nevertheless. The value of S 8, which essentially determines the
position of the confidence contours perpendicular to their degen-
eracy direction, is itself fully degenerate with the mean red-
shifts of the tomographic bins. Since the photo-z estimates, the
tomographic binning, and the redshift calibration changed from
KiDS-450 to KV450 as described in Sect. 3 this agreement was
not a foregone conclusion.

We have demonstrated that the tension with the Planck CMB
results is robust against all reasonable choices of parameters,
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priors, and modelling details as summarised in Fig. 6. The only
changes to the fiducial setup that show some potential to alle-
viate the tension with Planck are related to the redshift distribu-
tion of the sources. If the highest-redshift spectroscopic survey in
our calibration sample (DEEP2) is excluded, the estimated mean
redshifts go down and the value for S 8 goes up by about 0.6σ.
A similar shift can be observed when the weighted direct cali-
bration is used but the spectroscopic calibration sample is sub-
stituted by the high-quality COSMOS-2015 photo-z catalogue
from Laigle et al. (2016).

In this latter case our results agree better with the mea-
surements from DESy1 (Troxel et al. 2018b) and HSC-DR1
(Hikage et al. 2019). It is intriguing that these two surveys cal-
ibrated their redshift distributions also with the help of the
Laigle et al. (2016) COSMOS-2015 photo-z catalogue. This
raises the question whether something is special about this cata-
logue – compared to our spec-z calibration sample – that would
shift down the mean redshift estimates (and shift up S 8) in a sys-
tematic way. In Laigle et al. (2016) it is reported that, while the
photo-z are truly excellent in comparison to other public photo-
z catalogues, there is still a non-negligible fraction of catas-
trophic outliers present. In the magnitude range of 23 < i < 24
this is quantified to be η ∼ 6%, where η is the fraction of
objects with |zphot − zspec|/(1 + zspec) > 0.1518. This estimate
should be regarded as a lower limit as the spec-z surveys that the
COSMOS-2015 photo-z are being compared to are incomplete at
these magnitudes. At low COSMOS-2015 photo-z these outliers
are almost exclusively objects that are in reality at very high red-
shift19. Furthermore, we found a small photo-z-dependent bias
when comparing the COSMOS-2015 photo-z to spec-z, with the
COSMOS-2015 photo-z underestimating the true redshifts by
∼0.01. Assuming that this is the case we deliberately added a
peak at z = 2 to the DIR-C15 n(z) coresponding to 5% of all
sources, shifted the n(z) by 0.01, and re-ran the cosmological
analysis. In this toy model case, we find the presence of low-
level bias and catastrophic outliers reduce the inferred value of
S 8, constraining S 8 = 0.737+0.039

−0.036
. It is clear that this example is

somewhat simplistic but it illustrates the effect that even a small
fraction of outliers and a small bias can have on the inferred
cosmological parameters. Just introducing the 5% outlier peak
without shifting the n(z) by 0.01 yields S 8 = 0.749+0.040

−0.036
.

Hence, assuming that the Laigle et al. (2016) photo-z are an
unbiased estimate of the true redshift, without correcting for this
effect, would lead to an under-estimate of the mean redshifts
of all the tomographic bins. As discussed in Sect. 3.3, the cur-
rent approach to marginalising over our uncertainty in the red-
shift distributions is insensitive to a coherent systematic bias
in all tomographic bins. Furthermore the differences we find
between the mean redshifts of the COSMOS-2015 calibrated
redshift distributions and our spectroscopic calibration, are sig-
nificantly larger than the redshift uncertainty allowed for in both
the DESy1 (Troxel et al. 2018b) and HSC-DR1 (Hikage et al.
2019) analyses. We leave a quantification of this effect to a future
analysis. It will be very interesting to see whether correcting
for these outliers will significantly raise the mean redshifts of
DESy1 and HSC-DR1, decrease their S 8 estimates, and increase

18 The outlier rate reported in Laigle et al. (2016) is a steep function of
magnitude with ∼1% outliers at 22 < i < 23 and > 10% outliers at
24 < i < 25.
19 The impact of such catastrophic redshifts outliers on weak lens-
ing studies has already been investigated in Schrabback et al. (2010)
and Schrabback et al. (2018) for earlier photo-zs from COSMOS
(Ilbert et al. 2009) and 3D-HST (Skelton et al. 2014).

the tension with Planck, possibly solidifying the challenge to the
standard flat ΛCDM cosmological model.

All of that being said, it is equally important and prudent
to ask whether our DIR calibration with the combined spec-
z sample could possibly systematically bias the mean redshifts
high (and hence, S 8 low). One important aspect here is the
incompleteness of the spec-z calibration sample at faint magni-
tudes due to failure of successfully measuring a redshift. This
is well documented for zCOSMOS-bright (Lilly et al. 2009),
DEEP2 (Newman et al. 2013), and VVDS (Le Fèvre et al. 2013)
showing an obvious trend with magnitude. At the faint end
of our source sample (r ∼ 24) the spectroscopic success rate
is ∼60−80%, meaning that some objects are left unaccounted
for. This problem is alleviated somewhat when different sur-
veys are combined as in our spec-z calibration sample. Also, the
re-weighting technique can partly overcome this issue if the sam-
ple is not missing parts of our 9D magnitude space entirely. A
9D re-weighting scheme is obviously more robust than a lower-
dimensional re-weighting approach. In 9D it is less likely that
colour–redshift degeneracies would go undetected due to incom-
pleteness in the calibration sample. Certainly, also in the 9D
case the matching in magnitude space is not perfect, mostly due
to significant photometric noise. Deeper data in the calibration
fields will help to reduce this source of systematic error and
help in quantifying the success (or failure) of the DIR method.
This problem will be analysed in more detail in a forthcom-
ing paper. However, the most important point about the spec-
troscopic incompleteness due to a variable success rate is that
systematically missing galaxies would most likely bias the red-
shifts low and S 8 high because in general it is harder to secure
redshifts of high-z than low-z galaxies (hence the “redshift
desert”). It is hard to imagine that the spectroscopic incom-
pleteness would artificially enhance the tension with Planck.
The fully redundant analyses with redshift distributions based on
clustering-z (setups no. 7–9) further increase our confidence in
the robustness of the DIR method with the full spec-z calibration
sample.

The finding that statistical and systematic errors are roughly
equal in size sets the agenda for future cosmic shear analyses.
The systematic error budget for S 8 reported here is dominated by
the uncertainty in the estimate of the multiplicative shear mea-
surement bias (σm = 0.02). However, there is additional uncer-
tainty in the redshift distribution (discussed at length above), the
intrinsic alignment model, and the baryon feedback, all of which
are hard to quantify at the moment. We believe it is currently not
meaningful to put a concrete number on these effects but these
uncertainties might well be comparable to other effects that have
been quantified more precisely.

Taking the redshift distribution uncertainty as an example,
it depends on which of the scenarios no. 1–9 are considered
realistic. Obviously, the scatter in the S 8 values between all
of these nine alternative setups rivals the S 8 statistical error in
size. Eliminating some of the setups like DIR-C15 (because of
photo-z instead of spec-z), DIR-w/o-DEEP2 (because of insuffi-
cient high-z coverage), and the CC-shift and OQE-shift setups
(because of less mature methodology) greatly decreases the
scatter. However, there is no clear consensus yet on which of
these setups should be considered realistic. This situation needs
to change if future cosmic shear experiments are to reach their
full potential.

We take the good fit of the model to the data as an indi-
cation that systematic errors are not severely underestimated.
The internal consistency between different parts of the data vec-
tor is shown to be high. However, it should be noted that any
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consistency analysis is subject to a-posteriori statistics. While
it might be reasonable to test the different tomographic bins
against each other as well as ξ+ against ξ− and large against
small scales (as suggested by Efstathiou & Lemos 2018) there
is a look-elsewhere effect that is almost impossible to quantify.
In the past, some of these consistency analyses were conducted a
posteriori, in the case when things did not look quite right. In the
future, it will be important to define data splits before even look-
ing at the data, as was done here (see Appendix E) and by other
teams in recent years, to minimise the look-elsewhere effect.

9. Summary

Here we present new cosmic shear results based on a combi-
nation of optical data from the Kilo-Degree Survey and near-
infrared data from the VISTA Kilo-Degree Infrared Galaxy
Survey. For the first time such a combined data set is used
in a wide-field cosmic shear experiment that addresses one of
the largest systematic uncertainties in such measurements –
the calibration of the redshifts of the sources. Compared to
a previous optical-only study over the same area of 450 deg2

(Hildebrandt et al. 2017), we significantly improve this crucial
part of analysis and report cosmic shear measurements that are
arguably the most robust in terms of the redshift calibration to
date.

These unprecedentedly accurate redshift distributions for
∼12 × 106 galaxies in five tomographic bins out to a redshift of
z ∼ 1.2 are combined with state-of-the-art shear measurements
of all these sources based on high-resolution images from a tele-
scope and camera that were purpose-built for weak gravitational
lensing measurements. An updated suite of image simulations
and improved empirical techniques are used to estimate and cor-
rect for any residual multiplicative and additive biases in these
shear measurements. No significant B-modes are detected in the
KV450 data. Together with a careful treatment of all known
astrophysical systematic effects (intrinsic alignments, baryon
feedback, neutrino mass), as well as observational uncertainties,
we update the findings of Hildebrandt et al. (2017). A standard
flat ΛCDM model complemented by several nuisance parame-
ters, which allow us to propagate the uncertainties of all the sys-
tematic corrections mentioned above into the model, yields an
almost perfect fit to the data. In a blind analysis, we find as our
main result a value of S 8 ≡ σ8

√
Ωm/0.3 = 0.737+0.040

−0.036
, very

similar to the optical-only analysis of KiDS by Hildebrandt et al.
(2017).

This estimate of S 8 is discrepant with measurements from
the Planck-Legacy analysis at the 2.3σ level. We test several
possible alternative treatments of systematic errors, such as the
baryon feedback priors, the intrinsic alignment modelling, and
the neutrino mass, but the only alternatives that alleviate the ten-
sion are related to the redshift distribution. In particular, if the
COSMOS-2015 photo-z catalogue (Laigle et al. 2016) is used
instead of a combined spec-z calibration sample, our S 8 esti-
mate increases by ∼ 0.6σ to S 8 = 0.761+0.040

−0.036
. This value is

very close to the cosmic shear results from the Dark Energy
Survey’s first-year analysis (DESy1; S 8 = 0.782) and the
first data release of Hyper SuprimeCam (HSC-DR1; S 8 =

0.780), both of which also use the COSMOS-2015 catalogue
for their redshift calibration. Here we speculate that a signifi-
cant fraction of high-z outliers that are assigned a low photo-
z in the COSMOS-2015 catalogue, as reported by Laigle et al.
(2016), could artificially increase the S 8 values of DESy1, HSC-
DR1, and our alternative analysis where we use COSMOS-
2015. If this is found to be correct and accounted for, the

DESy1 and HSC-DR1 results for S 8 would come down, also
increasing their tension with Planck. In that case a combined
analysis of all three surveys, based on a consistent and robust
approach to calibrate the redshifts, could potentially show a
very significant discrepancy with the best current CMB mea-
surements. Alternatively, a bias in our fiducial analysis would
be caused if a significant fraction of the redshifts in our
spec-z calibration sample were incorrect or the incomplete-
ness of the spec-z at the faint end was entirely due to miss-
ing low-z galaxies. At the current stage we do not have any
indication for such a bias but cannot exclude this possibility
without more high-quality spec-z.

It remains to be seen if the tension with Planck measure-
ments reported here from KiDS and VIKING and the hints for
possible biases in the DESy1 and HSC-DR1 redshift calibration
will stand the test of time or if some yet unknown systematic
errors are responsible for these puzzling results and will be cor-
rected in the future. Analysing the public DESy1 and HSC-DR1
data with the KV450 pipeline and – most importantly – cali-
brating their redshift distributions with the techniques and cali-
bration samples described here and vice versa would shed some
further light on this and either resolve the tension or deepen the
mystery.
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Appendix A: Changes with respect to KiDS-450
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Fig. A.1. Same as Fig. 1 but showing the n(z) in the first four tomo-
graphic bins for KV450 (this study, red), KiDS-450 (H17, blue), and
KiDS-450 calibrated with 9-band photometry (green). This illustrates
the better high-z behaviour of the optical and infrared photo-z. We note
that the galaxies in the bins are different in the two studies.

For expert readers who are familiar with our previous anal-
ysis in H17, we provide a concise bullet-point summary of
the updates included in this KV450 analysis, as detailed in
Sects. 2–5.

A.1. Data

1. Addition of five VIKING NIR bands to the four KiDS optical
bands over ∼450 deg2.

2. GAaP photometry on NIR data at the level of individual
VISTA chips.

3. BPZ photo-z based on a newer version of the code (v1.99.3)
and an improved prior.

4. Additional spectroscopic data to improve the redshift cali-
bration.

A.2. Tomographic bins and redshift calibration

1. Tomographic binning by new 9-band photo-z resulting in
smaller high-z tails (see Fig. A.1).

2. New fifth tomographic bin with 0.9 < zB ≤ 1.2.

3. DIR calibration:
– Inclusion of the additional calibration fields VVDS-2h

and GAMA-G15Deep (∼6500 additional galaxies with
spec-z).

– Constant volume approach instead of more unstable con-
stant number of neighbours when performing kth nearest
neighbour matching in magnitude space.

– Photo-z (zB) filtering on the photometric catalogue before
re-weighting instead of filtering on the weighted spec-z
catalogue after re-weighting.

– Estimate of sample variance (including selection effects)
by spatial bootstrap resampling of the calibration sample.

– Introduction of five nuisance parameters δzi to account
for the uncertainties in the mean redshifts of the tomo-
graphic bins.

– Quasi-jackknife approach rejecting the different spec-z
calibration surveys one at a time to estimate the extremes
of the sample variance and selection effects.

4. Blinding at the level of the redshift distributions instead of
ellipticities.

A.3. Shape measurements

1. Improved estimates of the multiplicative bias for all five
tomographic bins thanks to new image simulations that allow
us to emulate VST observations of the COSMOS field. The
improvements include

– The input catalogue is based on structural parameters mea-
sured from HST images; this includes realistic clustering
and blending.

– Realistic correlations between observables (size, elliptic-
ity, S/N, photo-z).

– Photometric redshifts are assigned to each simulated
galaxy, which enables a consistent split into tomographic
bins.

– Accurate re-calibrated weights for optimal S/N measure-
ments.

– Multiplicative shear measurement bias of m =

−0.017,−0.008,−0.015,+0.010,+0.006 with an esti-
mated uncertainty of σm = 0.02 (conservative estimate
that is twice as large as for KiDS-450).

2. Propagation of the uncertainty in the c-correction into the
model via a nuisance parameter δc.

3. Modelling of a pointing-wide 2D pattern in the galaxy elliptic-
ities discovered in the stellar ellipticities via a nuisance param-
eter Ac to account for the uncertainty of this correction.

A.4. Correlation functions and covariance matrix

1. We switch to using treecorr (Jarvis et al. 2004) instead of
athena

20 to estimate correlation functions.
2. By including a fifth tomographic bin the size of the data vec-

tor increases from 130 to 195 elements.
3. In the analytical calculation of the covariance we account

for the slightly smaller effective area of KV450 compared to
KiDS-450 by using the actual KV450 footprint when calcu-
lating the coupling of in-survey and super-survey modes.

4. The uncertainty in the multiplicative shear measurement bias
(σm = 0.02) is propagated into the covariance by using a
theoretical data vector instead of a noisy measurement.

5. The shape noise estimate in the Gaussian part of the covari-
ance is based on the actual measured number of pairs instead
of a naïve area scaling.

6. The covariance is estimated at the linear mid-point of the θ
bins instead of the logarithmic mid-point.

7. More comprehensive E-/B-mode decomposition with
COSEBIs revealing no significant B-modes in the KV450
tomographic analysis.

A.5. Theoretical modelling

1. We switch to a new cosmology pipeline based on CLASS,
HMCode, and MontePython.

2. We include one massive neutrino with the minimal required
mass of mν = 0.06 eV.

3. We follow the arguments by Asgari et al. (2019) and inte-
grate our ξ± models over each broad θ bin.

4. We use a slightly more informative prior for the baryon
feedback amplitude B consistent with the most recent
BAHAMAS hydro simulations.

5. As described in Sects. 4.3 and 3.2 we include additional nui-
sance parameters to marginalise over the uncertainties in the
additive shear measurement bias and the mean redshifts.

20 http://www.cosmostat.org/software/athena/
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Appendix B: 2D projections of cosmological parameter constraints

In Fig. B.1 we show 2D projections of the confidence regions of all primary and derived parameters used in our model.
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Fig. B.1. 2D projections of the 68% and 95% (inner and outer contours) credibility intervals for all parameters of the KV450-fiducial run. The
plotting ranges correspond to the prior ranges (except for the three derived parameters Ωm, σ8, and S 8).
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Appendix C: Photo-z tests

In this appendix we investigate three alternatives to the fidu-
cial redshift distributions described in Sect. 3.2. These alterna-
tive n(z) are shown in Fig. C.1 alongside the fiducial DIR n(z).
There is a great level of redundancy in the CC (Appendix C.2)
and OQE (Appendix C.3) approaches when compared to DIR
(Sect. 3.2) and sDIR (Appendix C.1). These clustering-z meth-
ods make very different assumptions and rely on different data.
The very good agreement of these different methods as reported
in Fig. 6 and Table 6 is hence a strong argument for the robust-
ness of the fiducial results presented in this paper.

C.1. Smoothing the DIR redshift distribution (sDIR)

In the following, we describe how we try to suppress the poten-
tially spurious structures in the n(z) estimates, originating from
large-scale structure and selection effects in the spectroscopic
calibration sample, by extending the DIR methodology and
introducing a smoothing scheme. The basic assumption behind
this method, which we call sDIR (for smoothed DIR) in the fol-
lowing, is that the true redshift distribution of the tomographic
photo-z bins should be smooth. The peaks that can be seen in
the red lines in Fig. 1 are structures that are also visible in the
unweighted spectroscopic redshift distribution of the calibration
sample. The DIR weighting scheme cannot fully remove these
structures due to finite sampling of magnitude space and photo-
metric noise. These structures represent either large-scale struc-
ture in the spec-z calibration fields or selection effects of the

spectroscopic surveys. Such features can be suppressed in an
almost unbiased way by applying the following recipe, which
is further illustrated in Figs. C.2 and C.3.
1. Run DIR for the full lensing source catalogue (i.e. without

any photo-z cuts). This yields nDIR,all(z) (red line in top panel
of Fig. C.2).

2. Fit a smooth function to nDIR,all(z). This yields nsmooth,all(z)
(black line in top panel of Fig. C.2).

3. Define a weight function as w(z) = nsmooth,all(z)/nDIR,all(z)
(solid line in bottom panel of Fig. C.2 and blue data points
in Fig. C.3).

4. For the ith spec-z calibration object (with redshift zspec,i), find
its k nearest spec-z neighbours in magnitude space and cal-
culate the mean w(z) of those k nearest neighbours, 〈w〉i .

5. Calculate wp,i = w(zspec,i)/〈w〉i , which will scatter around 1
(green data points in Fig. C.3).

6. Run an updated DIR for each tomographic bin where the
original DIR weights for each ith spec-z calibration object
are multiplied with wp,i (blue lines in Fig. C.1).

The second step is crucial here, where a smooth, parametric
function has to be chosen. We test the sensitivity of the sDIR
technique on simulations and found that it is surprisingly sta-
ble against plausible choices of this smoothing function. We
try fitting multiple Gaussians to the nDIR,all(z) as well as the-
oretically motivated redshift distributions as used in the lit-
erature (Brainerd et al. 1996; Benítez 2000; Schrabback et al.
2010). The latter have the benefit of a more realistic low-redshift
behaviour that accurately reflects the redshift dependence of the
cosmological volume element.
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Fig. C.1. Similar to Fig. 1 showing the fiducial redshift distributions and also some alternative n(z) estimates. The red lines and their confidence
regions correspond to the weighted direct calibration technique (DIR, Sect. 3.2), blue corresponds to a smoothed version of the DIR method (sDIR,
Appendix C.1), and green shows the small-scale clustering-z measurements (CC, Appendix C.2) after correction for the spectroscopic bias but
before fitting with a Gaussian mixture model and correction for the photometric bias (the latter being negligible). The clustering-z n(z) as estimated
with the optimal-quadratic-estimator (OQE, Appendix C.3) out to z < 0.9 are shown in purple. The normalisation of the green CC estimate is
somewhat ambiguous due to noise and the resulting negative amplitudes. The purple OQE estimates have been normalised to the same area as the
CC estimates for the redshift range z < 0.9. We also include the DIR n(z) that result when the combined spec-z calibration sample is replaced by
the COSMOS-2015 photo-z catalogue (orange; shown without uncertainties).
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In our analysis we choose to use the sum of the redshift dis-
tribution suggested by Benítez (2000) and a single Gaussian with
a mean redshift forced at z > 1. This choice yields a visually
good fit to nDIR,all(z) accounting for the low- as well as the high-
redshift shape of the distribution. We note that this step is some-
what arbitrary but the resulting sDIR n(z) for the tomographic
bins is extremely stable against this choice. Mean/median red-
shifts of the bins scatter by only ∼0.01 for plausible choices of
this function, which is similar to the 1σ error of the mean red-
shifts reported in Table 2. The reason for this stable behaviour is
that – unlike in older works in the weak lensing literature – this
parametric function is not used directly as the redshift distribu-
tion but only indirectly as a correction to the DIR method. Thus,
the bulk of the information for the n(z) comes from the galaxy
colours and only a mild smoothing of the strong features (not an
overall smoothing that would lead to a broadening of the n(z)) is
introduced by this parametric fit.

C.2. Calibration with cross-correlation (CC)

As a powerful alternative to the weighted, direct calibration
we use angular cross-correlation measurements between spec-
troscopic calibration samples and the KV450 galaxies to infer
the redshift distributions in the tomographic bins. We call
this technique CC in the following. This method, originally
proposed by Schneider et al. (2006) and Newman (2008) and
refined in many follow-up papers (Matthews & Newman 2010;
Ménard et al. 2013; Schmidt et al. 2013; McQuinn & White
2013; Morrison et al. 2017), makes very different assumptions
to the DIR method. Most importantly it does not require the cal-
ibration sample to cover the same region in multi-dimensional
magnitude space as the lensing catalogue because it uses posi-
tional information instead of magnitude/colour information. It
is sufficient to cover the full redshift range over which lensing
sources are expected, as it is assumed that all galaxies at the
same redshift cluster with each other.

We extend the CC analysis in H17 by using a number of
additional wide-area spectroscopic surveys for the KV450 CC
implementation that are not used for DIR:

1. Galaxy and Mass Assembly (GAMA; Driver et al. 2011):
KV450 overlaps with 91 deg2 (after conservative masking)
of GAMA. This dense and highly complete (down to a lim-
iting magnitude of r < 19.8) spectroscopic survey is ideally
suited for CC calibration out to z ∼ 0.4 (see such an applica-
tion in Morrison et al. 2017).

2. Sloan Digital Sky Survey (SDSS; Alam et al. 2015):
The equatorial KV450 fields almost fully overlap with
SDSS spectroscopy (198 deg2 after masking), in particu-
lar the Baryon Oscillation Spectroscopic Survey (BOSS;
Dawson et al. 2013), but we also make use of the SDSS Main
Galaxy Sample (Strauss et al. 2002) and the QSO sample
(Schneider et al. 2010a). This data set can be used in a sim-
ilar way as GAMA for CC, but out to a higher redshift of
z ∼ 0.7. There is some information from the QSO sample at
even higher redshifts which we also exploit in CC.

3. 2-degree Field Lensing Survey (2dFLenS; Blake et al.
2016): Designed to closely resemble BOSS but situated in
the Southern hemisphere, 2dFLenS adds more area (91 deg2

after masking) to the CC calibration out to z ∼ 0.8 and hence
helps to reduce shot noise and sample variance out to that
redshift.

4. WiggleZ Dark Energy Survey (Drinkwater et al. 2010):
This survey overlaps KV450 by ∼87 deg2 and contains
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Fig. C.2. Illustration of the sDIR method. The blue line represents the
unweighted spectroscopic redshift distribution of the calibration sam-
ple. The red line is the DIR estimate of the redshift distribution of
the full lensing catalogue, nDIR,all(z). The black line in the upper panel
shows a parametric fit to the red line and the lower panel shows the
ratio of this fitted function to the blue line, which is a first guess of the
smoothing weight.
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Fig. C.3. Refinement of the smoothing weight for each calibration
object. The blue data points represent the initial guess of the smooth-
ing weights, wi(z), that just depend on redshift (equivalent to the lower
panel of Fig. C.2) while the green data points represent wp,i, which is
the ratio of wi and the average 〈w〉i of the w j of the k nearest neighbours
around an object i.

emission-line galaxies that allow us to calibrate the photo-
z with the CC technique with improved signal-to-noise ratio
out to even higher redshifts of z . 1.1.

None of these wide-area spec-z surveys were used in the KiDS-
450 analysis (H17) but were only integrated in our data flow later
(Morrison et al. 2017). Hence, the CC calibration described here
yields considerably more precise results now in comparison to
the previous CC analysis presented in H17.

The different assumptions, as well as the different calibra-
tion data, make the CC calibration highly complementary to
the DIR calibration so that potential systematic errors in the
redshift distributions should in principle be reliably identified.
Here we apply a method for estimating the CC distribution
based on small-scale measurements that optimises the signal-
to-noise ratio of the redshift recovery (Schmidt et al. 2013).
A comparison with a different method based on large-scale
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measurements with an optimal quadratic estimator (OQE) as
proposed by McQuinn & White (2013) and used on KiDS-450
by Johnson et al. (2017) is presented in Appendix C.3.

We use the public clustering redshift code the-wizz21

(Morrison et al. 2017) to estimate the angular cross-correlation
function ws,pi

(z) of the finely-binned spec-z calibration sample at
redshift z and the ith tomographic bin of the photometric lensing
catalogue. We measure the cross-correlation in a single bin of
comoving separation 100 kpc < r < 1 Mpc. The spec-z sample
is split up into areas of homogeneous coverage (i.e. an area that
is covered by 2dFLenS or SDSS only, an area that is covered by
GAMA and SDSS, an area that is covered by GAMA, SDSS, and
WiggleZ, etc.). Furthermore, each of these subsamples is split
into spatial bootstrap regions defined by the boundaries of the
KiDS pointings. Then, the-wizz is run separately for all these
397 regions (due to segmentation by the GAMA/SDSS/WiggleZ
geometry) to mitigate the effects of observational density varia-
tions. The average redshift distribution (before bias correction;
see below) in each ith tomographic bin, n̂i(z), and their errors are
then estimated from 1000 bootstrap realisations:

n̂i(z) = A ws,pi
(z), (C.1)

where A is a constant that normalises n̂i(z).
In order to solidify the estimate at high redshift we also run

CC on the small, deep spec-z fields of COSMOS, DEEP2, and
VVDS using a few bootstrap regions of ∼0.1 deg2 (17 in total).
This independent estimate of the redshift distribution from the
deep fields is then combined with the estimate from the wide
fields, described above, by integrating them in the bootstrap
resampling (i.e. drawing randomly from a total of 397+17 = 414
regions). In this way the wide fields contribute the bulk of the
information at low redshift whereas the deep fields constrain the
high-z tails.

The redshift distributions n̂i(z) constructed directly from the
cross-correlation amplitudes still suffer from degeneracies with
the unknown galaxy bias of the spectroscopic and photomet-
ric samples, bs(z) and bp(z)22, respectively, as well as redshift-
dependent selection effects β(z):

n̂i(z) = ni(z) bs(z) bp(z) β(z) ≡ ni(z) bs(z)B(z). (C.2)

We summarise the redshift-dependent selection effects and the
galaxy bias of the photometric sample in the function B(z).

First we estimate the functional form of the spectroscopic
bias bs(z) by measuring the projected auto-correlation function
of the spectroscopic sample as a function of redshift, again in
a single bin of projected comoving separation (this approach is
similar to the one described by Rahman et al. 2015; Scottez et al.
2018). We use the same scales (100 kpc < r < 1 Mpc) and the
same redshift binning as for the cross-correlation measurements.
It should be noted that we are not interested in the absolute value
of the galaxy bias but just in its relative evolution with redshift,
as the n(z) are normalised after bias correction anyway. Hence,
choosing the same scales for the auto- and cross-correlations
ensures that no inconsistency is introduced. We correct the n̂ with
the spectroscopic bias estimate to yield

ñi(z) ≡ n̂i(z)

bs(z)
= ni(z)B(z). (C.3)

21 https://github.com/morriscb/the-wizz
22 We note that the functions bs(z) and bp(z) should not be confused
with the linear bias parameters of these galaxy samples. These functions
implicitly include the non-linear structure growth with redshift.

This mitigation of the spectroscopic bias evolution is fully inte-
grated in the spatial bootstrap resampling and implemented for
each individual spectroscopic reference survey and is propagated
to the combined redshift distributions ñi(z) of the tomographic
bins. The resulting ñi(z) data points are shown in Fig. C.4.

The photometric bias and selection effects are corrected with
a different method that is described in Schmidt et al. (2013) and
Morrison et al. (2017). If B(z) is not constant with redshift this
will skew the inferred redshift distributions. In order to correct
for these redshift-dependent biases we exploit the fact that the
redshift evolution of such biases is less pronounced for narrower
redshift bins. If one can pre-select narrow redshift bins (e.g. via
photo-z) the ñi(z) are only affected by the relative bias evolution
over the redshift-width of the bin. The overall normalisation is
fixed by the fact that one estimates a probability density so that
the absolute value of the bias function B becomes unimportant.

This behaviour can be exploited by comparing the clustering
redshift results of a broad bin ñall(z) that is strongly affected by
evolving bias and/or selection effects with the combined results
of narrow bins that make up the broad bin and are much less
strongly affected,

∑

i wiñi(z). The relative normalisation of the
biases between the narrow bins is given by the weighted counts
of galaxies in these bins, wi. Here we choose the five tomo-
graphic bins defined above (see Table 2) as the narrow bins and
one broad bin with 0.1 < zB ≤ 1.2.

This means that in practice we use five relatively independent
data points to constrain the function B(z) over the redshift range
of interest. We choose a smooth function Bα(z) = (1+ z)α and fit
the parameter α to effectively minimise the following quantity

∆ =

jmax
∑

j=1

















norm

(

ñall(z j)

Bα(z j)

)

−
5

∑
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wi norm

(

ñi(z j)

Bα(z j)

)

















2

, (C.4)

where norm (n(z)) =
n(z)

∫ ∞
0

dz n(z)
expresses the necessity to

re-normalize the bias corrected redshift distributions, wi is the
relative weight of the ith tomographic bin (Col. 4 of Table 2),
z j is the mean redshift of the jth redshift bin of the cross-
correlation measurement, and jmax is the index of the highest
redshift bin that is used for the measurement.

One problem here is that the ñ(z) need to be normalised,
which is ambiguous for noisy data points. Another complication
is that due to noise (and possibly imperfect masking or other sys-
tematic effects) the cross-correlation functions ws,pi

(z) can attain
negative values at some redshifts.

One method to solve both problems simultaneously involves
fitting a Gaussian-mixture model (GMM), that is, a sum of an
arbitrary number of Gaussians with free positive amplitudes,
to the noisy ñ(z) data points. This model is positive-valued by
construction, and we modify the model by multiplying with z
to allow for correct low-z behaviour. The fitting is done at the
same time as the fit for the bias correction described above. The
covariance matrix used in this fit is assumed to be diagonal,
with the diagonal elements corresponding to the bootstrap errors.
The optimal number of Gaussians is chosen independently for
each tomographic bin with the help of the Bayesian Information
Criterion (BIC; Schwarz 1978) resulting in two components for
the first, second, and fifth bin, three components for the third, and
four components for the fourth bin. Minimising ∆ from Eq. (C.4)
we find a value of α = 0.232 ± 0.441 for the free parameter of
the bias model, which indicates no significant redshift evolution
of the bias of the photometric sample. The best-fit models for the
five bins and the broad bin are shown in Fig. C.4.
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Fig. C.4. Clustering-redshift (CC) measurements for the five tomographic bins and a broad bin with 0.1 < zB ≤ 1.2. The data points represent
ñ(z), that is, the redshift distribution after correction for the spectroscopic bias bs(z), and the orange lines show the best-fit Gaussian-mixture-
model (GMM) to these data. The blue lines show the same GMM but after correcting for the bias function B(z) = (1 + z)α with the best-fit
α = 0.232 ± 0.441, showing a gentle skewing to lower redshift.

In general the GMM fit to the cross-correlation data points
yields significantly lower mean redshifts than the DIR and sDIR
methods as it suppresses the noisy high-redshift data points,
which do not contain enough information to justify further Gaus-
sian components at high-z according to the BIC. However, the
core of the distribution is constrained very well and closely
resembles the results from the DIR and sDIR methods (see
Fig. C.1).

An error analysis with bootstrapping is complicated by the
fact that for each bootstrap sample the number of Gaussians
changes, which makes the whole procedure unwieldy and slow.
Here we do not use these errors and leave a more thorough error
estimate to future work. Instead we use the Gaussian priors from
the DIR method for the δzi nuisance parameters in the cosmo-
logical analysis with the GMM set of n(z) (setup no. 7 called
“CC-fit” in Table 5).

Once the bias function B(z) is established by the fit one
can also go back a step, correct the noisy ñ(z) data points
with B(z), and directly compare this noisy CC n(z) estimate
to the DIR result. We do this by fitting a linear shift in red-
shift that yields the best agreement between the two esti-
mates. This method is very similar to what was done in the
DESy1 analysis presented in Davis et al. (2017, 2018). We
find shifts of ∆z = 0.043, 0.049, 0.000,−0.008,−0.005 for
the five tomographic bins, meaning that the red DIR lines in
Fig. C.1 are to be shifted up in the first two bins and slightly
shifted down in bins 4 and 5. All these shifts are insignif-
icant within the combined errors of DIR and CC. Applying
these shifts to the DIR n(z) we run another setup (no. 8 called
“CC-shift”) to check the influence on the cosmological results.

Both setups, “CC-fit” and “CC-shift”, yield consistent cosmo-
logical results.

For the CC distributions, we used a slightly different blinding
approach as there the redshift is used for the calibration method
itself (unlike for DIR, which only uses colour information at
runtime). Instead of starting with a blinded spec-z catalogue we
blinded the resulting n(z) with the same perturbation factors as
for DIR. This was done by co-authors J. L. van den Busch and
M. Tewes, who were hence unblind but also not responsible for
the cosmological analysis. During the whole blinding process we
made sure that the people who worked on the implementation of
the CC blinding were different from the ones that carried out the
cosmological fits.

C.3. CC with an optimal quadratic estimator

In order to test the scale dependence and the overall imple-
mentation of the clustering redshifts we also apply the method
from McQuinn & White (2013) and Johnson et al. (2017) that
implements an optimal quadratic estimator (OQE) to measure
the clustering-z distributions. The setup is equivalent to the
one presented in Johnson et al. (2017) and uses the wide-area
spectroscopic reference surveys only (2dFLenS, SDSS, GAMA,
WiggleZ). This is necessary to limit the method to the linear-
bias regime, which cannot be measured efficiently from the deep,
small-area spec-z surveys. However, this means that we have lit-
tle information at z > 0.9 and thus we only measure the OQE n(z)
out to this redshift. Amplitudes are fitted to the cross-correlation
functions between 0.01 and 1◦. The smoothing is implemented
by a Gaussian process.
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Fig. C.5. Shear-ratio test showing the galaxy-galaxy-lensing signal of GAMA lenses in five different redshift bins of width ∆z = 0.1 starting at
redshift z = 0 (columns labelled sp 1–5) and the KV450 sources in the five tomographic bins (rows labelled t 1–5). Errors are estimated from
bootstrapping. The best-fit model (shown by the green line) fitted to the data has 20 free parameters, one free amplitude for each angular scale of
each lens sample. The relative amplitude for the different tomographic bins is calculated from the DIR redshift distributions of the sources and the
spectroscopic redshift distribution of the lenses.

Table C.1. Mean and median redshifts of the five tomographic bins estimated from the different redshift calibration setups.

No. Setup Bin 1 Bin 2 Bin 3 Bin 4 Bin 5

〈z〉 med(z) 〈z〉 med(z) 〈z〉 med(z) 〈z〉 med(z) 〈z〉 med(z)

0 KV450 0.394 0.257 0.488 0.414 0.667 0.577 0.830 0.777 0.997 0.957
1 sDIR 0.437 0.293 0.518 0.445 0.690 0.597 0.862 0.809 1.035 0.999
2 DIR-w/o-COSMOS 0.337 0.254 0.455 0.406 0.627 0.575 0.813 0.775 0.985 0.957
3 DIR-w/o-COSMOS&VVDS 0.349 0.255 0.472 0.404 0.661 0.582 0.836 0.787 0.997 0.967
4 DIR-w/o-VVDS 0.410 0.257 0.519 0.414 0.708 0.591 0.850 0.789 1.005 0.961
5 DIR-w/o-DEEP2 0.390 0.257 0.481 0.405 0.654 0.549 0.816 0.733 1.006 0.916
6 DIR-C15 0.354 0.250 0.420 0.372 0.576 0.520 0.774 0.722 0.962 0.928
7 CC-fit 0.296 0.274 0.398 0.402 0.511 0.534 0.746 0.739 1.012 0.997
8 CC-shift 0.437 0.300 0.537 0.463 0.667 0.577 0.822 0.769 0.992 0.952
9 OQE-shift 0.374 0.237 0.532 0.458 0.652 0.562 0.818 0.765 0.963 0.923

We further assume that the photometric bias function B(z) is
the same as for the CC method described above and correct the
OQE data points, which are already corrected for the spectro-
scopic bias bs(z), with B(z) = (1+ z)0.232. Results are included in
Fig. C.1. In a next step we again determine a linear shift for each
tomographic bin that gives the best fit between the OQE and
DIR n(z) finding ∆z = −0.020, 0.044,−0.015,−0.012,−0.034
for the five tomographic bins. The shifted DIR n(z) are then used

for setup no. 9 (“OQE-shift”) from Table 5 yielding consistent
results with the other CC-based setups (no. 7 and 8) and the fidu-
cial setup.

C.4. Shear-ratio test

One method to test the accuracy of redshift distributions
is the so called “shear-ratio” test (Jain & Taylor 2003;

A69, page 28 of 30

https://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201834878&pdf_id=13


The KiDS Collaboration: KiDS+VIKING-450: Cosmic shear tomography with optical and infrared data

Heymans et al. 2012; Kitching et al. 2015; Schneider 2016).
Assuming the shear measurements are accurate, one can use a
lens galaxy sample and compare the galaxy-galaxy lensing sig-
nal of two or more different source samples behind these lenses
to test the n(z). The n(z) of the sources and lenses predict the
shear ratios, that is, the ratios of the γt(θ) signals, for the differ-
ent source samples with very weak dependence on cosmology. It
is then tested whether the measured shear ratios are compatible
with the predictions within errors.

Here we follow the procedure already used in H17 using
spectroscopic lenses from GAMA and SDSS:
1. The lens samples are divided into thin redshift-subsamples

with a width of ∆z = 0.1 out to z ≤ 0.5 and z ≤ 0.7 for
GAMA and SDSS, respectively.

2. We measure γt(θ) for all five tomographic bins around all
lens subsamples in four logarithmically-spaced θ bins in the
range 2′ < θ < 30′. Hence, we measure 25 lens-source
combinations for GAMA (5 lens subsamples times 5 tomo-
graphic bins) and 35 for SDSS (7 lens subsamples times 5
tomographic bins).

3. We estimate a boost correction (see e.g. Hoekstra et al. 2015)
from the angular cross-correlation function of lenses and
sources to account for θ-dependent changes of the n(z) in
the vicinity of the lenses.

4. We subtract the signal around random points with the same
footprint on the sky as the lens samples (Mandelbaum et al.
2005; Singh et al. 2017).

5. A maximally flexible model with free parameters for the
amplitude at each angular scale for each lens subsample is
fitted to the data vector. This is done separately for GAMA
and SDSS. The relative amplitude for the different source
samples is predicted based on the n(z). Hence, for GAMA
we fit 100 data points with 20 parameters and for SDSS we
fit 140 data points with 28 parameters.

6. We calculate the p-value for each fit based on its χ2 and 80
(112) degrees-of-freedom for GAMA (SDSS).

We find acceptable p-values of p > 10% for all redshift distri-
butions that we tested. Hence, within the precision of this test
we cannot distinguish whether some set of n(z) is more accurate
than another. Figure C.5 shows one set of measurements for the
fiducial DIR n(z) and the GAMA lens sample.

C.5. Statistics for the different redshift calibration setups

In this section, we present some statistics for the different red-
shift calibration setups. In Table C.1 we report the mean and
median redshifts for the five tomographic bins. It is currently
still hard to check the consistency of the different methods on
the level of the n(z). The main reason for this is that the error
estimates, especially for the clustering-z methods, are not fully
reliable. A better quantification of these errors will be presented
in a forthcoming publication (van den Busch et al., in prep.).

Appendix D: Code comparison

We run the fiducial setup with two different analysis pipelines,
the cosmological inference code CosmoLSS23. that was
used for H17 (based on CosmoMC and camb; Lewis et al.
2000; Lewis & Bridle 2002) as well as a pipeline based
on CosmoSIS (Zuntz et al. 2015) using the emcee sampler

23 CosmoLSS moreover forms a benchmark of the Core Cosmology
Library. (CCL; https://github.com/LSSTDESC/CCL), which was
designed to meet the accuracy requirements of LSST DESC.
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Fig. D.1. Same as the right panel of Fig. 4 but showing the fiducial
KV450 setup (blue) in comparison to the same setup run with the H17
CosmoLSS pipeline (based on CosmoMC and camb) in green and a
CosmoSIS-based pipeline using the emcee sampler in red.

(Foreman-Mackey et al. 2013). Results forΩm and S 8 are shown
in Fig. D.1 in comparison to the class/MontePython setup
used in this paper showing excellent consistency. We find S 8 =

0.738+0.040
−0.036

for the CosmoLSS setup and S 8 = 0.738+0.042
−0.036

for

CosmoSIS in comparison to S 8 = 0.737+0.040
−0.036

for the fiducial
setup.

Appendix E: Project history

In this section, we provide transparency to the history of the
KV450 project in relation to the blinding and any changes that
happened after unblinding.

As described in Sect. 3.3, the redshift distributions were
blinded by an external person (M. Bartelmann, University of
Heidelberg). The analysis was carried out with three different
redshift distributions, two perturbed versions and the original
one. The amplitude of the blinding was set such that the two
extremes differed by ∼1σ in terms of S 8.

Code development was carried out with one randomly cho-
sen blinding. Over the course of the project, the team looked at
several blinded versions of plots like the one shown in Fig. 4.
This led to the discovery of two errors in our analysis pipeline
when, regardless which blinding we looked at, the confidence
contours were found to be centred on an unnaturally low matter
density (Ωm ∼ 0.15) and with a very high power spectrum ampli-
tude (σ8 ∼ 1.1), and it did not show the hyperbolic degeneracy
so typical of cosmic shear constraints. This episode illustrates
that our analysis was never blind against the values of Ωm and
σ8, whose values are also affected by our prior choices (for a
detailed discussion of this effect see Joudaki et al. 2017a). Our
blinding strategy was only designed to blind us against the value
of S 8. This goal was reached as even during the discovery of
these bugs the corresponding values of S 8 were unsuspicious and
showed the ∼ 1σ scaling for the different blindings as described
above.

After correcting our analysis errors, the fiducial analysis was
carried out for all three blindings whereas the other setups (see
Table 5) were only run for a randomly chosen blinding. At the
time of unblinding it was clear that we wanted to apply some fur-
ther minor changes to the fiducial setup after unblinding (in order
to save time). This was communicated to the external blind-setter
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and all these changes have absolutely no effect on the results pre-
sented here. In detail these changes were:
1. For the final fiducial results we ran a longer chain for better

convergence.
2. We slightly changed the prior for the Ac nuisance parameter

from Ac = 0.91± 0.08 to Ac = 1.01± 0.13 after re-fitting the
2D c-term. This is completely negligible for the end result.

3. We switched to the non-linear power spectrum with a wide
prior on AIA = [−6, 6]. Before unblinding we used the lin-
ear power-spectrum and an informative Gaussian prior. As
can be seen from setups no. 11 and 12 in comparison to the
fiducial setup this does not have any significant effect either.

4. We ran more image simulations (before unblinding we
had 5 PSF sets, whereas in the final analysis we use 13),
which very slightly modified the m-bias values for the five
tomographic bins. This was done to reduce the statisti-
cal error on these estimates, but certainly also changed
the central value ever so slightly. The bias changed from
m = −0.0174,−0.0079,−0.0147,+0.0098,+0.0057 to m =
−0.0128,−0.0104,−0.0114,+0.0072,+0.0061 for the five
tomographic bins, which again does not have any effect on
the conclusions of this paper.

5. As the randomly chosen blinding did not correspond to the
correct redshift distribution we had to re-run all tests from

Table 5 again with the correct redshift distribution and all
the updates discussed above.

Apart from the blinding strategy it should be noted that the data
splits for the consistency checks in Sect. 7.4 were defined before
the data were inspected. Such an approach minimises the look-
elsewhere-effect because it prevents the preferential, a-posteriori
treatment of peculiar findings.

After submission of the first version we noticed two short-
comings that we corrected for in the revised version of the paper:

1. We updated the numbers in Cols. 3–6 of Table 2. By mistake,
these were not changed after the last iteration of the source
catalogue in the first version of the manuscript.

2. We found a small bug in the treatment of the spectroscopic
galaxy bias in the CC method, which required us to re-run
this redshift calibration method and the CCfit, CCshift, and
OQEshift chains. This results in minor changes to the param-
eters quoted in Table 6, the power-law index α of the bias
function B(z), the shifts quoted in Appendices C.2 and C.3,
the CC and OQE n(z) shown in Figs. C.1 and C.4, the OQE
contours in Fig. 5, and the relevant data points in Fig. 6.
All of these changes are very minor and barely visible. The
OQEshift n(z) also changes because B(z), determined from
CC, is used to correct the photometric galaxy bias in the
OQE method.
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