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ABSTRACT
In this paper, we present an automatic kinship verification
system based on facial image analysis under uncontrolled
conditions. While a large number of studies on human face
analysis have been performed in the literature, there are a
few attempts on automatic face analysis for kinship veri-
fication, possibly due to lacking of such publicly available
databases and great challenges of this problem. To this
end, we collect a kinship face database by searching 400+
pairs of public figures and celebrities from the internet, and
automatically detect them with the Viola-Jones face detec-
tor. Then, we propose a new spatial pyramid learning-based
(SPLE) feature descriptor for face representation and apply
support vector machine (SVM) for kinship verification. The
proposed system has the following three characteristics: 1)
no manual human annotation of face landmarks is required
and the kinship information is automatically obtained from
the original pair of images; 2) both local appearance infor-
mation and global spatial information have been effectively
utilized in the proposed SPLE feature descriptor, and bet-
ter performance can be obtained than state-of-the-art fea-
ture descriptors in our application; 3) the performance of our
proposed system is comparable to that of human observers.
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Figure 1: Samples of our kinship database. From
top to bottom are the Father-Son (FS), Father-
Daughter (FD), Mother-Son (MS) and Mother-
Daughter (MD) kinship relations, respectively.

1. INTRODUCTION
Facial image analysis have been widely investigated in the

computer vision and multimedia computing community, and
a large number of such methods have been proposed for var-
ious practical applications, such as face recognition [12], fa-
cial expression recognition [6], gender classification [9], eth-
nic classification [8] and human age estimation [7]. While
great successes have been made in these areas, there are a
few attempts on automatic face analysis for kinship veri-
fication, possibly due to lacking of such publicly available
databases and great challenges of this problem.

Recently, Fang et al. [5] attacked the challenge of kinship
verification by using facial feature extraction and selection
methods and their empirical results has verified this possi-
bility. While encouraging results were obtained, there are
still two shortcomings of their method:
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• Their method was evaluated on a comparatively small
dataset (150 pairs), such a small dataset may be insuf-
ficient to demonstrate the effectiveness of face image
analysis-based kinship verification.

• Facial images in [5] were collected under a controlled
environment such that only upright frontal images with
normal illumination and natural facial expression were
accepted for verification. In many real world applica-
tions, there may be some variations on pose, expres-
sion, occlusion and illumination of the acquired face
images, and it is of great significant to investigate kin-
ship verification under uncontrolled conditions.

Different from previous work in [5], the main purpose of
this research is to drive the kinship verification from facial
images research more towards real scenarios. Instead of be-
ing limited to well-cropped faces with costly manual annota-
tions, we focus on fully-automatic kinship verification from
face images under uncontrolled conditions that imposes no
restrictions in terms of pose, lighting, background, expres-
sion and ethnicity on the face images (Figure 1 shows several
example images), such that a fully automatic and real-time
system which takes general face images as inputs can be
achieved. Moreover, we further propose a new spatial pyra-
mid learning-based (SPLE) feature descriptor for face rep-
resentation. Since SPLE can utilize both local appearance
and global spatial face information for feature representa-
tion, better performance can be obtained than state-of-the-
art feature descriptors in our system. Experimental results
are presented to demonstrate the efficacy of our proposed
approach.

2. PROPOSED APPROACH
To automatically classify kinship relation from facial im-

ages, we are facing two questions. First, what character-
istics are crucial for kinship verification? Second, how to
make decisions based on these characteristics? To answer
these questions, we will discuss several feature representa-
tion methods and present a new one in Section 2.1 together
the SVM classifier in Section 2.2.

2.1 Representation
Raw pixel is the most straightforward representation for

face images. However, it may be not a good choice for face
analysis task because it usually suffers from the illumination
and expression variations. To overcome these effects, many
local descriptors have been proposed in the literature. For
example, Ahonen et al. [1] proposed a local binary pattern
(LBP) method to describe the micro-structure of the face.
Since LBP is encoded by a handcrafted design, many LBP
variants [1, 11] have been proposed to improve the perfor-
mance of the original LBP method. However, these methods
still apply the handcrafted strategy, and it is very difficult to
obtain an optimal encoding method manually. To address
this problem, Cao et al. [3] recently proposed a learning-
based method by using a unsupervised learning approach to
encode the local micro-structures of the face into a set of
discrete codes. While better performance can be obtained,
this feature descriptor still suffer from one shortcoming: the
spatial information were totally discarded in the LE method
because a conventional clustering technique, e.g. k-means,
was used to obtain the histogram and the spatial information
cannot be effectively reflected in such feature histograms.

Figure 2: The sampling method used in our SPLE
method.

To make better use of the spatial information, we propose
a spatial pyramid learning-based (SPLE) feature descriptor
for face representation, works as below

Step 1 : For each pixel, we sample its neighboring pixels
in a ring-based pattern to form a low-level feature vector.
Similar to LE, we sample r ∗ 8 pixels at even intervals on
the ring of radius r. In our experiments, we empirically set
r0 = 0, r1 = 1 and r2 = 2, such that 25 (1+8+16) pixels
are sampled to construct a feature vector for each pixel, as
shown in Figure 2.

Step 2 : Normalize the sampled feature vector into unit
length such that it can be more robust to illumination vari-
ant.

Step 3 : Randomly select 2N1 pairs of face images to con-
struct a training set, in which N1 pairs are with kinship
relations and the other N1 pairs are not with kinship rela-
tions, respectively.

Step 4 : Perform K-means on the the training set to quan-
tize all feature vectors into M discrete types, and make the
simplifying assumption that only features of the same type
can be matched to one another. Now, for each face image
with size of p × q, it will be encoded as a 1 × M histogram-
type feature vector.

Step 5 : Construct a sequence of grids at resolution 0, · · · , L,
such that the grid at level l has 2l cells along each dimen-
sion. We extract the LE feature in each cell and concate-
nate them into a long feature vector. In our experiments,
M and L are empirically set to be 200 and 2, respectively,
such that the final feature vector is 4200-dimensional (200
+ 200*4+200*16).

2.2 Classifier
After obtaining feature representation of each face image,

different classifiers can be applied. Since our kinship verifi-
cation is a binary classification problem and support vector
machine (SVM) has demonstrated excellent performance for
such tasks, we here apply SVM for classification. Different
from the previous SVM-based face verification approaches
which use the difference of any two positive or negative
face samples as features, we use an normalized absolute his-
togram difference (NAHD) of a pair of samples as features
for SVM learning.

Let F1 = [F11, F12, · · · , F1D] and F2 = [F21, F22, · · · , F2D]
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be two SPLE feature representations of two face images I1

and I2, we define NAHD as follows:

V (I1, I2) =
|F1 − F2|∑D

t=1 |F1t − F2t|
(1)

We can observe that the elements in V (I1, I2) are non-
negative and hence the histogram intersection kernel can be
used for calculate the similarity of two feature vectors V and
U , described below as:

sim(V, U) =

D∑

t=1

min(Vt, Ut) (2)

Having obtained the kernel matrix, we can apply the con-
ventional SVM for kinship verification. In our experiments,
the RBF kernel was used for similarity measure of each pair
of samples.

3. EXPERIMENTAL RESULTS

3.1 Dataset
Currently, there is no publicly available face image database

with kinship relations. In this study, we collected 1000 im-
ages from the internet through an online search for images of
public figures or celebrities and their parents or children. We
pose no restrictions in terms of pose, lighting, background,
expression, age, ethnicity and partial occlusion on the im-
ages used for training and testing. We adopt the Viola-Jones
face detector to detect the face region in each image, and
correctly detect 800+ face images, each is size of 64 × 64.
We selected 100 pairs of face images for each of the four
kinship relations (Father-Son (FS), Father-Daughter (FD),
Mother-Son (MS) and Mother-Daughter (MD)) to construct
the dataset, such that 800 images are totally used.

For each of the four subset, we construct 100 pairs of posi-
tive (true) samples and 100 pairs of negative (false) samples.
The positive samples are the true pairs and the false sam-
ples are each parent with a randomly selected child from
the children images who is not his/her true child. Figure 3
shows some positive and negative samples we used in our
experiments.

3.2 Experimental Settings
For each of the four kinship subsets, we perform 5-fold

cross validation for the 100 pairs positive and 100 pairs neg-
ative samples. We compared the performance of SPLE with
the following four face feature descriptors:

• PCA [10]: This method has been widely used for a
large number of face analysis tasks, and it can also
work for the scenario when the face images are col-
lected under uncontrolled conditions. The feature di-
mension for PCA was empirically set to be 100 in our
experiments.

• LBP [1]: We followed the parameter setting of LBP
in [1] and used 59 bins to describe each face image.

• HOG [4]: HOG (histogram of gradient) was originally
proposed for human detection and was recently applied
to face recognition [2]. Here, we followed the param-
eter setting of HOG in [3] and used a b-bin HOG de-
scriptor for face representation.

Figure 3: Positive (left) and negative (right) samples
used in our experiments.

Table 1: The classification accuracy (%) of different
feature descriptors on different subsets.

Method F-S F-D M-S M-D Mean
PCA 59.00 51.50 61.50 61.50 58.38
LBP 62.50 59.75 63.25 60.75 61.56
HOG 57.50 50.50 59.50 58.00 56.38
LE 61.75 58.50 68.75 69.50 64.62
SPLE 63.50 61.50 72.50 73.50 67.75

• LE [3]: This method is a newly proposed face fea-
ture descriptor and shows better performance than
other popular face feature descriptors such as LBP and
HOG [3]. We used 200 bins for LE to encode a his-
togram feature for each image.

3.3 Results and Analysis
Table 1 shows the classification accuracy of different fea-

ture descriptors on different kinship subsets. As can be seen
from this table, the proposed SPLE method outperforms
PCA, LBP, HOG and LE with gains in accuracy of 4.50%,
1.00%, 2.00%, and 1.25% on the F-S subset, 10.00%, 1.75%,
11.00%, and 3.00% on the F-D subset, 11.00%, 9.25%, 13.00%,
and 3.75% on the M-S subset, and 12.00%, 12.75%, 15.50%,
and 4.00% on the M-D subset, respectively. Moreover, we
can also observe from this table that all feature descriptors
obtain worse performance on the Father-Daughter subset
than those on the Mother-Son and Mother-Daughter sub-
sets, which indicates that it is more challenging to recognize
the Father-Daughter relation than others from facial images.

Now, we investigate the parameter sensitivity of the pro-
posed SPLE feature descriptor. There are two important
parameters: the discrete types M and the spatial pyramid
L. Figures 4 & 5 show the classification accuracy of SPLE
versus different number of discrete types and different spa-
tial pyramid levels, respectively. We can easily see from the
two figures that SPLE is stable to varying parameters. This
shows the relative insensitivity of M and L and hence it is
easy to select appropriate values of SPLE to obtain good
performance.
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Figure 4: Classification accuracy (%) of SPLE versus
different number of discrete types.
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Figure 5: Classification accuracy (%) of SPLE versus
different number of spatial pyramid levels.

As an important baseline, the human ability in kinship
verification from facial images is also tested. From each of
the above four subsets, we randomly selected 100 pairs of
face samples, 50 are positive and the other 50 are nega-
tive, and presented them to 20 human observers (10 males
and 10 females) with age of 20 to 30 years old. None of
them received training on the task before the experiment.
There are two stages in the experiment. The difference is
that, in the first stage (HumanA), only the cropped face re-
gions are shown, while, in the second stage (HumanB), the
whole original color images are shown. HumanA intends
to test kinship verification purely based on face, while Hu-
manB intends to test kinship verification based on multiple
cues including face, hair, skin color, and background. Note
that the information provided in HumanA is the same as
that provided to the algorithms. Table 2 shows the classifi-
cation accuracy of human ability on kinship verification on
different kinship subsets. We can observe from Tables 1 & 2
that our proposed automatic kinship verification approach
can obtain better performance than HumanA, and performs
slightly worse than HumanB, which further indicates that

Table 2: The classification accuracy (%) of human
ability on kinship verification on different kinship
subsets.

Method F-S F-D M-S M-D Mean
HumanA 63.00 60.00 68.00 72.00 65.75
HumanB 68.00 66.00 76.00 78.00 72.00

some other cues such as hair, skin color, and background
also contribute to kinship verification.

4. CONCLUSION
To the best of our knowledge, this paper is the first at-

tempt to investigate kinship verification from facial images
under uncontrolled conditions. Our method does not require
manual human annotation of face landmarks and the kin-
ship information is automatically obtained from the original
pair of images. Moreover, we further proposed a new spa-
tial pyramid learning-based (SPLE) feature descriptor for
face representation, and experimental results have shown
that the performance of SPLE is not only significantly bet-
ter than that of the state-of-the-art feature descriptors, but
also comparable to that of the human observers.
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