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ABSTRACT 

The main objective of this paper is to predict preterm deliveries at an early gestation period using uterine 

electromyography signals (EMG). Detecting such uterine signals can yield a promising approach to determine and take 

actions to prevent this potential risk. Previous classification studies use only linear methods as classic spectral analysis to 

classify the uterine EMG that does not give clinically useful results. On another hand some studies make linear and non-

linear analysis for the uterine EMG and find that the non-linear parameters can distinguish the preterm delivery uterine 

EMG from the term one. In this research, two ways will be taken combining the two previous ideas; the first way is to take 

some uterine EMG linear parameters as features to a suitable neural network and the second one is to take some uterine 

EMG non-linear parameters as features to the same neural network. Then, the two ways’ results are compared using ROC 

analysis which proves that the chance of correctly classification increases markedly when applying the non-linear methods. 
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Abstract 
 

In this Paper, we propose an automatic speech disorders recognition technique based on both 

speech and visual components analysis. First, we performed the pre-processing steps required 

for speech recognition then we chose the  Mel-frequency cepstral coefficients (MFCC's) as 

features representing the speech signal. On the other hand, we studied the visual components 

based on lips movements analysis. We propose a new technique that integrates both the audio 

signal and the video signal analysis techniques for increasing the efficiency of the automated 

speech disorders recognition systems. The main idea is to detect the motion features from a 

series of lips images. A new technique for lips movement detection is proposed. Finally we use 

the multi-layer neural network as a classifier for both speech and visual features. We propose 

a new technique for speech disorders correction systems, especially for Arabic language. 

Practical experiments showed that our system is useful when dealing with Arabic language 

speech disorders. 
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Abstract 
Cloud computing has gathered great attention recently as a method for eliminating or at least reducing expensive setup and 

maintenance cost of computing resources. Cloud computing has many key characteristics such as reliability, multi-tenancy and 

rapid elasticity. However, these characteristics suffer from the lack of clear and quantitative measures. In this paper, we provide 

a preliminary work that can help in providing a set of benchmarks for a cloud computing performance. More specifically, we 

provide an approach for measuring the elasticity of a cloud. Elasticity of a cloud computing system refers to its ability to expand 

and contract overtime in response to users’ demands. The work presented in this paper is inspired by the definition of elasticity 

that is used in physics. This definition is adopted to represent the basic features of a cloud computing environment and its 

parameters that are related to elasticity. Case study shows the adoption methodology and highlights some of the basic 

parameters affecting elasticity as measured by the proposed approach. 
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Abstract Imaging of the left ventricle using cine short-axis MRI sequences, considered as an important tool that used for 

evaluating cardiac function by calculating different cardiac parameters. The manual segmentation of the left ventricle in all 

image sequences takes a lot of time, and therefore the automatic segmentation of the left ventricle is main step in cardiac 

function evaluation. In this paper, we proposed an automatic method for segmenting the left ventricle in cardiac MRI im-

ages. We applied pixel classification method by using number of features and KNN classifier for segmenting the left ven-

tricle Cavity, and from its output we can get the endocardial contour. Then, we transformed image pixels from Cartesian to 

polar coordinates for segmenting the epicardial contour. This method was tested on large number of images, and we 

achieved good results reached to 95.61% sensitivity, and 98.9% specificity for endocardium segmentation, and 93.32% 

sensitivity, and 98.49% specificity for epicardium segmentation. The results of the proposed method show the availability 

for fast and reliable segmentation of the left ventricle.  
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Abstract: Problem statement: Heart localization is an important step in cardiac Magnetic Resonance 

Images (MRI) analysis. This study aims to locate the moving heart region from MRI sequence of 

images. Approach: The idea is to use the motion detection techniques to isolate the heart region from 

the background image and then apply morphological operations to construct a moving heart region 

mask. The mask is then applied to the MRI image to separate the Region Of Interest (ROI) that 

includes the heart. The K-means clustering algorithm is applied to the ROI to segment the heart walls. 

Results: Experimental results have shown that the performance of the proposed technique is superior to 

other MRI heart segmentation techniques in both complexity and accuracy. Conclusion: The proposed 

technique can be used as a pre segmentation step in any other future heart segmentation techniques to 

increase their accuracy through the localization of the moving heart region. The presented technique is 

fully automated technique and superior compared to other segmentation techniques. 
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Abstract  

Morphology and mechanical properties of scaffolds seeded with osteoblastes cells used for bone and 

cartilage repair are the critical factors in bone tissue engineering. In this work, adding CMC and controlling 

temperature for nano-hydroxyapatite (HA)-b-tricalcium phosphate (b-TCP) scaffold using Polymeric 

sponge method provide suitable properties. A developed computer system was used to determine properties 

of scaffold. Porosity, shape and connectivity of pores were analysed based on image processing method. 

Cells were seeded on scaffold and the differentiation rate was calculated using image analysis. The 

fabricated sample showed high porosity (nearly 61%) and high compressive strength (nearly 16 MPa), as 

well as having a well pore size of 200 μm and more. Comparing to Archimedes method, the image result 

was more accurate. Internal porosity was more than surface porosity due to skin effect.  
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Feature selection (FS) is a key step in the data mining process. In FS, the objective is to select the smallest subset of features that 

reduces complexity and ensures generalization. In this paper, we present a combined filter-wrapper feature selection approach  

using misclassified data. The learning process starts with only one feature, which gives a large number of misclassified patterns. 

Only these patterns are used to select the next best feature which is added to the first one. By focusing on the misclassified 

patterns, the learner is undistracted and hence, it can select the relevant features more effectively and faster. The process 

continues until the classification results are within the required accuracy. The approach is applied to three datasets with high 

dimensional features using a variety of selection models and search strategies. Experimental results demonstrate the efficiency of 

the proposed approach in the two-class classification tasks.  
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Abstract: A code clone is a code fragment that is identical or similar to another according to a certain similarity definition. Usually, 

it is a result of certain programmer’s practices. Unjustified cloned codes can cause an increase in maintenance effort. In addition, they 

are –sometimes-a sign of poor design. This paper presents an approach for modeling clones evolution in open source systems. It adapts 

chaos theory for predicting clones in new versions of a software system. The number of clones in each version is identified and analyzed 

as a time series data. The existence of chaos is tested through the calculation of Lyapunov exponent and correlation dimension. 

Experimental results show that clones evolution in open source systems is a chaotic process. Thus, prediction in new versions can be 

done with high prediction accuracy using chaos theory.  
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Abstract: Similarity is an important concept in information theory. A challenging question is how to measure the amount of 

shared information between two systems. A large number of metrics are proposed and used to measure similarity between two 

computer programs or two portions of the same program. In this paper, we present an approach for assessing which metrics are 

most useful for similarity prediction in the context of clone detection. The presented approach uses clustering to identify clone 

candidates. In the experiments conducted, we applied clustering using all possible permutations of a subset of the metrics used in 

metric-based clone detection literature. Precision and recall are calculated in every experiment. Experimental results show that 

the order of the metrics used affects the results dramatically. This suggests that the used metrics are of variable relevance.  
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Abstract—Discovering new biological knowledge from the high throughput biological data is a major challenge to bioinformatics today. 

To address this challenge, we developed a new approach for protein classification. Proteins that are evolutionarily- and thereby 

functionally- related are said to belong to the same classification. Identifying protein classification is of fundamental importance to 

document the diversity of the known protein universe. It also provides a means to determine the functional roles of newly discovered 

protein sequences. Our goal is to predict the functional classification of novel protein sequences based on a set of features extracted from 

each protein sequence. The proposed technique used datasets extracted from the Structural Classification of Proteins (SCOP) database. A 

set of spectral domain features based on Fast Fourier Transform (FFT) is used. The proposed classifier uses multilayer back propagation 

(MLBP) neural network for protein classification. The maximum classification accuracy is about 91% when applying the classifier to the 

full four levels of the SCOP database. However, it reaches a maximum of 96% when limiting the classification to the family level. The 

classification results reveal that spectral domain contains information that can be used for classification with high accuracy. In addition, 

the results emphasize that sequence similarity measures are of great importance especially at the family level.  
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Abstract-Brain-computer interface (BCI) is a new and promising area of research which is assumed to help in solving a lot of 

problems especially for handicapped people. Detection of the imagination of the left and right hand movements can be used to 

control a wheelchair accordingly. Fortunately, modification of the brain activity caused by the imagination of the left or right 

hand movements is similar to the modification observed from a real left or right hand movements. The electrical activity of these 

modifications can be picked up from scalp electroencephalogram electrodes. In this work, we introduce a new method to detect 

and classify the imagination of the left and/or right hand movements. This method is based on exploring the time domain 

information in both alpha and beta rhythms using complex Morlet wavelet transform. Then, the fast Fourier transform is 

applied to explore the frequency domain information. The extracted features using both time and frequency domain information 

are then reduced using a feature subset selection algorithm. Then, the reduced features were fed into a multilayer 

backpropagation neural network to classify left from right hand movement imagination. The experimental results showed that 

the algorithm has reveals classification accuracy rates ranges from 97.77% to 100%, which are superior to the classification 

accuracy rates compared to other techniques.  

 

Keywords - brain computer interface, motor imagery, feature subset selection, EEG classification 

Published In:  
 

The 4th Cairo International Biomedical Engineering Conference, Cairo, Egypt, 18th - 20th December, 2008. 

References: 

 
 [1] G. M. Shephred, Neurobiology, oxford university Press, 1983. 

[2] P. Jezzard, P.M. Matthews, S.M. Smith, Eds., Functional MRI: An Introduction to the Methods, Oxford University 

Press, 2002. 

[3] M. Hamalainen, R. Hari, R. Ilmoniemi, J. Knuutila, and O. V. Lounasmaa, “Magnetoencephalography, theory, 

instrumentation, and applications to noninvasive studies of the working human brain,” Reviews of Modern Physics, vol. 

65, no. 2, pp. 413–497, 1993. 

[4] D. J. Dowsett, P. A. Kenny, R. E. Johnston, The Physics of Diagnostic Imaging. Chapman & Hall Medical, 1998.  

[5] E. NiederMeyer, and F. Lopes da Silva, Eds., Electroencephalography. Lippincott Williams & Wilkins, 1999. 

[6] M. J. Jeannerod, “Mental imagery in the motor context,” Neuropsychologia, vol. 33, no. 11, pp. 1419–1432, 1995. 

[7] U. Hoffmann, J.-M. Vesin and T. Ebrahimi, “Recent Advances in Brain-Computer Interfaces,” IEEE International 

Workshop on Multimedia Signal Processing (MMSP07), 2007. 

[8] Neuper, C., Pfurtscheller, G., 1999. Motor imagery and ERD. In: Pfurtscheller, G., Lopes da Silva, F.H. (Eds.), Event 

Related Desynchronization. Handbook of Electroencephalography and clinical Neurophysiology (Revised Edition), Vol. 6. 

Elsevier, Amsterdam, pp. 303-325. 

[9] G. Pfurtscheller, C. Neuper, A. Schlögl, and K. Lugger, “Separability of EEG signals recorded during right and left 

motor imagery using adaptive autoregressive parameters,” IEEE Trans. Rehab. Eng., vol.6, no. 3, pp. 316–325, 1998. 

[10] R. W. Homan, J. Herman, and P. Purdy, “Cerebral location of international 10-20 system electrode placement,” 

Electroenceph. Clin. Neurophysiol., vol. 66, pp. 376–382, 1987. 

[11] http://ida.first.fhg.de/projects/bci/competition/  

[12] http://ida.first.fraunhofer.de/projects/bci/competition_iii/index.html 

[13] http://www.dpmi.tu-graz.ac.at/schloegl/bci/bci7/ Description _bci7.pdf 

[14] M. Zhong, F. Lotte, M. Girolami, A. Lécuyer, "Classifying EEG for Brain Computer Interfaces Using Gaussian 

Processes", Pattern Recognition Letters, vol. 29, no. 3, pp. 354-359, 2008 

[15] Nicolas Brodu, “Multifractal Feature Vectors for Brain- Computer Interfaces”, the 2008 IEEE World Congress on 

mailto:Biomedo@yahoo.com
http://ida.first.fhg.de/projects/bci/competition/
http://ida.first.fraunhofer.de/projects/bci/competition_iii/index.html


 

 

Computational Intelligence, June 2008. 

[16] http:// ida. first. fhg. de/ projects /bci/competition_iii/results/  

[17] C. Guger, H. Ramoser, and G. Pfurtscheller, “Real-time EEG analysis for a brain–computer interface (BCI) with 

subjectspecific spatial patterns,” IEEE Trans. Rehab. Eng., vol. 8, no. 4, pp. 447–456, 2000. 

[18] B. Obermaier, C. Guger, C. Neuper, and G. Pfurtscheller, “Hidden Markov models for online classification of single 

trial EEG data,” Pattern Recognit. Lett., 2001. 

[19] S. Lemm, C. Schäfer, and G. Curio, “BCI Competition 2003—Data Set III: Probabilistic Modeling of Sensorimotor μ 

Rhythms for Classification of Imaginary Hand Movements,” IEEE Trans BME, vol. 51, no. 6, June 2004. 

[20] C. Guger, A Schlögl, C. Neuper, D. Walterspacher, T, Strein, and G. Pfurtscheller, "Rapid prototyping of an EEG-

based brain-computer interface (BCI)," IEEE Trans. Rehab. Eng., 2000. 

[21] H. liu, X. Gao, F. Yang, and S. Gao, "Imagined hand movement identification based on spatio-temporal pattern 

recognition of EEG," First Int. IEEE EMBS Conference on Neural Engineering, 2003, pp. 599-602. 

[22] S. Rezaei1, K. Tavakolian, A. M. Nasrabadi, and S. K. Setarehdan, "Different classification techniques considering 

brain computer interface applications," J. Neural Eng., 2006., pp. 139–144 

[23] R. C. Gonzalez, R. E. Woods, Digital Image Processing, 2nd. ed., 2002, Pearson Education, India, pp 150. 

[24] K. Yang, H. Yoon, and C. Shahabi, “CLeVer: a Feature Subset Selection Technique for Multivariate Time Series,” 

Pacific-Asia conference on advances in knowledge discovery and data mining (PAKDD), 2005, No9, Hanoi VIETNAM, 

vol. 3518, pp. 516-522. 

 

 



 

 

 

Author  
Dr. Ahmed Seddik has worked as a consultant since 1997. He is used to be responsible 

for delivering and supporting enterprise solutions, integrating systems and advising in 

technology direction. His current position requires him to analyze and determine business 

requirements as well as advise architectural direction for the organization. He has strong 

organizational, analytical and communication skills which is found to be crucial to the 

success of any project. His expertise in multi-system environments, medical systems, 

development and networking will greatly benefit any organization. This experience 

includes participating in project teams, leading committee’s made up of third party 

vendors as well as leading projects as small as medical units customization to large multi-

million dollar compliance large hospital systems implementations. He was the project 

initiator of the most successful national Egyptian projects in the field of health, and 

education. He worked as a consultant for many national and international organizations 

such as European Union, African Union, United Nations Development Program. 

Main Research Technology Topics: 
Digital Signal Processing. 

Tissue Engineering. 

Bioinformatics. 

Biosensors. 

Biotechnology. 

Image Processing and Pattern Recognition. 

Medical Imaging. 

Biometric Identification Systems. 

Medical Analysis Equipments. 

Encription. 

Honors and Awards: 

 Certificate of Honor and appreciation from the Egyptian Presidency Feb. 2013. 

 Certificate of Honor from the Minister of Health and from Minister of 
communications & Information Technology for the great effort in the field of 
early detection of diseases. 

 Certificate of Honor from the Minister of Higher Education for supervising a 
student’s team that Won the First Position in ROBOCON competition. 

 B.Sc. Electronics and Communication Dept, Cairo University, Faculty of 
Engineering, Distinction with honor degree. 



 

 

 PUBLICATIONS 

1. Safaa M. Naeem, Ahmed F. Ali, Mohamed A. Eldosoky, “Comparison between 

Using Linear and Non-linear Features to Classify Uterine Electromyography Signals 

of Term and Preterm Deliveries”, 30
th

 NATIONAL RADIO SCIENCE 

CONFERENCE (NRSC 2013) April 16-18, 2013. 

2. Ahmed Seddik, Mohamed El Adawy, Ahmed Ismail, “A robust speech disorders 

correction system for Arabic language using visual speech recognition", Biomedical 

Research, Volume (24), Issue (2), 2013. 

3. Ahmed Farag Aly, Amal S. Eldesouky and Kamel A.M.Eid, "Evaluation, 

Characterization and Cell Viability of Ceramic Scaffold and Nano-gold loaded 

Ceramic Scaffold for Bone Tissue Engineering", American Journal of Biomedical 

Sciences, September , 2012. 

4. Doaa. M. Shawky and Ahmed F. Ali, “Defining a Measure of Cloud Computing 

Elasticity”, 1st IEEE International Conference on Systems and Computer Science, 

Villeneuve d'Ascq, France,  August 29-31, 2012. 

5. MMA Hadhoud, MI Eladawy, A Farag, "Region of Interest Localization of Cardiac 

Structure from Cine MRI Images", Proceedings of the 2012 Ninth International 

Conference on Information Technology - New Generations(ITNG '12), Pages 14-17, 

IEEE Computer Society Washington, DC, USA 2012. 

6. Marwa MA Hadhoud, Mohamed I Eladawy, Ahmed Farag, Franco M Montevecchi, 

Umberto Morbiducci, "Left Ventricle Segmentation in Cardiac MRI Images", 

American Journal of Biomedical Engineering,Volume(2), Issue(3), Pages 131-135, 

Scientific & Academic Publishing, 2012. 

http://scholar.google.com.eg/citations?view_op=view_citation&hl=en&user=pCN-9H8AAAAJ&sortby=pubdate&citation_for_view=pCN-9H8AAAAJ:_FxGoFyzp5QC
http://scholar.google.com.eg/citations?view_op=view_citation&hl=en&user=pCN-9H8AAAAJ&sortby=pubdate&citation_for_view=pCN-9H8AAAAJ:_FxGoFyzp5QC


 

 

7.  MMA Hadhoud, MI Eladawy, A Farag, "Left Ventricle Cavity Segmentation from 

Cardiac Cine MRI", International Journal of Computer Science Issues (IJCSI), Vol. 

9, Issue 2, No 2, March 2012. 

8.  Ahmed Farag and Mahmoud Fakhreldin,"Heart Localization from Magnetic 

Resonance Images Sequence", Journal of Computer Science , Volume 8, Issue 4, 

Pages 499-505, Jan 2012.  

9. Marwa M. A. Hadhoud, Mohamed I. Eladawy, Ahmed Farag,"Automatic Global 

Localization of The Heart From Cine MRI Images", IEEE International Symposium 

on IT in Medicine & Education (ITME 2011), Guangzhou, China, 9-11 December, 

2011. 

10. Ahmed Farag Aly , Ahmed Agameia, Amal Samir Eldesouky, and Mohamed A. 

Sharaf, ” Scaffold Development and Characterization Using CAD System”, 

American Journal of Biomedical Sciences, ISSN: 1937-9080,2011.  

11. Doaa. M. Shawky and Ahmed F. Ali, “ A Feature Selection Method Using 

Misclassified Patterns”, International Journal of Computer Theory and Engineering, 

Vol. 3, No. 5,pp. 643-651, October 2011. 

12. Doaa. M. Shawky and Ahmed F. Ali, “ A Practical measure for the agility of 

software development processes”, Second IEEE International conference on 

Computer technology and development (ICCTD2010) , Cairo, Egypt, 2-4 

November, 2010. 

13. Ahmed Farag Aly, Ahmed Agameia, Amal Samir Eldesouky, and Mohamed A. 

Sharaf, “Bioceramic Bone Scaffolds for Tissue Engineering”, Journal of Applied 

Sciences Research(JASR), American-Eurasian Network for Scientific Information 

(AENSI), Vol. 6,No. 11, pp. 1712-1721,  November 2010. 

14. Ahmed Farag Aly , Ahmed Agameia, Amal Samir Eldesouky, and Mohamed A. 

Sharaf, “CAD System for Bio-material Characterization”, 20th International 

http://scholar.google.com.eg/citations?user=pCN-9H8AAAAJ&hl=en&oi=sra
http://ijcsi.org/papers/IJCSI-9-2-2-398-402.pdf
http://ijcsi.org/papers/IJCSI-9-2-2-398-402.pdf


 

 

Conference on Computer theory and applications(ICCTA2010), Alexandria, Egypt , 

23-25 October, 2010. 

15. Doaa. M. Shawky and Ahmed F. Ali, “ Modeling clones evolution in open source 

systems through chaos theory”, Second IEEE International conference on software 

technology and engineering (ICSTE2010) , Puerto Rico, USA, 3-5 October, 2010. 

16. Doaa. M. Shawky and Ahmed F. Ali, “ An approach for assessing similarity 

metrics used in metric-based clone detection techniques”, Third IEEE International 

conference on computer science and information technology,Chengdu, China,  9-11 

July, 2010. 

17. Ahmed Farag, D. M. Shawky, “ A Novel Approach for protein classification 

using Fourier Transform”, Journal of World Academy of Science, Engineering and 

Technology, Issue 68,  2010. 

18. M. A. Hassan, Ahmed Farag, M. I. Eladawy, “Classification of the Imagination of 

the Left and Right Hand Movements Using EEG”, The 4th Cairo International 

Biomedical Engineering Conference, Cairo, Egypt, 18th - 20th December, 2008. 

19. E. Monir, E. Sarhan, A. Farag, “Recognition of Human Iris Patterns for Biometric 

Identification” , The Journal of Engineering and Applied Science, Faculty of 

Engineering, Cairo University, Vol. 54, No. 6, pp. 635-651, December 2007. 

20. M. El Adawy, Aan Ali, Ahmed Farag, and AlShimaa Abd-Elaal, “Different 

Signal Representations For Detection Of Epileptic Seizures In 

Electroencephalogram”, The 2nd IEEE International Computer Engineering 

Conference, Faculty of Engineering, Cairo University Cairo, Egypt, December 26-

28, 2006.  

21. M. El Adawy, Aan Ali, Ahmed Farag, and Alshimaa Abd-Elaal, "Multivariate 

features extraction for detection of epileptic seizures in electroencephalogram", The 



 

 

4th IEEE International Conference on Information and Communications Technology 

(ICICT 2006), ITI , Cairo, Egypt, December 2006. 

22. Abou zaid Sayed Abou zaid, Waleed Fakhr, Ahmed Farag, “Automatic Diagnosis 

Of Liver Diseases From Ultrasound Images'', The 2006 IEEE International 

Conference on Computer Engineering & Systems (ICCES'06), Ain Shams 

University, Cairo, Egypt, November 5-7, 2006. 

23. Marwa Hadhoud, Mohamed El Adawy, Ahmed Farag, “Computer Aided 

Diagnosis of Cardiac Arrhythmias'', The 2006 IEEE International Conference on 

Computer Engineering & Systems (ICCES'06), Ain Shams University, Cairo, Egypt, 

November 5-7, 2006. 

24. Ghada Abdel Razek, Waleed Fakhr, Ahmed Farag, “Content-Based Image 

retrieval using Color, Texture, Edge Detection, and Shape: A Comparative Study'',  

The IEEE Fourth International Conference  on Informatics and Systems, Cairo 

University (INFOS2006), Cairo, Egypt, March 2006. 

25. F. H.  Alhadi , W. Fakhr and A. Farag, “Hidden Markov Models for Face 

Recognition”, the IASTED International Conference on Computational Intelligence 

(CI 2005), Calgary, Canada , July 2005. 

26. Farag A., “Spatial and spectral features for early detection of microcalcifications 

in mammograms”, The Journal of Engineering and Applied Science, Faculty of 

Engineering, Cairo University, April 2005. 

27. Farag A. , Mashali S., “DCT Based features for the detection of 

microcalcification in digital mammograms”, Proceedings of the 46th Symposium on 

Circuits and Systems. Cairo, Egypt, 28-30 December 2003. 

28. Farag A., “Computer Based Acute Leukemia Classification”, Proceedings of the 

46th Symposium on Circuits and Systems. Cairo, Egypt, 28-30 December 2003. 



 

 

29. Farag A., Samir I. Shaheen, "E-Health: Challenges and Opportunities",  

Proceedings of the Third IEEE International Conference on biomedical engineering, 

Cairo, Egypt,28-29 December 2004. 

30. Farag A., Shaheen S.I., Mashali S., “New Technique for Motion Estimation to be 

used in MPEG Systems”, The XXIV SPIE Conference, Proceedings of the 

International Conference on Applications of Digital Image Processing, Vol. 4472, 

pp.368-376, 2001. 

31. Farag A., Shaheen S.I., Mashali S., “ Predictive DCT Based Motion Estimation 

Technique to be used in MPEG Systems”, The Proceedings of the First IEEE 

International Symposium on Signal Processing and Information Technology, Cairo, 

Egypt,28-30 December 2001. 

32. Shaheen S., Mashali S., Farag A., "Using Intel MMX technology to Accelerate 

the DCT Based Motion Estimation Algorithm ", Internal Report, Cairo University, 

Computer Engineering Dept., 2000. 

33. Farag A., Shaheen S.I., Mashali S., “A New Technique for Motion Estimation to 

be used in MPEG Systems”, The Journal of Engineering and Applied Science, 

Faculty of Engineering, Cairo University, pp. 695-708, August 2001. 

 

 

 

 

 

 

 


