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Abstract. We consider in this paper that a DSL (Domain Specific Lan-
guage) may be defined by a set of models. A typical DSL is the ATLAS
Transformation Language (ATL). An ATL program transforms a source
model (conforming to a source metamodel) into a target model (con-
forming to a target metamodel). Being itself a model, the transformation
program conforms to the ATL metamodel. The notion of metamodel is
thus used to define the source DSL, the target DSL and the transfor-
mation DSL itself. As a consequence we can see that agility to define
metamodels and precision of these definitions is of paramount impor-
tance in any model engineering activity. In order to fullfill the goals of
agility and precision in the definition of our metamodels, we have been
using a notation called KM3 (Kernel MetaMetaModel). KM3 may itself
be considered as a DSL for describing metamodels. This paper presents
the rationale for using KM3, some examples of its use and a precise
definition of the language.

1 Introduction

Model engineering is strongly related to language engineering. Considering the
important number of problem domains, there is a need for an equally important
number of specialized languages. We have been using a language named KM3
(Kernel MetaMetaModel) to help defining these special purpose languages. This
paper presents the rationale, semantics and other particularities of this language.

KM3 has its roots in the complex and evolving relations between modeling
and visual languages. UML is a general purpose visual modeling language, but
not every modeling language is a general purpose visual language. The OMG
has proposed a language called MOF 2.0 [1] for the definition of its various
metamodels (SPEM, UML, CWM, etc.). The problem was that there was no
practical support environment for this language. As a replacement, the solution
found was to use UML CASE tools for this purpose. The price to pay for this
was an alignment of MOF with a subset of UML (mainly class diagrams). Since
this time, the alignment has been more or less maintained through the various
versions of UML and MOF. In other words, UML may be considered by certain
as a multi-purpose language allowing defining software object-oriented terminal
models and allowing also defining MOF metamodels. But this is not without
drawbacks. When we need to build a metamodel (e.g. as source or target of a
transformation), we have first to start building a UML class diagram, with cer-
tain properties. The result is serialized in a first XMI file corresponding to the
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terminal model. It is then transformed into another XMI file corresponding to the
metamodel. This conversion from a UML model to a MOF metamodel is called
a promotion and implemented by some widely available tools like UML2MOF
available in the NetBeans MDR [2] suite or also by an ATL [3] model transfor-
mation program.

We have experimented for some time with this approach. When the number of
involved metamodels is limited (i.e. when one mainly deals with OMG fixed and
stable metamodels), there are no major problems. But when we need multiple
and evolving metamodels, we have found this approach to be very cumbersome.
The only alternative has been to define KM3, a specialized textual language for
specifying metamodels, including MOF metamodels. After experimenting with
this language for two years, we are completely convinced of the practicality of the
approach. Public libraries of more than one hundred metamodels expressed in
KM3 are now available [4]. ATL, a QVT-like [5] model transformation language,
uses KM3 natively to facilitate the handling of metamodels. Many other projects
are also based on this format.

What remained to do is to establish a precise semantics for KM3. This is one of
the objectives of the present work. Of course we have also to understand clearly
the purpose and rationale of metamodel writing languages. In order to do so, we
first need to define precisely what a metamodel exactly is. The definitions pro-
vided in this paper apply to the OMG MDA framework, but they are more gen-
eral and may also correspond to several other technical spaces as defined in [6].

This paper is organized as follows. Section 2 provides the basic definitions
related to models and DSLs. Section 3 provides an overview of KM3 including
some current applications. Section 4 comes back on a more formal conceptual
definition of KM3. A related work description is provided in section 5 before the
conclusion.

2 Definitions

We consider models as the unifying concept in IT engineering. Models come in
various flavors. A UML model, a Java program, an XML or RDF document, a
database relational table, an entity-association schema are all examples of mod-
els. We call all of these λ-models where λ identifies a technical space [6] associated
with a given precise metametamodel. A simple representation of terminal model,
metamodel and metametamodel is given in Figure 1.

Fig. 1. General organization of a metamodeling stack
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We may consider two main definitions of a model corresponding to its inter-
nal organization and its potential utilization. We choose to focus here on the
organization of models. The study of model utilization and of its relations with
model organization is out of the scope of this work. Then we give a definition of
DSL and analyze the relations between DSLs and models.

2.1 Model Organization Definition

From an organization point of view, we propose the following definitions:

Definition 1. A directed multigraph G = (NG, EG, ΓG) consists of a finite set
of nodes NG, a finite set of edges EG, and a function ΓG : EG → NG × NG

mapping edges to their source and target nodes.

Definition 2. A model M = (G, ω, μ) is a triple where:

– G = (NG, EG, ΓG) is a directed multigraph,
– ω is itself a model (called the reference model of M) associated to a graph

Gω = (Nω, Eω, Γω),
– μ : NG ∪ EG → Nω is a function associating elements (nodes and edges) of

G to nodes of Gω.

Remarks. The relation between a model and its reference model is called con-
formance and is noted conformsTo or abbreviated in c2 throughout this paper.
Elements of ω are called metaelements. μ is neither injective (several model
elements may be associated to the same metaelement) nor surjective (not all
metaelements need to be associated to a model element).

Fig. 2. Definition of model and reference model

Figure 2 illustrates definition 2. The definition of model given above allows for
an indefinite number of upper modeling layers. For practical purpose, we need to
stop at some level. We observe that only three levels are used in several technical
spaces:

– In XML: documents, schemas and the schemas of XML Schema for XML,
– In EBNF : programs, grammars and the grammar of EBNF.

We call these levels: M1, M2 and M3. M1 consists of all models that are not
metamodels. M2 consists of all metamodels that are not the metametamodel.
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M3 consists of a unique metametamodel for each given technical space. We may
now proceed to giving additional definitions.

Definition 3. A metametamodel is a model that is its own reference model (i.e.
it conforms to itself).

Definition 4. A metamodel is a model such that its reference model is a meta-
metamodel.

Definition 5. A terminal model is a model such that its reference model is a
metamodel.

Figure 3 shows how to adapt the definition of model to this three-level modeling
stack. The structure for models defined in this section is compatible with the
OMG view as illustrated in the MDA guide [7].

Fig. 3. Metamodeling stack representation with model definition

2.2 Domain Specific Language

Language engineering is at the hearth of computer science. There are a variety of
categories of languages. We discuss here only a small facet of language engineer-
ing. A distinction is often made between programming languages and modeling
languages. Typical examples are PL/1 and UML. The distinction between these
categories has mainly to do with canonical executability and is currently much
evolving. Another distinction is between General Purpose Languages (GPLs)
and Domain Specific Languages (DSLs). PL/1 and UML are two examples of
GPLs. R [8], SQL [9] or Excel are examples of DSLs. Java and C# are examples
of general purpose programming languages.
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We also understand that the distinction between GPLs and DSLs is orthog-
onal to many other language classifications. For example there are indifferently
visual or textual GPLs or DSLs. Similarly DSLs and GPLs may fall under var-
ious categories of being object-oriented, event-oriented, rule-oriented, function-
oriented, etc. There are examples of imperative and declarative GPLs and DSLs
as well.

A DSL is a language designed to be useful for a limited set of tasks, in con-
trast to general-purpose languages that are supposed to be useful for much
more generic tasks, crossing multiple application domains. A typical example
of DSL is GraphViz [10], a language used to define directed graphs, which
creates a visual representation of that graph as a result. Some GPLs have
started as DSLs and have sometimes evolved towards genericity to become
GPLs. The reverse process has not been observed in the history of programming
languages.

Like many other languages, DSLs have many common properties [11]:

– They have usually a concrete syntax
– They may also have an abstract syntax
– They have a semantics, implicitly or explicitly defined

Of course there are several ways to define these syntax and semantics. The most
known are grammar-based systems.

2.3 DSLs and Models

There are strong relations between DSLs and models. We discuss here the pos-
sibility of using model-based solutions for defining the syntax and semantics of
DSLs.

Definition 6. A DSL is a set of coordinated models.

Each model in this set contributes to a part of its definition. A given model may,
for instance, specify one of the following aspects:

– Domain definition metamodel. One of the defining entities of a DSL is
a Domain Definition MetaModel (DDMM). It introduces the basic entities
of the domain and their mutual relations. This base ontology plays a central
role in the definition of the DSL. For example, a DSL for directed graph
manipulation will contain the concepts of nodes and edges, and will state
that an edge may connect a source node to a target node. Such a DDMM
plays the role of the abstract syntax for a DSL.

– Concrete syntaxes. A DSL may have different concrete syntaxes. Each
one is defined by a transformation model mapping the DDMM onto a display
surface metamodel. Examples of display surface metamodels may be SVG
or DOT [10], but also XML. An example of such a transformation for a Petri
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net DSL is the mapping from places to circles, from transitions to rectangles
and from arcs to arrows. The display surface metamodel will then have the
concepts of Circle, Rectangle and Arrow.

– Execution semantics. A DSL may have an execution semantics definition.
This semantics definition is also defined by a transformation model mapping
the DDMM onto another DSL having itself an execution semantics or even
to a GPL. The firing rules of a Petri net may for example be mapped into a
Java code model.

– Other operations on DSLs. In addition to canonical execution, there are
plenty of other possible operations on programs based on a given DSL. Each
may be defined by a similar mapping represented by a transformation model.
For example if one wishes to query DSL programs, a standard mapping of
the DDMM onto Prolog may be useful. The study of these other operations
on DSLs is an open research subject.

3 KM3 Overview

3.1 Description

The purpose of KM3 is to give a relatively simple solution to define the Domain
Definition MetaModel of a DSL. KM3 is therefore a Domain Specific Language
to define metamodels:

– Domain definition metamodel. The DDMM of KM3 is a metameta-
model, to which other DDMMs conform. This DDMM may be defined in
KM3 (see [4]), just like EBNF (a notation to define grammars) may be de-
scribed in EBNF using only a few lines. It uses concepts like Class, Attribute,
and Reference. It is structurally close to eMOF 2.0 [1] and Ecore [12].

– Concrete syntax. A default textual concrete syntax has been defined for
KM3 (see [4]). This allows straightforward definitions of metamodels with
any text editor.

– Semantics. The semantics of KM3 enables the specification of metamodels
and models according to the definitions given in section 2. A precise concep-
tual definition of KM3 is presented in section 4. Mappings to and from MOF
1.4 [13] and Ecore have notably been defined in ATL, making KM3 usable
with tools like Eclipse EMF [12] and Netbeans MDR.

As a metametamodel, KM3 is simpler than MOF 1.4, MOF 2.0 [1] and Ecore.
It contains only 14 classes whereas, for instance, Ecore has 18 classes and MOF
1.4 has 28 classes. Only the core concepts of these other metametamodels are
available in KM3.

Figure 4 describes an XML metamodel in the standard visual notation of
class diagrams. This XML metamodel corresponds to the following KM3
description:
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Fig. 4. Visual presentation of an XML metamodel

3.2 Applications

KM3 has been defined as an answer to frequent requests of users that were defin-
ing model transformations in the ATL language. In principle source and target
metamodels for QVT-like transformations should be written in XMI. When the
transformation is based on standard metamodels like UML metamodels, the XMI
serialization of these metamodels may be found on the OMG site and there is
no need for any additional formalism.

The practice of model transformation, with a growing community of ATL
users, has however obliged to amend this opinion. During the development of
these transformations, it became clear that very often the standard metamodels
were not sufficient and that many of the transformations needed specific meta-
models. Furthermore, the definition of these metamodels is often an iterative
process involving a progressive elaboration.

In order to illustrate this, we provide below some examples of transformations
written in ATL. The complete code and documentation of these transformations
may be found in the open source library of transformation available on [14] and [15].

– Ant2Maven and Make2Ant are partial transformations between well known
software engineering build tools (Make, Ant and Maven).
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– BibTeX2DocBook is a transformation of a BibTeXML model to a DocBook
composed document.

– The JavaSource2Table example computes a static call graph of a Java pro-
gram and presents it in a tabular style. From there, one may use the XHTML
or the Excel metamodels to project to other display surfaces, by transfor-
mation chaining.

– The KM32DOT allows drawing graphical presentations of metamodels. DOT
is an automatic graph layout program from GraphViz [10]. The aim of this
transformation is to generate a visualization, in the form of a class diagram,
of any KM3 metamodel by automatic layout

– The UMLActivityDiagram2MSProject example describes a transformation
from a loop free UML activity diagram (describing some tasks series) to
MS Project. The transformation is based on a simplified subset of the UML
State Machine metamodel. This transformation produces a project defined
in conformance to a limited subset of the MSProject metamodel.

The following table (Figure 5) gives another sample from the same model trans-
formation library, where the numbers of classes in the source and target meta-
models are provided. Without describing in detail all these transformations, it
becomes clear that most source and target metamodels have to be defined and
even in the case they are standard (like the UML activity diagram), they often
correspond to a small subset of the standard metamodel.

Fig. 5. A sample of transformations from the ATL library

As a consequence, the definition of source and target metamodels in a trans-
formation is an important part of the design of this transformation. We need
a notation that will allow easy and precise definition and modification of these
metamodels. Even if this seems counter intuitive, users have been asking for
textual languages instead of visual languages for performing this task.

The KM3 language has been very useful in supporting rapid and precise defi-
nition of metamodels for various situations. When studying the interoperability
between several tools (like Bugzilla, Make, MS Project, or Mantis), the data
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models of these tools are usually captured in a metamodel, and the bridges may
be designed as transformations, directly using these metamodels.

We have previously mentioned the initial library of ATL transformations.
What is also interesting is that a significant library of the corresponding meta-
models has also grown in the same time and may be found at [16]. There are
many issues that can be studied on the basis of this initial library. The first one
is related to reusability of these metamodels. More important questions may be
raised on the various relations that may hold between these metamodels and
also to the metadata about them.

4 Conceptual Definition of KM3

Definition 7. A KM3-model is a model defined using KM3 as a metameta-
model.

This section only deals with KM3-models. Therefore, we use model to mean
KM3-model. We present here a formal specification of KM3 based on first order
logic. Only metamodels, not terminal models, may conform to KM3. However,
KM3 semantics also impacts terminal models by constraining them according
to their reference models. Two main predicates are used to define KM3-models,
including the KM3 metametamodel itself. For a model M (see definition 2), we
define:

– Node(x, y). This predicate states that a node x ∈ NG is associated to a node
y ∈ Nω by the function μ.

– Edge(x, y, z). This predicate states that an edge between node x ∈ NG and
node y ∈ NG is associated to a node z ∈ Nω by the function μ. In KM3,
multiple edges between two given nodes may only exist if their associated
metaelements are distinct. Therefore, the triple (x, y, z) uniquely identifies
an edge.

Formulas are used to express constraints on KM3-models. We start by defining
a simplified version of KM3 called SimpleKM3 with only classes and references.
Then we introduce additional concepts: opposite references and inheritance.

4.1 Definition of SimpleKM3

SimpleKM3 is a simplified version of KM3 using only classes and references.
A visual representation of SimpleKM3 is given in Figure 6. Figure 7 gives the
formal definition of SimpleKM3. There are only two classes: class (line 1) and
reference (line 2). There are two references: features (line 3) and type (line 4).
The features reference connects a class to its references (lines 5 and 6). The type
reference connects a reference to its type (lines 7 and 8).

We define a new predicate IsKindOf(x, y), which is for now equivalent to
predicate Node(x, y):

∀xyIsKindOf(x, y) ↔ Node(x, y) (1)
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Fig. 6. Class diagram representation of SimpleKM3

1. Node(class, class)
2. Node(reference, class)
3. Node(features, reference)
4. Node(type, reference)

5. Edge(class, features, features)
6. Edge(features, reference, type)
7. Edge(reference, type, features)
8. Edge(type, class, type)

Fig. 7. Formal definition of SimpleKM3

It will be redefined in section 4.3 when we introduce class inheritance in Sim-
pleKM3. We still use the Node(x, y) predicate to define nodes but use this new
predicate in formulas that are also valid for subclasses. This is the case for for-
mulas (5) and (6).

A SimpleKM3 -model (i.e. model, metamodel or metametamodel) is valid if
the following formulas are verified:

– Metaelement uniqueness. μ, as a function, can only associate a single
metaelement to a given model node.

∀xyzNode(x, y) ∧ Node(x, z) → y = z (2)

There is no similar formula for edges because there may be several edges of
different types between two given nodes.

– Node metaelelements are classes. Any node that is used as a metaele-
ment of another node must have node class as its metaelement.

∀xyNode(x, y) → Node(y, class) (3)

– Edge metaelements are references. An edge can only exists between
nodes and must have node reference as its type.

∀xyzEdge(x, y, z) → (∃xtNode(x, xt)) ∧ (∃ytNode(y, yt)) (4)
∧Node(z, reference)

– Edge target. An edge typed by reference z can only target a node typed
yt if the type of z is yt.

∀xyzEdge(x, y, z) → (∃ytIsKindOf(y, yt) ∧ Edge(z, yt, type)) (5)

– Edge source. An edge typed by reference z can only have a node typed xt

as source if z is a feature of xt.

∀xyzEdge(x, y, z) → (∃xtIsKindOf(x, xt) ∧ Edge(xt, z, features)) (6)
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– Reference type uniqueness. A reference has a unique type.

∀xyzEdge(x, y, type) ∧ Edge(x, z, type) → y = z (7)

We must specify this constraint in SimpleKM3 because it does not have the
concept of multiplicity.

4.2 Adding Opposite References

Opposite references work in pairs. They are especially convenient to enable bidi-
rectional navigation. For instance, in our first version of SimpleKM3, although
we can get the features of a class, we cannot get the class owning a given ref-
erence. Figure 8 defines the opposite reference belonging to and targeting the
reference class.

9. Node(opposite, reference) 11. Edge(opposite, reference, type)
10. Edge(reference, opposite, features)

Fig. 8. Addition of opposite reference to SimpleKM3

A SimpleKM3 -model (i.e. model, metamodel or metametamodel) with oppo-
site is valid if the following formulas are verified:

– Opposite uniqueness. A reference has at most one opposite.

∀xyzEdge(x, y, opposite) ∧ Edge(x, z, opposite) → y = z (8)

– References work in pairs

∀xyEdge(x, y, opposite) → Edge(y, x, opposite) (9)

– Opposite references have opposite extremities

∀xyzEdge(x, y, opposite) ∧ Edge(z, x, features) → Edge(y, z, type) (10)

We can now extend SimpleKM3 with an owner reference opposite to the features
reference as shown on Figure 9. The resulting definition of SimpleKM3 corre-
sponds to the class diagram given in Figure 10. It is now possible to navigate
from reference to class.

12. Node(owner, reference) 15. Edge(owner, features, opposite)
13. Edge(reference, owner, features) 16. Edge(features, owner, opposite)
14. Edge(owner, class, type)

Fig. 9. Addition of some opposite references to SimpleKM3
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Fig. 10. Class diagram representation of SimpleKM3 with opposites

4.3 Adding Inheritance

In KM3, inheritance allows reuse of references defined in supertypes. Overriding
of inherited features is not allowed. Figure 11 introduces the supertypes refer-
ence from class to class. Figure 12 gives the class diagram of SimpleKM3 with
inheritance. In order to be able to use inherited references or to define edges
targeting subclasses of a reference type, we redefine IsKindOf(x) (see formula
1) accordingly:

∀xyIsKindOf(x, y) ↔ Node(x, y) ∨ (∃zNode(x, z) ∧ ConformsTo(z, y)) (11)

This new definition makes use of the ConformsTo(x, y) predicate, recursively
defined as follows:

∀xyConformsTo(x, y) ↔ (x = y)∨ (12)
(∃zEdge(x, z, supertypes) ∧ ConformsTo(z, y))

Circular inheritance is forbiden. The ConformsTo(x, y) predicate could not be
defined otherwise. With this new definitions, formulas (6) and (5) remain valid.

17. Node(supertypes, reference) 19. Edge(supertypes, class, type)
18. Edge(class, supertypes, features)

Fig. 11. Addition of inheritance to SimpleKM3

Fig. 12. Class diagram representation of SimpleKM3 with opposites and inheritance

4.4 Other KM3 Concepts

We defined the formal semantics of the remaining KM3 concepts as well: pack-
ages, class abstractness, data types, attributes, enumerations, reference contain-
ment, multiplicity, etc. However, they do not fit in this paper because of space
limitation. A complete specification of KM3 in Prolog is available on the AM3
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GMT website [4]. This program uses the same predicates we defined in this sec-
tion plus the Prop(x, y, z) predicate where x ∈ NG, y ∈ Nω is an attribute, and
z is a value. We do not further detail this predicate, which is used as a shortcut
to avoid representing primitive values as nodes explicitly. The set of constraints
implemented in the program is illustrative of the characterization of KM3. We
do not claim completness here.

5 Related Work

Other modeling frameworks offer capabilities similar to those of KM3:

– OMG MOF. MOF is a standard metametamodel from OMG, of which
there exist several versions (e.g. MOF 1.4 [13] and MOF 2.0 [1]). All of them
are more complex than KM3 (i.e. they contain more classes, see section 3.1).
None has a formal semantics. Their standard concrete syntax is XMI, which
is based on XML and is, as such, more verbose than KM3. As noted in
section 3.1, we have defined ATL transformations from MOF 1.4 to KM3
and from KM3 to MOF 1.4.

– HUTN. Human Usable Textual Notation [17] (HUTN) is a standard by
OMG to give a default textual notation to each metamodel. Because it is an
automatic mapping from MOF to EBNF, it is more verbose than KM3.

– Eclipse EMF Ecore. Ecore [12] is a metametamodel close to MOF 2.0
but with a standard textual notation: emfatic. One difference with KM3
is that emfatic provides EMF-specific constructs (e.g. to customize Java
code generation). One of our experiments has shown that such additional
information may be embedded into KM3 comments. Another difference is
that Ecore has no formal semantics. As noted in section 3.1, we have defined
ATL transformations from Ecore to KM3 and from KM3 to Ecore.

– Typed graphs. Typed Attributed Graphs [18] are the conceptual frame-
work on which graph transformation is based. They have a precise formal
semantics. In opposition to KM3 and the definitions given in section 2, there
is no explicit metametamodel: type graphs are not themselves typed.

– sNets. sNets [19] are one of our past experiments. We have learnt much
from them and KM3 is based on this knowledge. One difference with KM3
is that there is an explicit representation of μ in the sNet metametamodel.
However this may lead to using hypergraphs to provide a complete general
solution, with possible strong constraints on implementation overhead.

6 Conclusions

In this paper we have proposed a metamodel definition language. We have seen
other possibilities of DSLs for performing such tasks like XMI or Emfatic. Each
DSL has some specificities, some advantages and drawbacks. For Emfatic for
example, the projection to Java is an important feature; for XMI, the possibil-
ity to take into account terminal models as well as metamodels is an essential
property.
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The KM3 language is intended to be a lightweight textual metamodel def-
inition language allowing easy creation and modification of metamodels. The
metamodels expressed in KM3 have good readibility properties. The formalism
is sufficiently rich to support essential information. Additional information can
be expressed as metadata pragmas not described here. Metamodels expressed in
KM3 may be easily converted to/from other notations like Emfatic or XMI.

Among the properties of KM3 is the possibility to use it for the definition of
non-MOF based models. KM3 has also been designed to cross technical spaces.

The contribution of this paper is a clean semantics for a metamodel definition
language. To the best of our knowledge, such a definition has not been proposed
for such a language. As a side effect of this work, we have been able to give
a precise and original definition of a model, in the context of multiple techni-
cal spaces. All the tools currently available in the ATLAS Model Management
Platform [15] are completely based on this operational definition.
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