
The knowledge discovery and data mining
(KDD) field draws on findings from statis-
tics, databases, and artificial intelligence to
construct tools that let users gain insight from
massive data sets. People in business, sci-
ence, medicine, academia, and government 
collect such data sets, and several commer-
cial packages now offer general-purpose
KDD tools. 

An important KDD goal is to “turn data
into knowledge.” For example, knowledge
acquired through such methods on a med-
ical database could be published in a med-
ical journal. Knowledge acquired from
analyzing a financial or marketing database
could revise business practice and influ-
ence a management school’s curriculum. In
addition, some US laws require reasons for

rejecting a loan application, which knowl-
edge from the KDD could provide. Occa-
sionally, however, you must explain the
learned decision criteria to a court, as in the
recent lawsuit Blue Mountain filed against
Microsoft for a mail filter that classified
electronic greeting cards as spam mail.1 In
one early KDD success story, Robert Evans
and Doug Fisher analyzed data from a
printing press, found conditions under
which the press failed, and identified rules
to avoid these failures.2

Unfortunately, for every insightful nugget
we find, there are many more obvious or
trivial rules (such as “unemployed people
don’t earn income from work”3). Perhaps
more troubling is that some rules are coun-
terintuitive. For example, in screening for
Alzheimer’s disease, we found the follow-
ing counterintuitive rule: “If the years of
education of the patient is greater than 5
andthe patient does not know the date and
the patient does not know the name of a
nearby street,thenthe patient is normal.”4
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This issue of Intelligent Systems, along with the Nov./Dec. 1999 issue, features arti-
cles on the topic of knowledge discovery in data (KDD). In this installment of Trends
and Controveries, Michael Pazzani, chair of UC Irvine’s Information and Computer
Science Department, boldly challenges the KDD community to examine whether or
not their work is really living up to its name: helping people discover new knowledge.
As a prominent practitioner in the field, he is critiquing his own work as well as that of
others. Not content to just point out the problem, Pazzani suggests a new direction:
researchers should draw on cognitive psychology for insight about how to create tools
to help design knowledge-discovery systems.

—Marti Hearst

KDD assumptions
The field of KDD contains far too many assumptions about what

system users desire. It is time to question these assumptions and
mount a research program that studies these issues. One common
assumption is that users like some representations more than others.
Unfortunately, there is a conflicting set of claims in the literature as
to which format is easier to understand. Most assume that symbolic
representations such as trees and rules are more comprehensible than
alternatives such as neural networks, nearest-neighbor models, or
logistic regression.1 William Cohen argues for rule-based mail-filter-
ing profiles.2 Some have reported that simple Bayesian classifiers
are more understandable,3 although others argue for Bayesian net-
works.4 Brian Ripley finds more insight in projection pursuit regres-
sion than decision trees.5 Brian Gaines argues that “exception directed
acyclic graphs”are more understandable than trees,6 while Pat Lang-
ley argues for condensed determinations.7 Richard Shiffman has
proposed a decision table format for the representation of medical
guidelines.8

An examination of any of the popular texts reveals that none have

chapters devoted to making sure that knowledge is novel, useful, and
understandable. While some KDD papers cover these topics, most con-
tain unfounded assumptions about “comprehensibility” or “interesting-
ness.” For example, Roberto Bayardo and Rakesh Agrawal have a paper
titled, “Mining the Most Interesting Rules.”9 However, on closer exam-
ination, the title “Mining Optimized Rules under Partial Orders” would
be more appropriate, because the paper presents an impressive, efficient
algorithm for searching the space of association rules with a variety of
metrics that involve the confidence or support of association rules. The
paper does not show that any of these metrics correlates with user judg-
ments of what is interesting. 

Aram Karalic’s paper, “Producing More Comprehensible Models
while Retaining Their Performance”10 might just as well be titled,
“Producing Smaller Models while Retaining Their Performance.” It
describes the use of the minimum description length principle to learn
shorter rules. There has been no study that shows that people find
smaller models more comprehensible or that the size of a model is the
only factor that affects its comprehensibility. 



MARCH/APRIL 2000 11

We would usually associate the
behaviors in the precondition with
an impairment of memory, yet the
conclusion was that of normal
memory. My experience has been
that finding counterintuitive results
is not unusual in practice, yet it is
rarely mentioned in literature.

Is this knowledge, and is it
useful?

KDD papers usually focus on
how the authors acquired the knowl-
edge. The few authors who system-
atically discuss what knowledge
they found make comments such as
“This rule is puzzling as it would be
expected that a positive test for chro-
mosome aberration would be a test for car-
cinogenesis,not a negative test.”5 JohnMajor
and John Mangano examined rules mined
from a hurricane data set,and of the 161
rules,they found 10 “genuinely interesting”
rules.6

Most published papers also concern the
development of new algorithms or the chal-
lenges of scaling existing algorithms to
larger data sets. That is,although KDD is
defined as “the process of identifying valid,
novel,useful,and understandable patterns
in data,”7 most literature is about validity
and process and very little is about novelty,
utility, and understandability. Although
there are a few papers on these topics in
KDD or related conferences,most contain
assumptions about comprehensibility or

interestingness that have never been tested
(see the “KDD assumptions”sidebar). Our
only evidence comes from the authors’ and
collaborators’ intuitions. As Brian Gaines
reports,“Psychological studies of the nature
of comprehensibility of knowledge struc-
tures are necessary to give substance to the
intuitions.”8

Meeting user demands
Familiarity with a representation system

is at least one determinant of the representa-
tion’s ease of use. Why else would the US
stick with the old imperial measurement
system instead of the metric system? Rather
than ask which is the better representation,
we should ask whether there are visualiza-
tion tools or variations within a particular

representation system that might be
more acceptable to users. Several
KDD packages offer means to visu-
alize representations,9 but none
have shown that users prefer such
visualization tools over textual rep-
resentations. Furthermore, it’s not
clear whether 3D visualizations of
learned models provide benefits
over 2D visualizations.10

Another possibility is alternative
models within a representation sys-
tem,offering a particular model
that is more acceptable to users.
After all, it’s rarely the case that
there is one decision tree, rule set,
linear model,or Bayesian network
that jumps out as much better than

all alternatives in fitting the data. Perhaps
we can use secondary criteria such as com-
prehensibility and interest to select among
alternative models that are statistically
indistinguishable. 

KDD texts and tutorials stress that it is a
process in which someone familiar with
data mining interacts with a domain expert.
Together, they help determine which prob-
lems are interesting and important. We use
feedback on whether the domain expert
finds the solution acceptable to adjust the
data’s format (such as by adding or delet-
ing variables) or the learning algorithm’s
parameters (such as the significance level
of the overfitting avoidance method) until
we find an acceptable solution. Because
our algorithms do not have parameters for
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novelty, utility, and understandability, we
must adjust the available parameters with
indirect control over these criteria until we
satisfy the domain expert. If we knew more
about the factors that affect user acceptance
of learned models,instead of generating
alternatives and testing them for these cri-
teria, we could bias the search toward mod-
els that meet these criteria.

The need for cognitive psychology
It’s time for KDD to draw on cognitive

psychology in addition to databases,statis-
tics,and artif icial intelligence. By taking
the human cognitive processes into account,
we might be able to increase the usefulness
of KDD systems. After all, people’s percep-
tions of novelty, utility, and understandabil-
ity ultimately determine the acceptance of
data mining. Figure 1 illustrates how these
four fields combine to form KDD. People
have been learning representations of the
environment for millennia and have been
using these learned category models to
guide decision-making. Psychological
investigation has revealed factors that sim-
plify the learning, understanding, and com-
munication of category information. I am
not necessarily suggesting that our KDD
systems emulate the way people learn from
data. After all, people have difficulty find-
ing subtle patterns in terabytes of shopping
data. However, the knowledge KDD sys-
tems acquire should be integrated into the
knowledge of the cashier, store manager,
and marketing director. 

Therefore, the biases of human learners are
relevant to the acceptance of knowledge ac-
quired through data mining, and KDD sys-
tems could benefit from incorporating some
of the human learning biases we discuss in
the following subsections. There is rich litera-
ture on human learning and category repre-

sentation,and other findings are undoubtedly
relevant to KDD. Furthermore, KDD can
benefit from using cognitive psychology
methodologies by systematically varying
aspects of the KDD system and measuring
the effects of these manipulations on the
acceptability of learned models to users.11

Consistency with pr ior knowledge. A
series of findings has shown that people pre-
fer a model consistent with prior knowledge
when more than one model is consistent with
the data.12 For example, prior knowledge
might tell us that people buy more furniture,
draperies,and other household goods after
changing residences. However, the data
might tell us that expenditures of such goods
in a household increases by 160% in the first
six weeks after moving. This more specific
fact is much more valuable than the general
knowledge for marketing purposes. Without
such a general piece of knowledge, we might
have instead noticed that expenditures in gen-
eral on these items increase 8% in August and
September (because more people move in the
summer than other times of year). A market-
ing director could use the more specific
knowledge to recommend a promotion tar-
geted at new homebuyers—the latter knowl-
edge would only support a seasonal sale.

Occasionally you hear anecdotes about
finding “nuggets,” such as an increase in
credit purchases of expensive items,such as
Rolex watches,preceded by a credit card
gasoline purchase at an automated pump,
might be a sign that someone is fraudulently
using the card. The explanation is that the
gasoline purchase provides an easy and
anonymous way of determining if the credit
card is valid, and the expensive items can
easily be sold for cash. However, a person,
not the KDD system,created this post hoc
explanation. Most KDD systems learn a

single concept or set of associations and do
not attempt to update a knowledge base that
contains a network of interrelated concepts.
The experts who are expected to gain insight
from such systems by definition have a con-
siderable amount of knowledge about the
field. Studying how people assimilate new
knowledge could help us design better KDD
systems. 

Consistent contrast. People prefer cate-
gory representations that define contrasting
categories with different values on the
same attributes.13,14For example, carni-
vores have sharp teeth and a short distance
from eye to eye; herbivores have flat teeth
and their eyes are further apart. However,
machine-learning algorithms such as deci-
sion trees do not have this bias. For exam-
ple, decision trees typically use different
tests on different subtrees.

Global biases. There is some evidence that
people prefer a category description in which
each attribute value in the description is
individually predictive of that category.4

Tree and rule learning systems partition the
data as learning progresses.A variable value
correlated with one category in a partition
might be inversely correlated with the same
category on the entire database. This is the
source of counterintuitive rules in which
being forgetful is used as evidence against
dementia. This expressive power of trees
and rules is rarely needed and reduces the
acceptability of learning models.

There is no question that today’s KDD
tools provide value to organizations that
collect and analyze their data. We expect
more from knowledge discovery tools than
simply creating accurate models as in
machine learning, statistics,and pattern
recognition. We can fully realize the bene-
fits of data mining by paying attention to
the cognitive factors that make the result-
ing models coherent,credible, easy to use,
and easy to communicate to others. 
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Figure 1. KDD should combine cognitive psychology with artificial intelligence, databases, and statistics to create mod-
els that people find insightful.
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JAN/FEB — Top 10 Algorithms of the Millennium
Jack Dongarra, dongarra@cs.utk.edu, University of Tennessee, and 
Francis Sullivan, fran@super.org, IDA Center for Computing Sciences 
The 10 algorithms that have had the largest influence on the development and
practice of science and engineering in the 20th century (also the challenges facing us
in the 21st century).

MAR/APR — ASCI Centers
Robert Voigt, rvoigt@compsci.wm.edu, and Merrell Patrick, mpatr@concentric.net 
Status report on the five university Centers of Excellence funded in 1997 along with
their accomplishments.

MAY/JUN — Earth Systems Science
John Rundle, rundle@hopfield.colorado.edu, Colorado Center for Chaos and Complexity 
The articles featured in this special issue will document the progress being made in
modeling and simulating the earth as a planet.

JUL/AUG — Computing in Medicine
Martin S. Weinhous, weinhous@radonc.ccf.org, Cleveland Clinic, and 
Joseph M. Rosen, joseph.m.rosen@hitchcock.org
In medicine, computational methods have let us predict the outcomes of our
procedures through mathematical simulation methods. Modeling the human body
remains a challenge for computational mathematics.

SEP/OCT — Computational Chemistry
Donald G. Truhlar, truhlar@chem.umn.edu, University of Minnesota, and 
B. Vincent McKoy, mckoy@its.caltech.edu, California Institute of Technology
Overviews of the state of the art in diverse areas of computational chemistry with an
emphasis on the computational science aspects.

NOV/DEC — Materials Science
Rajiv Kalia, kalia@bit.csc.lsu.edu, Louisiana State University
This issue will focus on the impact of multiscale materials simulations, parallel
algorithms and architectures, and immersive and interactive virtual environments on
experimental efforts to design novel materials.
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