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Abstract

Deep learning relies on the availability of a large cor-

pus of data (labeled or unlabeled). Thus, one challenging

unsettled question is: how to train a deep network on a rela-

tively small dataset? To tackle this question, we propose an

evolution-inspired training approach to boost performance

on relatively small datasets. The knowledge evolution (KE)

approach splits a deep network into two hypotheses: the fit-

hypothesis and the reset-hypothesis. We iteratively evolve

the knowledge inside the fit-hypothesis by perturbing the

reset-hypothesis for multiple generations. This approach

not only boosts performance, but also learns a slim network

with a smaller inference cost. KE integrates seamlessly with

both vanilla and residual convolutional networks. KE re-

duces both overfitting and the burden for data collection.

We evaluate KE on various network architectures and

loss functions. We evaluate KE using relatively small

datasets (e.g., CUB-200) and randomly initialized deep net-

works. KE achieves an absolute 21% improvement margin

on a state-of-the-art baseline. This performance improve-

ment is accompanied by a relative 73% reduction in infer-

ence cost. KE achieves state-of-the-art results on classifi-

cation and metric learning benchmarks. Code available at

http://bit.ly/3uLgwYb

1. Introduction

Gene transfer is the transfer of genetic information from

a parent to its offspring. Genes encode genetic instructions

(knowledge) from ancestors to descendants. The ancestors

do not necessarily have better knowledge; yet, the evolution

of knowledge across generations promotes a better learn-

ing curve for the descendants. In this paper, we strive to

replicate this process for deep networks. We encapsulate

a deep network’s knowledge inside a subnetwork, dubbed

the fit-hypothesis H△. Then, we pass the fit-hypothesis’s

knowledge from a parent network to its offspring (next deep

network generation). We repeat this process iteratively and

demonstrate a significant performance improvement in the

descendant networks as shown in Fig. 1.
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Figure 1. Classification performance on Flower-102 (FLW) and

CUB-200 (CUB) datasets trained on a randomly initialized

ResNet18. The horizontal dashed-lines denote a SOTA cross-

entropy (CE) baseline [58]. The marked-curves show our ap-

proach (KE) performance across generations. The 100th genera-

tion KE-N100 achieves absolute 21% and 5% improvement mar-

gins over the Flower-102 and CUB-200 baselines, respectively.

The lottery ticket literature [8, 62, 34, 42, 10] regards

a dense network as a set of hypotheses (subnetworks).

Zhou et al. [62] propose a sampling-based approach, while

Ramanujan et al. [42] propose an optimization-based ap-

proach, to identify the best randomly-initialized hypothe-

sis. This hypothesis may be called the lottery ticket, but it

is still limited by its random initialization. In this paper, we

pick a random hypothesis, with inferior performance, and

iteratively evolve its knowledge.

The main contribution of this paper is an evolution-

inspired training approach. To evolve knowledge inside a

deep network, we split the network into two hypotheses

(subnetworks): the fit-hypothesis H△ and the reset hypoth-

esis H▽ as shown in Fig. 2. We evolve the knowledge inside

H△ by re-training the network for multiple generations.

For every new generation, we perturb the weights inside

H▽ to encourage the H△ to learn an independent repre-

sentation. This knowledge evolution approach boosts per-

formance on relatively small datasets and promotes a better

learning curve for descendant networks. Our intuitions are

presented in Sec. 3.3 and empirically validated in Sec. 5.
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Figure 2. A split network illustration using a toy residual network. (Left) A convolutional filter F with Ci = 3 input, Co = 4 output

channels, and 2D kernels (e.g., π ∈ R3×3). (Center-Right) A toy residual network N with a three-channel input (e.g., RGB image) and a

five-logit output (C = 5). GAP denotes a global average pooling layer while
⊕

denotes the add operation. We split N into a fit-hypothesis

H△ (dark-blue) and a reset-hypothesis H▽ (light-gray). The fit-hypothesis H△ is a slim network that can be extracted from the dense

network N to perform inference efficiently. The paper appendix shows the dimensions of a fit-hypothesis in the ResNet18 architecture.

The knowledge evolution (KE) approach requires

network-splitting. If we split the weights of a neural net-

work into two hypotheses (H△ and H▽) randomly, KE

will boost performance. This emphasizes the generality

of our approach. Furthermore, we propose a kernel-level

convolutional-aware splitting (KELS) technique to reduce

inference cost. KELS is a splitting technique tailored for

convolutional neural networks (CNNs). KELS splits a CNN

such that the fit-hypothesis H△ is a slim independent net-

work with a smaller inference cost as shown in Fig. 2. The

KELS technique supports both vanilla CNNs (AlexNet and

VGG) and modern residual networks.

KE supports various network architectures and loss func-

tions. KE integrates seamlessly with other regularization

techniques (e.g., label smoothing). While KE increases the

training time, the KELS technique reduces the inference

cost significantly. Most importantly, KE mitigates over-

fitting on relatively small datasets, which in turn reduces

the burden for data collection. Our community takes natu-

ral images for granted because they are available publicly.

However, for certain applications, such as autonomous nav-

igation and medical imaging, the data collection process is

expensive even when labeling is not required.

In summary, the key contributions of this paper are:

1. A training approach, knowledge evolution (KE), that

boosts the performance of deep networks on relatively

small datasets (Sec. 3.1). We evaluate KE using both

classification (Sec. 4.1) and metric learning (Sec. 4.2)

tasks. KE achieves SOTA results.

2. A network splitting technique, KELS, which learns a

slim network automatically while training a deep net-

work (Sec. 3.2). KELS supports a large spectrum of

CNNs and introduces neither hyperparameters nor reg-

ularization terms. Our ablation studies (Sec. 5) demon-

strate how KELS reduces inference cost significantly.

2. Related Work

This section compares knowledge evolution (KE) with

two prominent training approaches: Born-Again Networks

(BANs) [9] and Dense-Sparse-Dense (DSD) [14]. In the

paper appendix, we compare KELS with the pruning litera-

ture [26, 16, 15, 13, 27, 54, 61, 31, 29, 57, 21]

DSD [14] starts with a dense-phase to learn connections’

weights and importance. Then, the sparse-phase prunes the

unimportant connections and resumes training given a spar-

sity constraint. The final dense-phase removes the sparsity

constraint, re-initializes the pruned connections, and trains

the entire dense network. KE differs from DSD in multiple

ways: (1) DSD masks (prunes) individual weights, while

KE masks complete convolution kernels. Thus, DSD deliv-

ers dense networks, while KE delivers both dense and slim

networks. (2) KE introduces the idea of a fit-hypothesis

to encapsulate a network’s knowledge and to evolve this

knowledge across generations.

BANs [9] is a knowledge-distillation based approach.

Similar to KE, BANs trains the same architecture iteratively.

However, to transfer knowledge between successive net-

works, BANs uses the class-logits distribution, while KE

uses the networks’ weights. This explains why BANs uses

the teacher-student terminology while KE uses the parent-

sibling terminology. This difference is important because

(1) training a teacher network, which teaches future stu-

dents, requires a large corpus of data (labeled or not). In

contrast, KE acknowledges the deficiency of a parent net-

work trained on a small dataset; (2) BANs randomly initial-

izes student networks while KE leverages the knowledge of

a parent network to initialize the next generation.

We distance our work from neural architecture search

(NAS) literature [63, 28] such as Neural Rejuvenation [40]

and MorphNet [11]. We assume the network’s connections

and the number of parameters are fixed.
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3. Knowledge Evolution

In this section, we present (1) the knowledge evolu-

tion (KE) approach (Sec. 3.1), (2) various network-splitting

techniques (Sec. 3.2), (3) intuitions behind KE (Sec. 3.3),

and (4) how we evaluate KE (Sec. 3.4).

3.1. The Knowledge Evolution Training Approach

We first introduce our notation. We assume a deep net-

work N with L layers. The network N has convolutional

filters F , batch norm Z, and fully connected layers with

weight W , bias B terms.

The Knowledge evolution (KE) approach starts by con-

ceptually splitting the deep network N into two exclusive

hypotheses (subnetworks): the fit-hypothesis H△ and the

reset-hypothesis H▽ as shown in Fig. 2. These hypothe-

ses are outlined by a binary mask M ; 1 for H△ and 0 for

H▽, i.e., H△ = MN and H▽ = (1 −M)N . We present

various splitting techniques in Sec. 3.2. After outlining the

hypotheses, the network N is initialized randomly, i.e., both

H△ and H▽ are initialized randomly. We train N for e

epochs and refer to the trained network as the first genera-

tion N1, where H
△
1 = MN1 and H▽

1 = (1−M)N1.

To learn a better network (the next generation), we (1)

re-initialize the network N using H
△
1 , then (2) re-train N

to learn N2. First, the network N is re-initialized using the

convolutional filters F and weights W in the fit-hypothesis

H
△
1 from N1, while the rest of the network (H▽) is initial-

ized randomly. Formally, we re-initialize each layer l, using

Hadamard product, as follows

Fl = MlFl + (1−Ml)F
r
l , (1)

where Fl is a convolutional filter at layer l, Ml is the corre-

sponding binary mask and F r
l is a randomly initialized ten-

sor. These three tensors (Fl, F
r
l , and Ml) have the same size

(∈ RCo×κ×κ×Ci ). F r
l is initialized using the default initial-

ization distribution. For example, PyTorch uses Kaiming

uniform [18] for convolution layers.

Similarly, we re-initialize the weight Wl and bias Bl

through their corresponding binary masks. Modern archi-

tectures have bias terms in the single last fully connected

layer only (B ∈ RC). Thus, for these architectures, all

bias terms belong to the fit-hypothesis, i.e., B ⊂ H△. We

transfer the learned batch norm Z across generations with-

out randomization.

After re-initialization, we re-train N for e epochs to

learn the second generation N2. To learn better networks,

we repeatedly re-initialize and re-train N for g genera-

tions. Basically, we transfer knowledge (convolutional fil-

ters and weights) from one generation to the next through

the fit-hypothesis H△. It is important to note that (1)

the contribution of a network-generation ends immediately-

after initializing the next generation, i.e., each generation

1 1 0

1 0
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0 0 0

1

0

0

0
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Figure 3. The KELS technique for CNNs. Given a split-rate sr and

a convolutional filter Fl at a layer l, the binary split-mask Ml out-

lines the first ⌈sr × Ci⌉ kernels inside the first ⌈sr × Co⌉ filters.

In this example, Co = Ci = 4 and sr = 0.5. Through KELS,

the binary mask M outlines the fit-hypothesis H△ such that it is

a slim network inside a dense network. The slim network H△ is

equivalent to a dense network with (1− s2r) sparsity.

is trained independently, (2) After training a new genera-

tion, the weights inside both hypotheses change, i.e., H
△
1 6=

H
△
2 and H▽

1 6= H▽

2 , and (3) all network generations are

trained using the exact hyperparameters, i.e., same number

of epochs, optimizer, learning rate scheduler, etc.

3.2. SplitNetworks

KE requires network-splitting. We support KE with two

splitting techniques: (1) a simple technique to highlight the

generality of KE, and (2) an efficient technique for CNNs.

The simple technique is the weight-level splitting

(WELS) technique. For every layer l, a binary mask Ml

splits l into two exclusive parts: the fit-hypothesis H△ and

the reset-hypothesis H▽. Given a split-rate 0 < sr < 1,

we randomly split the weights Wl ∈ R|Wl| using the mask

Ml ∈ {0, 1}
|Wl|, where |Wl| is the number of weights in-

side layer l and sum(Ml) = sr × |Wl|. The WELS tech-

nique supports a large spectrum of layers – fully connected,

convolution, recurrent, and graph convolution. This high-

lights the generality of KE.

Through WELS, KE boosts the network performance

across generations. However, WELS does not benefit from

the connectivity of CNNs. Thus, we propose a splitting

technique that not only boosts performance but also reduces

inference cost for relatively small datasets. We leverage the

CNNs’ connectivity and outline the fit-hypothesis H△ such

that it is a slim (pruned) network as shown in Fig. 2. In-

stead of masking individual weights, we mask kernels, i.e.,

kernel-level convolutional-aware splitting (KELS) tech-

nique. Given a split-rate sr and a convolutional filter Fl ∈
RCo×κ×κ×Ci , KELS outlines the fit-hypothesis to include

the first ⌈sr × Ci⌉ kernels inside the first ⌈sr × Co⌉ filters

as shown in Fig. 3. KELS guarantees matching dimensions

between consequence convolutional filters. Thus, KELS

integrates seamlessly in both vanilla CNNs (AlexNet and

VGG) and modern architectures with residual links.

For relatively small datasets, the performance of the slim

fit-hypothesis H△ reaches the performance of the dense
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Algorithm 1: The KE training approach splits a

dense network N , with L layers, into fit and reset

hypotheses using a split-rate sr and a binary mask

M . Then, KE trains N for g generations. The net-

work N has convolutional filters F , weight W , bias

B, and batch norm Z. We assume a single fully

connected layer for simplicity.

Result: Both a dense network Ng and a slim

network H△
g outlined by the split mask M

/* Set the split masks M for conv and FC layers

once and for all. */

1 for layer l to L do

2 if is conv(l) then

3 Co, κ, , Ci = Fl.shape;

4 Ml = zeros((Co, κ, κ, Ci));

5 if Ci == 3 then

6 Ml[: Co × sr, :, :, :] = 1 ; // First conv

7 else

8 Ml[: Co × sr, :, :, : Ci × sr] = 1;

9 end

10 else if is fc(l) then

11 Co, Ci = Wl.shape; // Co=C

12 Ml = zeros((Co, Ci));

13 Ml[:, : Ci × sr] = 1;

14 end

15 end

16 W,B,Z, F are initialized randomly;

17 for generation i to g do

18 Ni ← Train N for e epochs; // Learn W,B,Z,F

19 for layer l to L do

20 if is conv(l) then

21 F r
l = rand(Fl.shape);

22 Fl = MlFl + (1−Ml)F
r
l ;

23 else if is fc(l) then

24 W r
l = rand(Wl.shape);

25 Wl = MlWl + (1−Ml)W
r
l ;

26 end

27 end

28 end

network N . In these cases, H△ not only delivers the dense

network’s performance but also reduces the inference cost.

Through KELS, the slim H△ runs on general purpose hard-

ware, i.e., neither sparse BLAS libraries nor specialized

hardware [12] is required. Given a split rate sr, KELS deliv-

ers a slim H△ that is equivalent to a dense network N with

approximately (1 − s2r) sparsity. It is approximate because

the network’s end-points have sr sparsity. The first convo-

lutional layer operates on all input channels (e.g., RGB) and

fully connected layers have sr sparsity. Algorithm 1 sum-

marizes KE while applying the KELS technique.

DropoutSplit-Nets

Figure 4. Split-Nets vs Dropout: The reset-hypothesis H▽ and

dead neurons are highlighted in gray, while the fit-hypothesis H△

and “alive” neurons are highlighted in blue.

Res-NetsSplit-Nets

identity

Figure 5. Split-Nets vs Res-Nets: Res-Nets split a network into

an identity shortcut (blue) and a residual subnetwork R(x). Split-

Nets split a network into a fit-hypothesis H△ (blue) and a reset-

hypothesis H▽. By splitting a network into two branches, Res-

Net and Split-Net enable a zero-mapping in one of these branches

(R(x) and H▽) while keeping the network’s depth intact.

3.3. Knowledge Evolution Intuitions

To understand KE, we give two complementary intu-

itions. These intuitions do not require the KELS technique.

We use KELS for visualization purpose only (e.g., Fig. 4).

We empirically validate these intuitions in Sec. 5.

Intuition #1: Dropout

Dropout [45] randomly drops neurons during training

as shown in Fig. 4. This encourages neurons to rely

less on each other and to learn independent representa-

tions [5]. In KE, we drop the reset-hypothesis H▽ during

re-initialization by randomly initializing H▽ before every

generation. This encourages H△ to rely less on H▽ and to

learn an independent representation. We validate this intu-

ition by evaluating the performance of the slim H△ across

generations. We observe that the performance of H△ in-

creases as the number of generations increases.

Intuition #2: Residual Network

Res-Nets set the default mapping, between consecutive lay-

ers, to the identity as shown in Fig. 5. Yet, from a differ-

ent perspective, Res-Nets enable a zero-mapping in some

subnetworks (residual links) without limiting the network’s

capacity [51, 55]. Similarly, KE enables a zero-mapping in

the reset-hypothesis H▽ by re-using the fit-hypothesis H△

across generations. After the first generation N1, H△ is al-

ways closer to convergence compared to H▽ that contains

random values. Thus, KE encourages new generations to

evolve the previous-generations’ knowledge inside the fit-

hypothesis H△ and suppress H▽.

We validate this intuition by measuring the mean abso-

lute value inside both hypotheses. We observe that H△ and

H▽ have comparable mean values at the first generation N1.
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Figure 6. Triplet loss tuple (anchor, positive, negative) and margin

m. The (h)ard, (s)emi-hard, and (e)asy negatives are highlighted

in black, gray, and white, respectively.

However, as the number of generations increases, the mean

absolute value inside H△ increases and H▽ decreases. This

supports our claim that KE promotes a zero-mapping inside

the reset-hypothesis H▽.

Please note that Split-Nets have one degree of freedom

that Res-Nets omit. Through the split-rate sr, we control

the size of the fit and reset hypotheses (H△ and H▽). If the

training data is abundant, a large split-rate is better where

a Split-Net reverts into a dense Res-Net. However, for rel-

atively small datasets, a small split-rate sr significantly re-

duces the inference cost while improving performance. In

the paper appendix, we elaborate more on both intuitions.

3.4. Evaluation Tasks

We evaluate KE using two supervised tasks: (1) classi-

fication and (2) metric learning. The performance of deep

networks on small datasets is studied extensively using the

classification task [48, 38, 7, 3, 35, 56, 59, 60, 58]. Thus, the

classification task provides a rigorous performance bench-

mark. The metric learning evaluation highlights the flexibil-

ity of our approach and shows the generality of KE beyond

mainstream literature that requires class logits.

We benchmark KE using both the cross-entropy and the

triplet loss. We use these loss functions because most su-

pervised tasks employ one of them.

Cross-Entropy (CE) Loss: We denote x ∈ X as an input

and y ∈ Y = {1, ...,C} as its ground-truth label. For a

classification network N , CE is defined as follows

CE(x,y) = − log
exp (N(x; y))

∑C

i=1 exp (N(x; i))
, (2)

where N(x; y) denotes the output logit for class y given x.

Triplet Loss: A metric learning network learns an embed-

ding where samples from the same class are close together,

while samples from different classes are far apart. To train

a metric learning network, we leverage triplet loss for its

simplicity and efficiency. Triplet loss is defined as follows

TL(a,p,n)∈T = [(Da,p −Da,n +m)]+, (3)

where [•]+ = max (0, •), m is the margin between classes.

Dx1,x2
= D(N(x1), N(x2)); N(•) and D(, ) are the net-

work’s output-embedding and Euclidean distance, respec-

Table 1. Statistics of five classification datasets and their corre-

sponding train, validation, and test splits.

C Trn Val Tst Total

Flower-102 [36] 102 1020 1020 6149 8189

CUB-200 [52] 200 5994 N/A 5794 11788

Aircraft [33] 100 3334 3333 3333 10000

MIT67 [41] 67 5360 N/A 1340 6700

Stanford-Dogs [24] 120 12000 N/A 8580 20580

tively. In Eq. 3, a, p, and n are the anchor, positive, and

negative images in a triplet (a, p, n) from the triplets set T .

The performance of triplet loss relies heavily on the sam-

pling strategy. Since we train randomly initialized net-

works, we leverage the semi-hard sampling strategy for its

stability [43, 49]. In semi-hard negative sampling, instead

of picking the hardest positive-negative samples, all anchor-

positive pairs and their corresponding semi-hard negatives

are considered. Semi-hard negatives are further away from

the anchor than the positive exemplar yet within the banned

margin m as shown in Fig. 6. Semi-hard negatives (n) sat-

isfy Eq. 4

Da,p < Da,n < Da,p +m. (4)

4. Experiments

In this section, we evaluate KE using classification and

metric learning tasks.

4.1. Knowledge Evolution on Classification

Datasets: We evaluate KE using five datasets: Flower-

102 [36], CUB-200-2011 [52], FGVC-Aircraft [33],

MIT67 [41], and Stanford-Dogs [24]. Table 1 summarizes

the datasets’ statistics.

Technical Details: We evaluate KE using two architec-

tures: ResNet18 [19, 20] and DenseNet169 [22]. These

architectures demonstrate the efficiency of KE on modern

architectures. All networks are initialized randomly and op-

timized by stochastic gradient descent (SGD) with momen-

tum 0.9 and weight decay 1e-4. We use cosine learning rate

decay [30] with an initial learning rate lr = 0.256. We use

batch size b = 32 and train N for e = 200 epochs. We use

the standard data augmentation technique, i.e., flipping and

random cropping. For simplicity, we use the same training

settings (lr, b, e) for all generations. We report the network

accuracy at the last training epoch, i.e., no early stopping.

Baselines: We benchmark KE using the cross-entropy

(CE), label-smoothing (Smth) regularizer [35, 48],

RePr [39], CS-KD [58], AdaCos [60], Dense-Sparse-

Dense (DSD) [14], and Born Again Networks (BANs) [9]

introduced in Sec. 2:

• DSD determines the duration of each training phase

(# epochs) using the loss-convergence criterion. For

small datasets, the loss converges rapidly to zero and
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Table 2. Quantitative classification evaluation (Top-1 ↑) using

ResNet18 with KELS. Ng denotes the performance of the gth net-

work generation. The first generation N1 is both a baseline and a

starting point for KE. As the number of generations increases, KE

boosts performance.

Method Flower CUB Aircraft MIT Dog

CE + AdaCos 55.45 62.48 57.06 56.25 65.34

CE + RePr 41.90 42.88 39.43 46.94 50.39

CE + DSD 51.39 53.00 57.24 53.21 63.58

CE + BANs-N10 48.53 53.71 53.19 55.65 64.16

CE (N1) 48.48 53.57 51.28 55.28 63.83

CE + KE-N3 (ours) 52.53 56.73 52.53 57.44 64.28

CE + KE-N10 (ours) 56.15 58.11 53.21 58.33 64.56

Smth (N1) 50.97 59.75 55.00 57.74 65.95

Smth + KE-N3 (ours) 56.87 62.88 57.47 58.78 66.91

Smth + KE-N10 (ours) 62.56 66.85 60.03 60.42 67.06

CS-KD (N1) 55.10 67.71 58.15 57.37 69.60

CS-KD + KE-N3 (ours) 61.74 71.63 59.97 58.41 70.62

CS-KD + KE-N10 (ours) 69.88 73.39 59.08 57.96 70.81

some datasets do not have validation splits (see Ta-

ble 1). So, we use e = 200, e = 100, and e = 100
epochs for the dense, sparse, dense phases, respec-

tively. We prune each layer to the default 30% sparsity.

• AdaCos maximizes the inter-class angular margin by

dynamically scaling the cosine similarities between

training samples and their corresponding class center.

Thus, AdaCos is a hyperparameter-free feature embed-

ding regularizer.

• CS-KD is a knowledge distillation inspired approach

that achieves state-of-the-art performance on small

datasets. It distills the logits distribution between dif-

ferent samples from the same class. Thus, it mitigates

overconfident predictions and reduces intra-class vari-

ations. We set CS-KD’s hyperparameters T = 4 and

λcls = 3 in all experiments.

• RePr is similar to DSD, but instead of pruning

weights, RePr prunes redundant convolutional filters.

Prakash et al. [39] recommend repeating the dense-

sparse-dense phases three times. Since we train N

for e = 200 epochs, we set RePr’s hyperparameters

S1 = 50 and S2 = 10. We use the default sparsity

rate (prune rate) p = 30%.

Results: Tables 2 and 3 present quantitative classification

evaluation using ResNet18 and DenseNet169, respectively.

For ResNet18, we use a split-rate sr = 0.8 and KELS, i.e.,

≈ 36% sparsity. For DenseNet169, we use sr = 0.7 and

WELS, i.e., 30% sparsity. We report the performance of

the dense network N because all baselines learn dense net-

works. In Sec. 5, we report the slim fit-hypothesis H△

performance and inference cost. Tables 2 and 3 present

the performance of the first generation (N1) as a baseline,

the third generation (N3) as the short-term benefit, and the

tenth-generation (N10) as the long-term benefit of KE.

A deeper network achieves higher accuracy when pre-

sented with enough training data. However, if the train-

Table 3. Quantitative evaluation using DenseNet169 with WELS.

Method Flower CUB Aircraft MIT Dog

CE + AdaCos 49.96 62.20 56.15 50.89 65.33

CE + RePr 39.75 47.01 36.04 49.77 55.63

CE + DSD 48.85 56.11 53.66 58.31 65.76

CE + BANs-N10 44.92 57.30 52.56 57.66 65.49

CE (N1) 45.85 55.16 51.73 56.62 64.82

CE + KE-N3 (ours) 52.44 57.75 56.70 59.67 67.06

CE + KE-N10 (ours) 60.15 58.01 59.73 58.71 67.75

Smth (N1) 46.34 59.93 57.74 57.81 65.12

Smth + KE-N3 (ours) 55.46 62.53 62.86 60.27 68.21

Smth + KE-N10 (ours) 64.18 61.34 65.86 59.75 67.46

CS-KD (N1) 46.97 67.32 58.87 56.62 69.83

CS-KD + KE-N3 (ours) 59.36 69.77 59.91 59.00 71.70

CS-KD + KE-N10 (ours) 65.27 70.36 61.22 57.44 70.72

ing data is scarce, a deeper network becomes vulnerable

to overfitting. This explains why regularization techniques

(e.g., AdaCos) deliver competitive performance on the

small ResNet18, but degrade on the large DenseNet169. In-

terestingly, KE remains resilient on the large DenseNet169

and delivers similar, if not superior, performance.

We applied KE on top of (1) the cross-entropy loss, (2)

the label smoothing (Smth) regularizer with its hyperparam-

eter [35] α = 0.1, and (3) the CS-KD regularizer. KE

is flexible and boosts performance on each baseline. N3

outperforms N1 on all datasets. After reaching a peak,

KE’s performance fluctuates. Thus, if N3 outperforms N10

marginally, this indicates that KE reached its peak. In Fig. 1,

KE reached its peak on CUB-200 after 20 generations, then

KE fluctuates for 80 generations without degrading.

Even though RePr seems similar to KE, the following

caveat explains RePr’s inferior performance. RePr ranks

the redundant filters across the entire network, i.e., no per-

layer ranking. Prakash et al. [39] report pruning more fil-

ters from deeper layers when training on large datasets. Yet,

RePr prunes many filters from earlier layers when training

on small datasets. The earlier layers get a small gradient

compared to deeper layers; and with small datasets, the ear-

lier filters remain close to their initialization, i.e., no signifi-

cant difference between earlier filters. Pruning earlier filters

cripples the optimization process and achieves an inferior

performance.

Another important difference between KE and RePr is

how filters are re-initialized. KE re-initializes the reset-

hypothesis randomly. Thus, KE makes no assumptions

about the network architecture. In contrast, RePr is de-

signed specifically for CNNs. RePr re-initializes the pruned

filters to be orthogonal to both their values before being

dropped and the current value of non-pruned filters. RePr

uses the QR decomposition on the weights of the filters

from the same layer to find the null-space, that is used

to find an orthogonal initialization point. Basically, RePr

stores the pruned filters to use them for re-initialization.

This makes RePr more complex compared to KE. In the

paper appendix, we highlight other differences.
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Table 4. Quantitative retrieval evaluation using standard metric

learning datasets and architectures.

ResNet50 GoogLeNet

Datasets NMI R@1 R@4 NMI R@1 R@4

CUB (N1) 0.396 13.01 30.37 0.396 10.16 25.71

CUB + KE-N3 (ours) 0.424 17.22 36.14 0.418 13.94 33.78

CUB + KE-N10 (ours) 0.429 18.25 39.40 0.419 15.34 34.30

Cars (N1) 0.374 11.63 28.66 0.319 5.29 17.94

Cars + KE-N3 (ours) 0.514 34.28 60.25 0.476 24.98 50.06

Cars + KE-N10 (ours) 0.523 42.36 68.11 0.495 32.63 58.84

Similar to KE, The BANs training approach trains a

network for multiple generations. However, BANs trans-

fers knowledge through the class-logits distribution. For

small datasets, a teacher’s logits distribution resembles the

ground-truth labels (one-hot vector) when the loss con-

verges to zero. Thus, BANs achieves regular cross-entropy

performance even after training for 10 generations.

4.2. Knowledge Evolution on Metric Learning

Datasets: We evaluate KE using two standard metric learn-

ing datasets: CUB-200-2011 [52], Stanford Cars196 [25].

Evaluation Metrics: For quantitative evaluation, we use

the Recall@K metric and Normalized Mutual Info (NMI)

on the test split.

Technical Details: We use the same hyperparameters (e, lr

scheduler) and optimizer used in the classification experi-

ments. However, the feature embedding ∈ Rd=128 is nor-

malized to the unit circle and we use a batch size b = 125.

Each mini-batch contains 25 different classes and 5 samples

per class. We use a small learning rate lr = 0.0256 to avoid

large fluctuations in the feature embedding during training.

Results: Table 4 presents a quantitative retrieval eval-

uation using two standard metric learning architectures:

ResNet50 [19, 20] and GoogLeNet [47]. We use a split-

rate sr = 0.8 and KELS with both architectures (See the

paper appendix on how KELS handles concatenation oper-

ations inside GoogLeNet). As the number of generations

increases, the retrieval performance of the dense network

increases. Through this experiment, we highlight how KE

supports a large spectrum of network architectures and loss

functions. Equipped with WELS, we expect KE to spread

beyond CNNs. It is straight forward to tweak WELS and

impose a regular sparsity, as in KELS, but for non CNNs.

5. Ablation Study

This section presents three ablation studies: We (1) val-

idate the dropout and Res-Net intuitions (from Sec. 3.3),

(2) compare WELS and KELS techniques, (3) present the

tradeoffs of the split-rate sr.

(1) Dropout and Res-Net intuitions’ validation

To validate the dropout and Res-Net intuitions, we monitor

the fit and reset hypotheses across generations. According
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Figure 7. Quantitative classification evaluation using CUB-200 on

VGG11 bn. The x-axis denotes the number of generations. The

fit-hypothesis H△ achieves an inferior performance at g = 1, but

its performance increases as the number of generations increases.

Ĥ△ and Ĥ▽ denote the mean absolute value inside H△ and H▽.

to the dropout intuition, the fit-hypothesis should learn an

independent representation. The KELS technique enables

measuring the fit-hypothesis’s performance. In this study,

we use the CUB-200 dataset, VGG11 bn [44], and a split-

rate sr = 0.5. Fig. 7 (Top) shows the performance of the

dense network N and the slim fit-hypothesis H△ for 10

generations. The horizontal dashed lines denote the perfor-

mance of the first generation (N1 and H
△
1 ). At the first

generation, the fit-hypothesis’s performance is inferior. Yet,

as the number of generations increases, the fit-hypothesis

performance increases. Table 5 (Top section) presents both

the performance and inference cost of both N and H△.

According to the Res-Net intuition, the reset-hypothesis

should converge to a zero-mapping because, after the first

generation (N1), the fit-hypothesis is always closer to con-

vergence. Fig. 7 shows the mean absolute values (Ĥ△ and

Ĥ▽) inside the fit and reset hypotheses. We present these

values inside the first four convolution layers of VGG11 bn

(See paper appendix for all eight conv layers). Ĥ
△
1 and Ĥ▽

1

are comparable at N1. However, as the number of genera-

tions increases, Ĥ△ increases while Ĥ▽ decreases.
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Table 5. Quantitative evaluation for KELS using the number of

both operations (G-Ops) and parameters (millions). Accg denotes

the classification accuracy at the gth generation. Nops denotes the

relative reduction in the number of operations. Nacc denotes the

absolute accuracy improvement on top of the dense baseline N1.

CUB on VGG11 bn

sr Acc1 Acc10 Nacc #Ops Nops #Param

Ng 0.5
63.47 69.65 6.1% 15.22 - 259.16

H△

g 0.52 68.84 5.3% 3.85 74.7% 65.20

FLW on ResNet18

sr Acc1 Acc100 Nacc #Ops Nops #Param

Ng 0.8
53.87 75.62 21.7% 3.63 - 22.44

H△

g 6.41 75.62 21.7% 2.39 34.1% 14.43

Ng 0.5
52.62 74.60 21.9% 3.63 - 22.44

H△

g 0.37 74.60 21.9% 0.96 73.5% 5.64

CUB on GoogLeNet

sr Acc1 Acc10 Nacc #Ops Nops #Param

Ng 0.8
64.76 72.93 8.1% 3.00 11.59

H△

g 0.64 71.67 6.9% 1.98 34.0% 7.54

Ng 0.5
65.18 72.44 7.2% 3.00 11.59

H△

g 0.50 57.23 -7.9% 0.81 73.0% 3.00

(2) WELS vs KELS techniques

KE requires a network-splitting technique. WELS delivers

a dense network N only. Thus, we compare WELS and

KELS using N . Fig. 8 (Left) compares WELS and KELS

using Flower-102, cross-entropy with the CS-KD regular-

izer [58], ResNet18, and two split-rates (sr = {0.5, 0.8}).
KELS and WELS achieve comparable performance. This is

promising because WELS can be applied to any neural net-

work. Fig. 8 (Right) re-assures that KELS delivers high per-

formance while reducing inference cost as shown in Table 5

(middle section). The performance of H
△
100 matches N100

because H△ has enough capacity for the small Flower-102.

With sr = 0.5, KELS achieves an absolute 21% improve-

ment margin while reducing inference cost by 73%.

(3) The split-rate sr tradeoffs

The split-rate sr controls the size of the fit-hypothesis; a

small sr reduces the inference cost. Yet, a small sr reduces

the capacity of H△. Fig. 9 (Left) compares two split-rate

(sr = {0.5, 0.8}) using CUB-200 and GoogLeNet for 10

generations. Both split-rates achieve significant improve-

ment margins on the dense network N . However, Fig. 9

(Right) shows that the large split-rate sr = 0.8 helps the

fit-hypothesis H△ to converge faster and to achieve better

performance. Table 5 (third section) highlights this perfor-

mance and inference-cost tradeoff. For a large dataset, a

large split-rate is required to deliver a slim fit-hypothesis

H△ with competitive performance.

5.1. Discussion

ImageNet [6] will eventually become a toy dataset given

the increasing size of deep networks [4, 46, 32, 1] (e.g.,

GPT-3). To train these large networks, unsupervised [23, 2]
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Figure 8. Quantitative evaluation for both KELS and WELS using

Flower-102 on ResNet18 for 100 generations. The x and y axes

denote the number of generations and the top-1 accuracy, respec-

tively. (Left) The classification performance of the dense network

N . (Right) The performance of the slim fit-hypothesis H△.
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Figure 9. Quantitative evaluation for different split-rates using

CUB-200 on GoogLeNet for 10 generations. (Left) The classi-

fication performance of the dense network N . (Right) The perfor-

mance of the slim fit-hypothesis H△.

and self-supervised [53, 37, 17, 50] learning mitigate the

burden of data annotation. However, these learning ap-

proaches still require storing and maintaining a large corpus

of data. This is (1) expensive even if neither labeling nor cu-

rating is required, (2) impractical for applications with pri-

vacy concerns like medical imaging. KE tackles the prob-

lem of training deep networks on relatively small datasets.

KE’s main limitation is the training time. It takes≈ 8 hours

to train 100 generations, 200 epochs each, on Flower-102

using GTX1080Ti GPU. This long training time can be re-

duced by monitoring the performance on a validation split.

6. Conclusion

We have proposed knowledge evolution (KE) to train

deep networks on relatively small datasets. KE picks a

random subnetwork (fit-hypothesis), with inferior perfor-

mance, and evolves its knowledge. We have equipped

KE with a kernel-level convolution-aware splitting (KELS)

technique to learn a slim network automatically while train-

ing a dense network. Through KELS, KE reduces the infer-

ence cost while boosting performance. Through the weight-

level splitting (WELS) technique, KE supports a large spec-

trum of architectures. We evaluated KE using classification

and metric learning tasks. KE achieves SOTA results.
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