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Abstract
Recent studies report doubling numbers of deaths due to dementia. With such an escalating mortality rate related to cogni-
tive decline diseases, like dementia, timely information on contributing factors and knowledge discovery from evidence-
based repositories is warranted. A large amount of scholarly knowledge extracted from research findings on dementia can 
be understood only using human intelligence for arriving at quality inferences. Due to the unstructured data presented in 
such a massive dataset of scientific articles available online, gaining insights from the knowledge hidden in the literature is 
complex and time-consuming. Hence, there is a need for developing a knowledge management model to create, query and 
maintain a knowledge repository of key elements and their relationships extracted from scholarly articles in a structured 
manner. In this paper, an innovative knowledge discovery computing model to process key findings from unstructured data 
from scholarly articles by using the design science research (DSR) methodology is proposed. The solution caters to a novel 
composition of the cognitive script of crucial knowledge related to dementia and its subsequent transformation from unstruc-
tured into a structured format using graph-based next-generation infrastructures. The computing model contains three phases 
to assist the research community to have a better understanding of the related knowledge in the existing unstructured research 
articles: (i) article collection and construction of cognitive script, (ii) generation of Cypher statements (a knowledge graph 
query language) and (iii) creation of graph-based repository and visualization. The performance of the computing model is 
demonstrated by visualizing the outcome of various search criteria in the form of nodes and their relationships. Our results 
also demonstrate the effectiveness of visual query and navigation highlighting its usability.
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1 Introduction

Australian Bureau of Statistics (ABS 2021) report shows 
that dementia is one of the leading causes of death and 
the number of deaths has been doubled in recent years. In 
Australia, the deaths have been increased by 68% over the 
past decade due to dementia (AIHW 2020). Dementia and 

Alzheimer diseases are considered the leading cause of 
death in Australian females followed by coronary heart dis-
ease. It is also reported as the second leading cause of death 
in Australian males next to coronary heart disease. There is 
no cure for dementia disease; however, the research commu-
nity is working to develop effective strategies and treatments 
to reduce the symptoms and improve the quality of life in 
patients. Such research activities generate a huge amount of 
knowledge to enhance the understanding of the causes and 
advancement in the domain but in a document-based form 
which is understood only using human intelligence. There 
is a need to gain deeper insights into the scholarly knowl-
edge from research articles (RAs) in this domain to enhance 
knowledge discovery for a better healthcare system.

Knowledge discovery from the scholarly articles, writ-
ten in natural language, requires to be automatic and eas-
ily understandable with deep insights into the research 
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outcomes such as the modifying risks of dementia in the lit-
erature from the biomedical domain. Gaining deep insights 
into this knowledge is challenging and time-consuming. To 
encourage and support the exploratory course of action, 
there is a need to make the research process less tedious 
from an ever-increasing amount of research. Thus, there is 
a demand for an automated and effective approach to extract 
the information from the RAs and to navigate between inter-
related information among related articles, which can sys-
tematically support the challenging process of discovery. In 
this context, the recent developments in database manage-
ment of modern information systems have not been exploited 
to the full extent, which formed the key motivation of this 
research. This study addressed the need for a convenient dis-
covery of knowledge from scholarly articles in a structured 
manner by answering the following research questions:

• Is there a better approach to store or represent the knowl-
edge in the scholarly articles?

• How can a knowledge management model be developed 
for automatic discovery of dementia risk factors using 
well-structured next generation infrastructures?

This is a significantly challenging process; however, the 
proposed approach will be able to minimize the hurdles 
of discovering knowledge from different sources. Accord-
ingly, this study aims to create a knowledge structure to store 
extracted core and characteristic aspects of RAs, such as 
metadata (like title, affiliation) and highlights our research 
findings. Conversion of the extracted information from the 
text into a graph-based repository will assist in efficient 
knowledge discovery and information retrieval as the index 
free adjacency of native graph storage (NGS) and processing 
shortens read time (Lal 2015).

We propose an integrated commuting model using next 
generation graph-based repositories and knowledge mapping 
techniques to store the extracted knowledge and to achieve 
semantic visualization of dementia findings from scholarly 
literature that can contribute to the research community in 
the domain of biomedical sciences. This computing model 
adopts a novel approach of combining natural language pro-
cessing (NLP) techniques, including an innovative cogni-
tive script parser to extract knowledge for creating Cypher 
and then store it into a graph-based structured repository 
for efficient storage, query, and management such as Lal 
(2015). The cognitive script intelligent parser is developed 
in Python to read the cognitive script and generate Cypher 
statements. Further, it incorporates graph representation 
using knowledge maps towards catering to the requirements 
of the next generation digital era. The model facilitates easy 
navigation through the literature along with visual querying 
of non-relational graph-based repositories. Our modelling 
approach is unique for representing a complex relationship 

of knowledge from scholarly articles, with a proof-of-con-
cept implementation of an innovative modelling approach 
applied to dementia research articles. The main objective 
of the study is to formulate an advanced approach to extract 
the knowledge entities and their hidden relationships from 
scholarly articles as well as store the extracted knowledge 
in a repository for future retrieval and deep understanding 
of the domain topic. The key contribution of this study is 
a proof-of-concept framework for developing an automatic 
knowledge discovery from scholarly articles to create a 
permanent graph-based repository and to facilitate easy 
navigation and querying. The implementation of the model 
combines the data and knowledge mapping techniques for 
extracting the relevant knowledge from domain-specific 
scholarly articles. We employ advanced techniques of text 
mining to identify meaningful entities and their relationships 
to create a graph-based repository for knowledge discovery 
and visual queries.

The rest of the paper is organized as follows. First, we 
provide an overview of related works as a literature review 
in Section II. The adoption of design science research (DSR) 
methodology for the development of our proposed comput-
ing model is introduced in section III. Section IV illustrates 
the application of the computing model in dementia using 
multiple case examples. Section V gives a summary of 
results with discussion and evaluation. Finally, in Section 
VI, the paper provides conclusions and current limitations 
that motivate researchers for future work in this research 
direction.

1.1  Literature review

In the research community, RAs are the most complete rep-
resentation of data of human knowledge. There is substantial 
growth in the publications of RAs (Kertkeidkachorn and 
Ichise 2018). While technology has significantly advanced, 
the research process for novel findings has not transformed 
much. Bridging the gap to create structured knowledge from 
unstructured or semi-structured text obtained from RAs on 
dementia will open an utterly new world of possibilities for 
the research community in this domain. This section pro-
vides a review of selected literature that is related to the 
components of this study.

Multiple researchers agreed (Hansen and Kautz (2004) 
cited in Balaida et al. (2016), Tiwana (1999), White (2002) 
that there are advantages of using a knowledge map, such as 
effective storage and traversal of knowledge represented by 
the knowledge map. Researchers Kaur and Chopra (2016), 
Aslam et al. (2017) concluded that unstructured data in the 
form of text are very complex; therefore, powerful tech-
niques are required to extract the data. Most text mining 
tools used NLP techniques and in some cases the combina-
tion of machine learning techniques. Some examples of such 
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tools are Open Calais, Rapid miner Text Mining and SAS 
text miner. The major finding is to extract the information 
about the RA, like title, author, year of publication, publisher 
and editors, and record it in a database of a library to create 
an open library publication framework.

An existing tool Semantic Scholar understands the 
knowledge given in the RAs (AIHW 2020). It uses AI to 
help retrieve the most related information quickly and effi-
ciently. It extracts the limited information from RAs, which 
is metadata of the RA. For example, information extracted 
includes the title of the RA, abstract, author details, citation, 
keywords, and references from the RA. However, it does 
not represent the actual knowledge provided by the research 
(Semantic Scholar 2021). Another similar commonly used 
tool is Google Scholar (Google 2021).

Di Iorio (2015) established the standard RAs in simplified 
HTML (RASH) framework, which is a markup language that 
uses 31 HTML elements while academic RAs use only 25 
elements for writing articles online. The HTML5 elements 
are: a, blockquote, body, code, em, figcaption, figure, h1, 
head, html, img, li, link, math, meta, ol, p, pre, q, script, 
section, span, strong, sub, sup, svg, table, td, th, title, tr, ul. 
This framework provides a transformation from the semi-
structured to the unstructured nature of a RA. Gardner et. 
al. (2018) describe an NLP library AllenNLP to support 
programming for NLP research by providing deep learning 
methods. AllenNLP has reasonable performance for simple 
text used in general purposes but is not suitable for RAs. 
Kertkeidkachorn and Ichise (2018) proposed a text to knowl-
edge graph (T2KG) framework, which automatically creates 
a knowledge map from unstructured text. T2KG creates the 
knowledge graph by using entity mapping, coreference and 
triple extraction. Similarly, a semantic graph capturing the 
evolution of RAs is introduced Bayram et. al. (2021). On 
the other hand, the FRED tool (Gangemi et al. 2017) cre-
ates its own ontology linking existing knowledge entities 
to other existing knowledge bases, such as DBpedia. The 
ontology created is metadata oriented. It does not deal with 
the article content but reports only the categorization of the 
articles (Table 1).

Programming languages like Java (Manning 2014) and 
Python (Bird 2009; Qi et al. 2020) provide NLP techniques 
and tools. Python, a scripting language, offers powerful 
built-in idioms for NLP. A Python-based NLTK is a collec-
tion of libraries, which offers NLP techniques like tokeniz-
ing, stemming, tagging and semantic reasoning (Bird 2009; 
Maksutov et  al. 2020). DyNet is an NLP programming 
toolkit (Neubig et al. 2017), which implements a neural 
network model with a dynamic declaration strategy. A java 
based annotation tool Stanford CoreNLP provides NLP tech-
niques like tokenizing, sequence split, part of speech tags a 
NER (named entity recognition) of entities like PERSON, 
LOCATION, ORGANIZATION) through to coreference 

resolution (Manning 2014). Open Calais API is another 
example of an NLP tool developed in Java. It automati-
cally extracts semantic information from the unstructured 
text and annotates the text as the people, places, and events. 
OpenCalais is a web-based tagging engine for text process-
ing for tagging of industries, topics and social tagging in 
unstructured text. It also provides a facility to generate a 
resource description framework (RDF) file, which is a struc-
tured form of knowledge (Gangemi 2013). Existing works 
report a few pre-trained language representation models and 
consider state-of-the-art methods like bidirectional encoder 
representations from transformers (BERT) (Devlin 2019) or 
generative pre-trained transformer 3 (GPT3) (Zhu and Luo 
2021) that can overcome the limitations of other language 
models. Some language models such as WEC (word embed-
ding-based clustering) (Comito et al. 2019) to detect topics 
show significant accuracy among state-of-the-art methods. 
However, the limitations of these models are: i) restriction 
of the search information to only text, ii) requirement of a 
complex setup and ii) lack of a permeant repository crea-
tion. These gaps in the literature form the motivation for our 
unique contribution to this research work.

Markus et  al. (2015) cited in Paulheim (2016) con-
firmed that links between different knowledge maps can fill 
the missing knowledge gap. In addition, Paulheim (2016) 
defined a DeFacto system that converts the statements in 
DBpedia to human language text. Considering the creation 
of the graph-based repository of knowledge obtained from 
RAs on dementia, Lam et al. (2007) have generated struc-
tured RDF format-based ontology from different sources 
of neuroscience, which is a framework Alzpharm, which 
is considered as former generation of NLP work, that inte-
grates the neuroscience information from RDF format as 
single ontology.

Most of the existing models and tools, as reviewed above, 
require a complex process of system installation and focus 
on tagging, annotation, tokenizing and NER-based NLP 
techniques that output as representations only. They do not 
facilitate the storage and retrieval of the semantic analysis of 
the semi-structured text. However, this study used the crea-
tion of a cognitive script to extract the semantic meanings 
of the findings given in natural language text for creating a 
graph-based repository to facilitate the analysis by using an 
intelligent Python script. The dataset of the cognitive script 
from the sample research articles consists of unstructured 
data, and the techniques employed are different from other 
related studies that apply data integration techniques using 
grids and peer-to-peer networks on distributed or heteroge-
neous datasets (Comito et al. 2007, 2004). We develop an 
innovative Python program to generate Cypher statements 
from cognitive script to create nodes and edges in Neo4j. 
Furthermore, queries are developed by using SQL in exist-
ing works (Comito et al. 2007), while our study employs 
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knowledge map modelling queries, which offers visual out-
put to facilitate easy navigation and deep understanding of 
the domain topic.

Knowledge mapping in the domain of biomedical sci-
ences is based on creating ontologies or linking the struc-
tured knowledge entities, in the form of RDF, to ontologies, 
whereas this study extracts the entities and their relation-
ships from the text and converts it into knowledge for stor-
ing it in the graph-based repository. We intend to match the 
knowledge within the text from a collection of abstracts of 
RAs on dementia, which may even describe information that 
has not been captured yet, due to its novelty of unearthing 
hidden linked knowledge. While existing works reported in 
the literature can generate knowledge graphs, they do not 
create a repository and are not applied to scholarly articles 
on dementia. Our proposed framework is different as it aims 
to store the information about the key findings of the RAs 
and not merely metadata knowledge of the scientific RAs. 
Therefore, our proposal in this paper is unique for creat-
ing a knowledge repository for knowledge discovery from 
dementia research findings. With our approach of rewriting 
the highlights of the RAs in the cognitive script, the knowl-
edge extracted will be converted into Cypher statements to 
create a graph database. The query results from the graph 
database showing the outcomes of this research form a novel 
visualization of knowledge on dementia.

1.2  DSR approach for proposed model

DSR is a qualitative and multidisciplinary field research 
approach. In recent years, DSR is considered an exceptional 

research paradigm by information systems (IS) researchers 
for research concerned with the construction of socio-tech-
nical artefacts to solve IS problems and derive prescrip-
tive design knowledge. The DSR approach is followed in 
this research to achieve the aims of the study to support 
the research community to store the existing findings in the 
domain of dementia disease as visually comprehensible 
knowledge graphs. Peffers (2007) developed a DSR method-
ology that was successfully embraced among the prominent 
IS development methods. The DSR methodology consists 
of the following steps:

1. Identification of the problem,
2. Definition of the solution objectives,
3. Design and development of the solution,
4. Demonstration of the solution,
5. Evaluation of the solution, and
6. Communication and discussion about the solution and 

evaluation.

We adopt the DSR methodology from Peffers (2007) for 
this research project with the framework for implementa-
tion as depicted in Fig. 1. The study started with a detailed 
description of the issues related to knowledge manage-
ment of findings in the RAs. The problem is translated 
into a design requirement of solution based on cognitive 
script composition, NLP intelligent scripting and Cypher 
script generation. In the next step, an artefact is developed 
based on an illustrated example as identified in step 2 with 
a literature review. A system design is established based on 
NLP techniques and is applied as a prototype demonstrating 

Fig. 1  Proposed model development using DSR approach
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the applicability to dementia research as a case study. An 
evaluation has been carried out by performing visual naviga-
tion and searching of the graph database developed for this 
study. The result of the findings from the evaluation with an 
effective solution design is communicated through the DSR 
approach which also forms our theoretical contribution.

1.3  Computing model for developing 
a graph‑based repository

This section describes our simple computing model using 
a validated DSR approach to develop the graph database 
to store knowledge from a collection of articles based on 
dementia and the approach for performing knowledge dis-
covery and evaluation as a proof-of-concept. The creation of 
the computing model involved three phases and the evalu-
ation, with each component given below following DSR 
methodology as described previously:

1. Article collection and construction of cognitive script,
2. Generation of Cypher statements, and
3. Creation of graph-based repository and visualization.

Figure 2 provides an overview of the process flow of 
our proposed model for developing the implementation 
framework including input and expected output. Firstly, 
the input is a set of unstructured text that is a collection 
of abstracts of scholarly articles on dementia, taken from 
the ScienceDirect database. The input is converted into a 
human readable cognitive script for the key findings of the 
RAs. Secondly, the intelligent Python program is applied 
to the cognitive script to generate the Cypher statements 
for storing this information in the graph-based repository. 
Afterwards, these output Cypher statements are executed 
to create entities with properties and their correspond-
ing relationships in the repository. In the last phase, data 
from the repository are represented as a visual display and 
queried to perform knowledge discovery and evaluation. 
Figure 3 shows each step with an example.

Fig. 2  Workflow of the Computing model using the cognitive script and graph-based infrastructures
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Fig. 3  Workflow of the Computing model using the cognitive script and graph-based infrastructures
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2  Article collection and construction 
of cognitive scripts

To discover knowledge from RAs, the first step is to under-
stand the organization of content as natural language text in 
the abstracts of RAs. Critical text analysis is performed on a 
collection of abstracts of scholarly articles on dementia from 
the ScienceDirect database. ScienceDirect is a database for 
science and medical journals to access 16 M articles and 
more than 39,000 e-books. This study performed a System-
atic Literature review (SLR) to collect articles related to 
dementia and the risk factors of dementia. Search phrases 
like “Dementia”,”incident dementia”, “risk factors of inci-
dent dementia” and “risk factors of incident dementia hazard 
ratio” were used to search and filter RAs. The search results 
were crowded; therefore, only the latest 100 articles were 
retrieved based on the year of publication. These retrieved 
articles were further narrowed down by critically reviewing 
the abstract, methodology for the number of participants and 
results for hazard ratio information. For experimental pro-
posed only 10 articles were used as a collection to simplify 
the trial of the purposed computing model.

The study creates the dataset of the cognitive script from 
the sample research articles consisting of unstructured data. 
The cognitive script is a delimited text file consisting of 
a sequence of context-specific findings in each line sepa-
rated by a comma. The key findings of each abstract of the 
research article collection are written in cognitive scripts to 
construct Cypher by following a few simple and systematic 
rules. The script starts with specifying paper id as a unique 
identifier for the RA for the key findings. The syntax is “start 
node, relationship name, end node” for each sentence, and 
“-” is used to define the attributes of each node which can be 
text-based or numeric-based. Figure 3 shows an example of 
cognitive scripts constructed for a key finding of an article.

3  Generation of Cypher statements

This study investigates a non-relational graph store, Neo4j, 
as a structured repository for the extracted knowledge. 
Graph store is a collection of machine-readable entities in 
the domain as nodes, and the relationships between entities 
to connect the nodes. It contains the properties of entities 
and the properties of the relationship between the entities 
as a key–value pair to describe detailed information. Tra-
versing the nodes and relationships between the nodes in 
Neo4j is more efficient than other structured data sources 
(Robinson et al. 2013).

The output of step 4.1 is a semi-structured knowledge 
in the form of a cognitive script harvested from abstracts 

of RAs. This form of data is readable by both humans 
and computers. The cognitive script is then inputted to a 
Python-based intelligent script to generate Cypher state-
ments. We provide Algorithm 1 that reads the cognitive 
script and generates the Cypher statements to create nodes, 
relationships and properties in the graph-based repository.

Code snippet of the Python program in Fig. 3 shows that 
a merge statement is used to merge the extracted knowl-
edge from the cognitive script. The Merge Cypher state-
ment avoids any duplication of the nodes. In our proposed 
approach, the Merge statement will create the unique nodes 
about a key point of an article and if that key point node 
already exists, adds article identification (paper id) as an 
element to the array property of the node and adds the rela-
tionship of the article to the existing node of the key point.

Figure 3 shows the output of the Python program with 
the input of the cognitive script. At first, nodes and their 
properties are created, then the head and tail of a connection 
are defined, and finally, the relationships are linked. Since 
establishing nodes and links with Cypher is complicated for 
humans, the Python script translates the human-readable 
sentence to Cypher queries. Thus, it provides a bridge for 
people to pass over this stage resulting in a human-readable 
format.

4  Creation of graph‑based repository 
and visualization

We adopt a graph data structure to represent the nodes 
(called vertices) and the relationships between the nodes 
(called edges or arcs). The extracted structured knowledge 
is in the form of Cypher Query Language, aka Cypher which 
is a query language of Neo4j (Comito et al. 2004). The 
extracted knowledge is added to the existing repository of a 
graph database. It gets merged into the existing knowledge 
to extend the knowledge in the repository. This means that if 
there is a new knowledge, which can be a new node, a new 
relationship, or a new attribute that does not already exist 
in the repository, it gets created. The Cypher statements are 
executed in Neo4j to create the graph-based repository from 
the knowledge extracted from the text obtained from vari-
ous RAs. These Cypher statements, consisting of clauses, 
keywords and expressions, are transformed into nodes, their 
properties and relationships, i.e. a graph-based repository 
data model to generate Cypher query as shown in Fig. 3.

There are two major entities in the data model of the 
graph-based repository: (i) paper-entity that records the 
information about the paper like paper title, DOI, journal 
name from cognitive scripts; and (ii) sentence entity that 
records the highlights of the paper like the content and links 
to the content of the same paper or other papers through a 
relationship. The graph repository is visually represented 
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by labelled schema drawing of graph structure data source 
with nodes and edges.

4.1  Case study

The representation of the graph-based repository of key 
findings of the collection of articles is displayed in Neo4j 
as nodes and edges of knowledge extracted from RAs. The 
graph is generated directly from the Cypher queries. The 
corresponding knowledge is shown by nodes and relation-
ships in the graph; The article metadata knowledge is pre-
sented through the orange node and its properties. The asso-
ciated findings of each article are shown through the blue 
nodes and their properties. The Cypher statements created 
67 nodes stored permanently with an average of 4 proper-
ties each and 164 relationships in the Neo4j database based 
on the knowledge extracted from the key findings of each 
abstract of the collection of articles.

Cypher Query Match statement is used to retrieve all 
the information in the database in a visual graph form as: 
“MATCH (n)-[r]-(m) RETURN n,r,m”. The graph visualiza-
tion clearly shows the data and the relationship within the 
data. The graph can be traversed to find any information 
or answer any query. The use of coloured nodes helps to 
clearly distinguish or identify knowledge about the specific 
domain like metadata entities of articles that are represented 
by orange colour nodes or the key points entities that are rep-
resented by blue colour. The flexibility of creating a graph 
and extracting information from it provides advantages to 
make an advanced search.

4.2  Discussion and evaluation of the proposed 
model

In this paper, we proposed a DSR approach-based com-
puting model that was developed and successfully imple-
mented to import the key highlights of scholarly articles 
on dementia into a graph database in Neo4j. This data 
when queried appropriately can help to visualize the rela-
tions between the information published in RAs. Some of 

the visualizations created as a prototype evaluation include 
journal-wise publications, publications based on the num-
ber of participants, Study duration or highlighted informa-
tion like hazard ratio (HR). We provide various Cypher 
queries and resulting visualization from the graph database 
developed from cognitive script to demonstrate the results 
achieved from the dementia RAs considered for this study.

Figure 4 depicts meta-analysis of publications by visu-
ally displaying the year-wise and journal-wise informa-
tion. We used the Cypher queries on the graph database 
to extract the needed information for plotting each graph, 
i.e. MATCH (p:Paper) RETURN p.year, count(*) and 
MATCH (p:Paper) RETURN p. published in, count(*) 
(Fig. 5).

In a graph-based repository, it is possible to search based 
on the relationship between different nodes of information. 
For example, It is possible to find articles that have listed the 
risk of dementia and the factor that contributes to the risk 
of dementia by using the relationships like “keypoints”(of 
the article) and “risk associated with”. The Cypher query 
used is MATCH (p:paper)-[:keypoint]- > (f)-[:associated 
with]-(o:sentence entity) WHERE o.content =  ~ '.*risk of 
dementia.*' RETURN p,f,o

This graph-based repository is able to search on numeric 
values as well. For example to facilitate search phrases like 
“risk of dementia hazard ratio greater than 1.0”, Cypher 
query return the required result MATCH (p:paper)-[r1]-
(m)-[r2]-(f:sentence entity) WHERE (f.hazard ratio > 1) 
RETURN DISTINCT p,r1,m,r2,f. Another significant and 
similar filter is of range of participants to either find or 
restrict the RAs. In this repository, it is possible to search the 
RAs based on a range of the number of participants and the 
outcome of the search can be displayed in multiple formats. 
For example, to find RAs on the risk of dementia with the 
number of participants who underwent the research study 
lying between 2000 and 2900, the following query is cre-
ated and our model gave the results successfully as shown 
in Fig. 6.

The evaluation supports the objective of the paper to 
facilitate the research community to link the discoveries with 

Fig. 4  Article Publications per 
Year and Journal
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Fig. 5  Article publication and the risk factors of dementia

Fig. 6  Article publications and 
number of participants-based 
search
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the current knowledge in the domain and possibly identify 
gaps that would facilitate new research opportunities.

The study follows the DSR methodology as defined ear-
lier. The study begins with Step 1—problem identification 
related to knowledge management of highlights of RAs pro-
vided in Sect. 1. Step 2 is given in Sects. 2 and 3, which 
identify the gap with the literature review of existing knowl-
edge to articulate the design of the computing model as a 
solution. Section 4 defines Step 3 of design, development 
and demonstration of the computing model based on cog-
nitive script composition, NLP scripting and cypher script 
generation. Next DSR methodology step 5 of the evalua-
tion of the computing model is given in Sect. 5. These DSR 
methodology steps of designing, developing, demonstrating 

and evaluating the computing model communicated through 
a theoretical contribution of this paper as the last step.

5  Conclusion and future works

To collect and record information from scholarly articles for 
knowledge discovery by humans and machines is a complex 
process. This paper has tried to address this by automating 
the process with a computing model. We proposed the model 
using a cognitive script for extracting information from RAs 
to store the highlights of the articles as a graph-based repos-
itory. Automatic creation of the repository is challenging 
which was attempted in this study. With our proposed novel 
framework using DSR methodology, we stored unstructured 
knowledge from RAs by composing semi-structured cogni-
tive scripts, generating Cypher statements and integrating 
with existing structured data in a graph-based repository. 
The framework is evaluated on a set of abstracts obtained 
from research papers on dementia. We have demonstrated 
that the semi-automatic creation of a graph-based reposi-
tory from knowledge extracted from scholarly articles on 
dementia can support researchers to have a better perception 
of the research findings in the domain. The transformation 
from the human readable cognitive script to Cypher query 
language facilitated comprehension and effectively allowed 
human involvement in the research community. The knowl-
edge graph was used to visualize the relationships between 
the knowledge of the same article and relevant information 
from the other articles from the domain of dementia. Related 
knowledge was integrated into a more comprehensible form 
based on the knowledge graph either as properties or rela-
tionships of the entities. Thus, the discovery of the findings 
in the dementia related RAs is improved through the graph-
based storage and retrieval of information.

The main limitation is the article collection used for 
demonstrating and evaluating our proposed model as a 
proof-of-concept in this paper. However, the model can be 
easily implemented to process a larger collection related to 
dementia. Furthermore, the DSR methodology (Miah et al. 
2019a; Miah 2008) used in this study as an iterative process 
facilitates the development of the model in this work with an 
article collection as only a representative of a bigger popula-
tion achieving continuous improvements in future iterations. 
Besides, the impact of the understanding of the narrative 
format and results from the database is not directly measur-
able. In future, we are intending to improve the model so 
that it will be able to read simple sentences directly and per-
form semantic division. This would facilitate automatically 
creating the cognitive scripts to convert the article content 
into the graph-based knowledge repository. Furthermore, the 
next step of our study will focus on automatic extraction 
of highlights directly from the scholarly articles by using 

Table 1  Algorithm—Cypher query generation

Algorithm 1—Generating Cypher from cognitive script

1.function generatecypherArticleNode (S)
2.read the first line of the cognitive script
3.Pid = unique article identity = concatenation (prefix of  Pdoi, suffix of 

 Pdoi, rand number)
4.generate Cypher statement for article node with properties
5.append Cypher statement to  Ocypher

6.end function
7.function generatecypherKeypointNode(L)
8.read and split the line
9.create merge Cypher statement of the node to create unique node 

only
10.if ((Pid NOT EXISTS as an Array property of the node) then
11.create  Pid as an element of  Pid Array property of the node
12.else if (  Pid NOT EXISTS in  Pid Array property of the node) then
13.add  Pid as an element of  Pid Array property of the node
14.end if
15.end function
16.function createoutputFile(Ocypher)
17.create output file in the output folder
18.save  Ocypher in the output file
19.end function
20.———————Start———————
21.Ocypher = null
22.for each cognitive file in the input folder do
23.S = read cognitive file content
24.Ocypher = generateArticleidNodeCypher(S)
25.for each line L in S do
26.Ocypher =  Ocypher + generatecypherKeypointNode(L)
27.Ocypher =  Ocypher + generatecypher for properties of the node
28.Ocypher =  Ocypher + generatecypher for relationship
29.end for
30.createoutputFile(Ocypher)
31.end for
32.———————End———————–
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pre-trained models like BERT or GPT3 instead of develop-
ing cognitive text. Future work could be devoted towards 
enhancing the proposed model by generating the links with 
the existing ontology and architectural choices such as 
Energy-Aware Scheduling Strategy by Comito et al. (2011). 
Future research directions would also consider existing 
design research methodological works (Genemo et al. 2015) 
such as for big data oriented goverance solutions (e.g. Miah 
et al. 2021; Miah et al. 2019b) to ensure efficient routing, 
resource allocation and workload management.
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