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LP-behaviour of the integral means of analytic functions

by

M. MATELJEVIC and M. PAVLOVIC (Beograd)

Abstract. Various results on LP·behaviour of power series with positive coeffi
dents are extended to Lipschitz spaces. For example, we have a characterization
(decomposition) of these spaces, which enables us to describe an isomorphism of
a Lipschitz space onto a solid sequence space and to establish new connections between
some classical inequalities concerning Hardy spaces.

1. Introduction. In [15] we have considered some theorems on LP-be
haviour of power series with positive coefficients and their applications
to HP spaces. In this paper we continue the investigation in this direction.
First we introduce some notations and then we list some known results
from this area.

ex>
Throughout the paper let fez) = .2 anzn be an analytic function

n=O'
. in the open unit disc. Unless specified otherwise, the letters p, q, r, a denote
numbers satisfying 0 < p, s« 00, 0 < r < 1, 0 < a < 00. The letter ~ al
ways denotes a non-negative increasing function defined on (0,1] for
which

(1.1)

and

(1.2)

o< t < 1,

0< t < 1,

where 0 and fJ are positive real numbers. Note that fJ ~ a> O.
We use the usual notations for the integral means of f:

J1Iex>(t',f) = sup If(reit
) I,

t
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and we write
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Ilfllp = sup JYIp(r,f).
r

For our purposes it is convenient to introduce the class X - H (p, q, cp)
of functions f for which £1 E Lq(O, 1), where

£1(1') = (l-r)-I/qcp(l-r)Mp(r,f)

and Lq (0, 1) is the usual Lebesgue space. The norm in X is given by

If cp(r) = r'', we write H(p, q, a) instead of H(p, q, cp). An account of the
properties of H (p, q, a) may be found in [5].

Since .Z~i~(r,f) = 2; janl2r2n, various results on LP-behaviour of
power series with positive coefficients may be expressed in terms of the
spaces H(2, q, a). We begin with a result of Hardy and Littlewood [7],
Theorem 3.

THEORElVI (HIJ I). Let q<2. ThenfEH(2, q, a) implies

(1.3)

If q ~ 2, then (1.3) implies f E H(2, q, a).

Askey and Boas [1], Theorem 2, have proved the following stronger
result.

THEOREM: (AB). The funct{~nf is in H (2, q, a) 'if and only if

«ohere
n

sn (z) = snf(z) = .2 akzk.
k=O

Lln(z) = Llnf(z) = }; akzk.

keIn

Thenf E H(2 ,q, a) if and only if

{2- na IILlnI1 2}: =o E v,
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The first implication in Theorem (RL I) is an immediate consequence
of the inequality

co 00

(}; IbnlrnV ;?; (l-r)l-P }; IbnlPrn, 0 < fJ ~ 1,
n=O n=O

and may be used (cf. [6]) to prove the following result of Hardy and
Littlewood [4], Theorem 6.2.

THEOREM: (HL II). If f E HP, P ~ 2, then

}; (n +1)P-2IanIP < 00.

Indeed, this theorem follows from Theorem (HL I) and the inclusion
HP c H (2, p, lip -1/2), p < 2, which is a special case of another theorem
of Hardy and Littlewood [4], Theorem 5.11.

THEOREU (HL III). Let p < q ~ 00, 8;?; p. Then

HP c H(q, 8, lip -llq).

It is the aim of this paper to extend Theorems (AB) and (MP). The
main results are Theorems 2.1 and 2.2. Using some elementary inequali
ties, we prove that

(1.4)

is a sufficient condition for ito belong to H (p, q, gy) (see T'heorem 2.1 (a)
below). Applying the Riesz projection theorem, we prove that condition
(1.4) is also necessary in the case 1 < p < 00 (Theorem 2.1 (b)) :The counter
examples given in Section 4 show that this equivalence does not hold
for the extreme values of p (p = 1 or p = (0). However, Theorem 2.2
gives a characterization of H (p, q, gy) for 1 ~ p ~ 00 in terms of the (0.1)
means of l;akzk. From Theorem 2.2 we derive a generalization of Theorem
(AB) (Theorem 2.3). An easy consequence of Theorem 2.1 (a) is Theorem
(HL III) (see Oorollary 2.1).

We briefly discuss some applications of Theorem 2.1 to multiplier prob
lems. (A more complete discussion will appear in [16].) Using only 'I'he
orem 2.1(a) and Khintchine's inequality,we show that the smallest solid
superspace containing H(p, q, gy), for 2 ~ P < 00, is H(2, q, cp). A profound
result of Kisliakov [12] and Theorem 2.1(a) show that this is also valid
for p= 00.

Theorem 2.1(b) and a classical result OJ1. interpolating polynomials
enable us to describe an isomorphism of H(p, q, cp), 1 < p < 00, onto
a solid sequence space (Theorem 2.6). As a corollary we have (for 1 < p
< (0) Lindenstrauss-Pelczyriski's result [13] that H (p, p, lip) is iso
morphic to I",
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In Section 3 we give further consequences of the main results. Theorem
3.1 generalizes Theorem 2.1 to the fractional derivatives of f and as a
special case includes a stronger version of a theorem of Sledd [18J, 'I'he
orem 3.2. Section 4 is devoted to the proofs of Theorems 2.1 and 2.2.

2. Main results. For a positive function 'IjJ defined on (0,11 we denote
by H LJ (p, q, 'IjJ) the space of those functions f for which

'Ve define the norm in Y = H LJ (p ,q, 'IjJ) by

In the case 'IjJ(r) = r{3 for a real number (J we write HLJ(p, q, (3)
=HLJ(p, q, 'IjJ).

THEOREM 2.1. (a) HLJ(p, q, qy) c H(p, q, qy).

(b) H (p, «, qy)= H LJ (p, q, qy), 1 < p < 00.

(c) H(l, q, qy) c HLJ(p, q, qy),p < 1.

(d) If p ~ 1 orp = 00, then inclusion (a) is proper.
An inspection of the proof, which is postponed to Section 4, shows

that all the inclusion mappings in (a), (b), (c) are continuous. This means, .
for example, that for X = H (p, q, qy), Y = H LJ (p, q, qy) .and 1 < p < 00

we have

O-Illfllx~ Ilflly ~ Ollfllx·

Here and elsewhere the letter 0 denotes a positive constant which de
pends only on p, q, a, fJ, qy, 'IjJ and need not be the same on each occurrence.

OOROLLARY 2.1. Theorem (HL III).

Proof. In the usual way (cf. [4J, p. 87) the theorem reduces to the
case p = 2. Let f E H 2

, 2 < q~ 00, s > 2 and a = 1/2 -1/q.Then

Hence

00 00

).; 2~nsaIILJnll~~2I1LJnll~< 00.

n=O n=O

Thus f E HLJ (q, e , a) and,by Theorem 2.1 (a), f E H(q, s, a).
In Section 4 we shall prove the following characterization of H (p, q, p).

(See also Theorem 5.1.)
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THEOREM 2.2. Let 1 <P < 00. Then f E H(p, q, p) if and only if

(2.1)

where
n

O'n(z) = O'nf(z) = 27 (l-k/(n +l»)akz
k

•

k=O

As an application of Theorem 2.2 we prove the. following general
ization of Theorem (AB).

THEORE1'l 2.3. Let 1 < p < 00. Then f E H(p, q, p) if and only 1)

(2.2)

Proof. The implication (2.2)~fEH(p,q,p) follows from Theorem
2.2 and the inequality lIanllp ~ IIsnllp, n> 1, [19], Ch. IV, p. 145.

Let f E H(p, q, p), 1 < p < 00. By the Riesz projection theorem
[19], Ch. VII, Theorem 6.4, 1I0'2nlip ~ Ollsn0'2nllp' Hence

l
i z '

1I0'2nlip ~ 0 ISn - ---s~ I
I 2n+1 p

~ o(1I8nllp- 2n~1 118~lIp)

~ 0 (1I8nllp- 2n:TII8nllp) ~ Ollsnllp,

where we have used Bernstein's inequality [19], Ch. X, Theorem 3.15,
in the form 118~lIp < nll8nllp, p ~ 1. Now the desired result follows from
Theorem 2.2 and inequality (1.2).

A further consequence of Theorem 2.1 is
THEOREM 2.4. If f E H(2, q, p), then for almost every choice of siqn»

{en}, the f1£nction g(z) = 2;en anzn belong8 to H (p, q, p) for all p < 00.

Proof. LetfEH(2, q,p). We have to prove that mes(T) = 1,where

T = {t: ft E H (p, q, p) for all p < oo},

ft(z) = 2; anRn(t)zn

and R; are the Rademacher functions on [0, 1]. To prove this we use
the inequality

(2.3)
1

JlIL1 n f Ilpdt ~ O(p) IIL1nI12 , P < 00,

o
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which is an immediate consequence of Khintchine's inequality. We assume
that O(p) > 1. Put

T e.» = {t: II Llnftllp :( 0 (p yc+! "LlnI12} , OJ > o.

Since f E H (2, q, p) = H LI (2 , q, p), it follows from the definition of
Tx,p and Theorem 2.1 (a) that

(2.4) T =' n Tx,p for all OJ> o.
p<oo

On the other hand, using inequality (2.3), it may easily be seen that

Applying this to relation (2.4), we conclude that

00

mes(T)~1- )10(m)-X for all OJ> 0
.4./
m=l

and consequently mes (T) ~ 1. This concludes the proof.
A sequence space A is called solid if {an} E A and Ibnl:( lanl for all

n ~ 0 imply {bn } E A. Regarding H (p, q, p) as being a sequence space,
we have

COROLLARY 2.2. The smallest solid space containing H(p, q, p) for
2:(p < 00 is H(2, q, p).

In fact,a much stronger result is valid.

THEOREM 2.5. The smallest solid space containing H(oo, q, p) is
H (2, q, p). Moreover, if f E H (2, q, p), then there is a sequence {bn} such
that 2 bnzn

E H (00, q, fP) and Ibnl ~ lanl for all n ~ o.
This is an easy consequence of Theorem 2.1 and the following pro

found result of Kisliakov [12J.

THEOREM (K). For any sequence {ak}~=m(O :( m :( n) there is a poly-
n

nomial h(z) = 2: bkzk satisfying Ibkl ~ lakl for m:( k «; nand
k=m

n

IIhlloo :( 0 (}; lakI
2)1/2 .

k=m

We finish this section by showing that the space H(p, q, p} for 1 < p
< 00 is isomorphic to the space l (p, q) of those sequences {bn}:=ofor which

The norm in l(p, q) is defined in an obvious way (cf. [11J). We point out
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that l(p, p) = lP. We shall generalize the case 1 < p < 00 of the following
result of Lindenstrauss and Pelczyriski [13J.

THEOREM (LPe). The space H (p, p, lip), 1::( p ::( 00, is isomorphic
to lP.

Although our method does not work in the cases p ,= 1 and p = 00

we can explicitly describe an isomorphism of H (p, q, cp) onto l (p, q).
We need

LEMMA 2.1([19J,Oh. X, Theorem 7.10). Let en = exp(27ti/2n-1),

n ?:: 0 and 1 < p < 00. Then

0-1II Llnllp ::(2-n (2: ILln(e~)IP)l/P ::( OIlLlnllp •

kEln

THEOREThI 2.6. Let 1 <v < 00 and U(f) = {bn}:'=o, where

bk = cp(2-n)2-n/pLln(e~), k E In'

Then U is an isomorphism of H(p, q, cp) onto l(p, q).

Proof. Let X = H(p, q, cp) and Z = l(p, q). Theorem 2.1(b) and
Lemma 2.1 show that U(X) c Z and, moreover,

0-lllf Ilx::( II U (f) liz ::( 0 Ilf IIx·

It remains to be shown that Z c U (X). Let {cn}:'=o E Z. Since

card {e~: k E In} = 2n- I, n?:: 1,

there is a sequence {hn}:'=1 of polynomials such that hn is of degree 2n-1_ 1
and hn(e~) = ck for k E In' n ;?: 1. Then {on} = U{g), where

00

g(z) = co+ }; cp(2-n)-12n!pz2n-lhn(z).
n=1

This completes the proof.

3. Some applications to HP spaces. Theorem 2.1 enables us to establish
a connection between some classical inequalities concerning HP spaces.
The following result is due to Hardy and Littlewood and may be found
in [8J.

THEOREM (HL IV). Let p ::( 2 ::( q < 00 and f(O) = O. Then

1

J(l-r)l1f~(r,f')dr::( Ollfll~,

°
1

Ilfll~::(O J (l-r)]I~(r,f')dr.

°
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A consequence of the well-known theorem of :Jjittlewood and Paley
[19], Ch. XV, p. 233, is

THEOREM (LP). Let 1 < P ~ 2 ~ q < 00. Then

00

L IILlnll~ ~ Ollfll; and
n=O'

00

!!fll~ ~ 0 L; IILlnll~.
n=O

It has been shown by Sledd [18], Theorem 3.2, that Theorem (LP}
may be sharpened in the following way.

THEOREM (S). Let 1 < P ~ 2 ~ q < 00. Then

(3.1)

and

(3.2)

00 1

211Llnll~ ~ 0 f(l-r)M~(r,f')dr
n=l 0

1 00

f (l-r)M~(r,f')dr~O 21ILlnll~.
o n=l

We shall prove that the conditions p ~ 2 and s> 2 are superfluous,
More precisely, we have

PROPOSITION 3.1. The inequalities (3.1) and (3.2) are valid for 1 < P
< 00 and 0 < q ~ oo, respectively. If p < 1,then

00 1

211Llnl1~ ~ C f (l-r)Mi(r,f')dr.
n=l 0

Combining this with Theorem (HL IV) we obtain the inequality

00

2: IILlnll~ ~ 0 Ilflli, p < l.
n=O

Proposition 3.1 is a consequence of the following more general fact,
HerejltlJ is the fractional derivative off, i.e.

00 .

f
lt/] ( ) _ \., r (n +P+l) n

Z -) , anz ,
..::....J n.
n=O

P~ o.

THEOREM 3.1. Let X = H(p, q, <p), Y = HLl(p, q, 1/') Z = H(l, q, <p),
where "P(r) = <p(r)r- f3 • Then IIff3Jllx ~ Ollflly for all p; Ilflly ~ OIIPf3JII.x

for 1 < p < 00; Ilflly ~ OllPtlJ liz for p < 1.
For the proof we need the following lemma.
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n

LEMMA 3.1. Let h (z) = 2 akz\ °~ m ~ n, Then
k=m '

IIhllprn~ Mp(r, h) ~ IIhllprm.

Proof. It is easily seen that

where

Since g is a polynomial and 1jr > 1, we have

227

M p(lfr, g) > M p(l, g) = IJh llp .

This proves the left-hand side inequality. The rest of the proof is similar.
Proof of Theorem 3.1. Let

Kn((J) = sup(l~r)tl+lMp(r, Ll!t1) , n> 0, fJ >0.
r

Then, by a result of Hardy arid Littlewood [9],

(3.3)

On the other hand, using Lemma 3.1, it is easily proved that

Thus

(3.4)

Now the desired result follows from Theorem 2.1.
We remark that, for p > 1, inequality (3.4) is of an elementary char

acter and can easily be proved by standard arguments (without appealing
to (3.3)). Namely, if »> 1 and (J> 0, we apply Minkowski's inequality
(in continuous form) to the relations

1

T((J) Lln(eit ) = f (1_r)fJ- 1 LlJf] (reit ) dr,
o

2rc

27tLlJfl (reit) = T((J +1) J Lln(ei (t+S»( 1 _ r e-,iS)- fJ - 1 ds
o
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1

IIL1nllp~ CJ(l-r)fJ-l~fp(r, L1~I)dr,
o

Mp(r, L1~]) ~ C(l-r)- fJIILt
nllp.

These estimates together with Lemma 3.1 give inequality (3.4).
Oombining Theorems 2.1 (b) and 2.3 with Theorem (HL III), we

obtain

THEOREM 3.2. Let p < 00 and q > max{l, p}. Then

(3.5)

and

(3.6)

00

2; 2n(Plq-l)llL1nll~ ~ Cllfll~
n=O

00

2 (n+1)Plq-2118nll~ ~ Cllfll~·
n=O

In the case p ~ 2 inequality (3.5) is weaker than the inequality

00

}; JlLtnll~ ~ Cllfll~, 2 ~ p < 00.

n=O

This is a known result of Littlewood and Paley [19J, Clr. XV, Theorem
4.22, and can be derived from the inequality

1

J(l-r)P-lM~(r, f')dl- ~ C Ilfll~, 2 ~ p < 00,

o

by use of Theorem 3.1. The last inequality is also a result of Littlewood
and Paley [19J, Oh. XIV, Theorem 3.24.

It may easily be proved that the dual of HLt (p, q, (J), for 1 < p, q < 00,

is HLt (p', q', - (J), where p' and q' are the conjugate indices of p and q.
The pairing is given by

00

(f, g) = ~' anbn•
n=O

Using this duality and inequality (3.5), one can prove.tnat

(3.7)
00

IIfll~~C l: 2n(Plq-I)IILtnll~, 1 < q < p < 00.

n=O

An immediate consequence of (3.7) and Theorem 3.1 is -the following
result of Flett [6J, Theorem 1.
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COROLLARY 3.1. Let 1 < q < p < 00. Then

1

I!fll~ ~ 0 J(l-r)-P/Q+P ~~I~(r,f[l])dr.
o

Now from Theorem 2.3 and Corollary 3.1 it follows that

00

(3.8) IIfll~ ~ C~ (n +1)Plq-p-2118~]II~, 1 < q < p < 00.

n=O

229

From these various inequalities one can deduce some extensions of
Theorem (EL II). For example, taking q - 2 in (3~6) and (3.8), we obtain
the following result of Holland and Twomey [10].

n

COROLLARY 3.2. Let An = 2; (k +1) lakl 2
• Then

k=O

and

co

}; (n +1)-2 A~!2 ~ C Hfll~
1/=0

if P ~2,

00

IIfll~~ C l' (n+1)-2 A~12 if 2 ~ P < 00.

n=O

Finally, we remark that a number of inequalities, including the (0.1)
means, can be proved if we use Theorem 2.2 and Hardy-Littlewood's and
Littlewood-Paley's results. An example is the inequality

00

l' (n +1)P- 2 110'nllf ~ C IIfll~, p < 1,
n=O

which is a consequence of Theorem (HL III) and Theorem 2.2.

4. Proofs. of the main results. The proof of Theorem 2.1 is based on
Lq-behaviour of the functions

FI(r) = (1-r)-I/qqJ(1-r)sUp{Anr
2n

: n ~ O}

and
00

F 2 (r ) = (l--r)-l/qqJ(l-r) }; An1,2\
n=O

where"{An} is a sequence of non-negative real numbers.

PRO,r0SITION 4.1. Let F = F I 01' F = F 2' Then

C-1IIFIILq ~ II{cp(2- n
) An}lIzq~ liFllzq.

For the proof we need some lemmas.

3 - Studia Mathematica 77.3
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LEMMA 4.1. Let 'ljJ(r) = qJ(r)qr- s
, where q< 00, qa-e> -1 and

a satisfies condition (1.1). Then

I

O-IX-I'ljJ(l/X) ~ J'ljJ(1-r)rX-1dr ~ Ox- l 'ljJ(l/x) , . x ~ 1.
o

Proof. We have
I x

I(x):= J'ljJ(1-r)rX-1dr = X-I J'ljJ(t/x)(l-t/x)X-ldt.
o 0

Since qJ satisfies the conditions (1.1) and (1.2) we have

qJ(t/x) ~ O(ta + tfJ)qJ(l/x) , 0 < t < x (f3 ~ a),

and consequently
x

lex) ~ Ox-1'ljJ(1/x) J(ta+tfJ)qt-S(l-t/X)X~ldt
o

~ Ox-1'ljJ(1/x).

This proves the right-hand side inequality. The left-hand side in
equality is easy and does not depend on the conditions (1.l) and (1.2).

LEMMA 4.2. Let 'ljJ(r) = qJ(r)r- S,
e·~ a and a satisfies (1.1). Then

O-I'lJ'(l/x) ~ sup 'ljJ (1.-r)rX-1~ 01jJ(1/x), x ~ l.
r

The proof is similar to that of Lemma 4.1.
Besides these lemmas we shall use the familiar estimate

(4.1)
00

}; 2nfJr 2n ~ Or(l-r)-fJ, f3 > o.
n=O

Proof of the proposition. We shall consider only the case q < 00.

In the case q = 00 the proof is similar and is based on Lemma 4.2.
Let q < 00. Then

; k
F(r)q ~ F 1(r)q ~ (1-r)-lqJ(1-r)qAkr2 q for all k

and, by (4.1),

00

F(r)q ~ O-lqJ(l-r)q l;2nr 2nAkr 2kq•

n=O

Hence

(4.2)
00

F(r)q ~ O-lqJ(l-r)q };2nA~1·2n(1+q).

n=O
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On the other hand, from Lemma 4.1 and hypothesis (1.2) it follows that

1f p(1_r)qr2n(q+l)dr ~ O-12-np(2-n).

o

Combining this with (4.2), we obtain the right-hand side inequality in
Proposition 4.1. .

To prove the left-hand side inequality, let

2n~ 2n-lrJn = r ,

where ~ = aJ2 and a satisfies (1.1). Then

00 00

~ (27rJn)q 2 ()~
n=O n=o

00

~ 0 (l-r)-q" 27 2-nq~ A~r2n-lq,

n=O

.. where we .have used inequality (4.1). Hence
00·

F(r)q~F2(r)q~ 01jJ(1-r) 27 2-nq" A~r2n-lq,
n=o

where 1jJ(r) = p(r)qr-q"-l. Now the desired result follows from Lemma 4.1.
. The assertions (a), (b) and (c) of Theorem 2.1 are a simple conse

quence of Proposition 4.1 and the following three lemmas.
LEMMA 4.3. Let 8 = min {p, 1}. Then

00

M;(r,f) ~ laols + ,2; II Lln+11l; r2
'11
s•

n=O

Proof. By the triangle inequality and Lemma 3.1,

00

M;(r,!) ~ laols + }; M;(f, Lln+ 1 )

'11=0

00

~ laol s+ }; II Lln+1II;r
2ns

•
'11=0 .

LEmfA 4.4. Let 1 < p < 00. Then

IILlnllpr2n ~ OMp(r,!), n): o.
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Proof. By the Riesz projection theorem and Lemma 3.1, we have

lI L1nllpr 2n
~ Mp(r, Lin)~ OMp(r,f)·

LEM~fA 4.5. If P < 1, then

IILln llpr
2n
~ 01J!1(r, f).

Proof. This follows from the inequality

M p(1", Lin)~ OM1(r,f), p < 1,

[19], Oh. VII, Theorem 6.8. _
Proof of Theorem 2.1 (d). VVe shall consider only the casep ~ 1.

In the case p = 00 the assertion is proved in a similar way by use of
[3], Lemma 1.14.

Using the inequality M 1 (r, Lin)~ 0 (l-r)l-,.1fP IILlnllp, P ~ 1, [4], The
orem 5.9, and Lemma 3.1, it may easily be seen that

olIL1nllp ~ 2n(1/P - l ) IILlnIl1 , P ~ 1.

Hence

H LI (p, q, p) c H LI (p, 00, p) c H LI (1, 00, "P), p ~ 1,

where "P(r) = p(r)r1
/P -

1
• Thus Theorem 2.1 (d) is a consequence of the

following stronger result.
PROPOSITION 4.2. Let »< 1 and "P(r) = p(r)r1

/P -
1

• Then

H (p, q, p) ¢ H LI (1, 00, "P).

Proof. Let X = H(p, q, p) and Y = HLI (1, 00, "P) and suppose
that X c Y. Then, by theclosed graph theorem (X and Yare complete),
there is a positive constant 0 such that

(4.3)

To obtain a contradiction we use a generalization of an example due to
F. Riesz [2], p. 599.

Let

00

- Z2
n (1_z2n

)2/p }; CkZk ,

k=O

where
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Hence
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n> o.

.Using the inequality

m m

C 112 Ck~/cj 11 ~ I~ (k +1)-1 Cm- lc+1!'
k~O lc=O

[2J, p. 476, we obtain

. C II Lln+dlll ~ (n+1)2 n (2/
p- l ).

This is a contradiction of (4.3) because, as is easily verified,

We pass now to the proof of Theorem 2.2. The following lemmas
will be needed.

LEMMA 4.6. Let 1 ~ P ~ 00 and k = 0, 1, ... Then

00

IIO'lcl/p1.lC~ Mp(r,f) ~ (1-r)2 }; I/O'nl/p(n+1)rn•

n=O

Proof. The first inequality follows from the inequality M p (r , f)
): Mp(r, O'n) and Lemma 3.1; the second follows from the formula

00

j(reit) = (1-1')2 }; O'n(eit)(n +l)rn•

n=O

LEMMA 4.7. Let 1 ~ P ~ 00, 0 ~ k < n. Then

(n - k +l)IIO'lcllp ~ (n +1) I/O'nl/p.

Proof. We have

p

where Bernstein's inequality has been used.
00

LE~IA 4.8. Let F (r) = (1- r)4-1/q cp (1 -r).2 xnrn, where {Xn} is
n=O

a monotone sequence oj non-negative 'real numbers. Then F belongs to Lq(O, 1)
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This is obtained from Proposition 4.1 by a Cauchy condensation tQSt
type argument.

Proof of Theorem 2.2. Consider first the case q < 00. Let f E H (p, q,cp),
1 <»< 00. Then

00

(l-r)-lcp(l-r)qM~(r,f)= cp(l-r)Q 2; M~(r,f)rn
n==O
00

;?; p(l-r)Q 2;1I0'n"~rn(Q+l),
n=O

by Lemma 4.6. Now integration yields

1 00

00 > J(l-r)-lp(l-r)qM~(r, f)dr ;?; 0-1 ~ p(l/(n +l)}«(n +l)-IIlO'nll~,
o n=O

where Lemma 4.1 and condition (1.2) have been used.
Conversely, suppose that (2.1) holds. Let

n

{J)n = L (k +l)(n -k +l)IIO'kllp.
k= <

Then

(4.4)
00 00

2; Il00nllp(n +l)rn = (l-r)2~ (J)n rn•
n=O n=O

On the other hand, using Lemma 4.7, we see that

and therefore
00

2; p(1/(n+1»)Q(n+1)-3q-l{J)~< 00.

n=O

Now we use Lemma 4.8, equality (4.4) and the right-hand side inequality
in Lemma 4.6 to conclude' that f E H(p, q, cp).

Finally, suppose that q = 00. Th,e implication f E H( 00, p, p) => (2.1)
is a direct consequence of Lemmas 4.2 and 4.6. To prove the converse,
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observe that, by Lemma 4.6,
00

Mp(r2,f)~4(1-r)2l' IIO'nllp(n+1)1,2n.
n=O

Hence
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(4.5)

because

M p (r 2 , f) ~ 4suPIIO'nllprn, p ~ 1,
n

00

(1-r)2 2 (n +1)rn = l.
n=O

Now the result follows from (4.5), by Lemma 4.2.

5. Remarks. Let "p be a positive increasing function defined on
(0,1] and let 8 ~ 0. Then there is a positive function K(b), b :» 0, such
that

1

(5.1) K(b)x- e1jJ(b/x) ~ f 1jJ(1-r)(l-1't·:'lrx -
1dr, x ~ b,

o

and

(5.2)
r

On the other hand, condition (1.2) is equivalent to

(5.3)

Using these estimates, one can prove that condition (1.2) is necessary
for the validity of Theorem 2.1 (a). However, Theorem 2.1 (c) is valid
for any increasing function cp. This may be seen from Lemma 4.5 and the
proof of Proposition 4.1 if the inequalities (5.1) and (5.2) are used.

We also remark that if q~ 1, the proof of Theorem 2.2 can be sim
plified by using the inequality

(5.4)
00

M~(r,f) ~ (1-r)2 2110'nll~(n+1)rn, 1 ~ q < 00

n=O

which is an immediate consequence of Lemma 4.6 and Jensen's inequality.
In fact, we can do somewhat more. Using (4.5), (5.4) and the fact that
the results of Lemmas 4.1 and 4.2 remain true fora = 0, we obtain the
following partial generalization of Theorem 2.2.

THEOREM 5.1. Let 1 ~ q~ 00 and let cp satisfies (5.3). Then f belongs
to H (11, q, gJ) if and only if condition (2.1) is satisfied.
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The special case p = q = 00 is obtained by Bennett, Stegenga and
Timoney [3], Theorem 1.4.

EXAJ\'lPLE. The function

<per) = (1 + Ilogrl)-l

satisfies (1.2) (or, equivalently, (5.3)) but not (1.1). Theorem 5.1 shows
that, if 1 < q < 00, then! EH(p, q, cp) (p ~ 1) if and only if (2.1) holds.

. Let us observe that the space H(p, q, <p) is infinite-dimensional because

1

J(1-r)-I<p(1-r)Qdr < 00, 1 < q < 00.

o .

Consider the function

00

g (7- ) " zn,. = L.J Z •

n=O

It is easily verified that

and, consequently, g~H(00,2,cp). On the other hand, gEHiJ(00,2,cp).
This shows that condition (2.1) in Theorem 5.1 cannot be replaced by
(1.4).

In conclusion we mention a problem concerning, Theorems (LPe)
and 2.6.

PROBLEJ\L If cp satisfies the conditions (1.1) and (1.2), is the space
H(l, q, cp) isomorphic to l(1, q)~

We remark that some properties of H(l, q, a) and l(1, q) are similar.
For example, if 1 < q < 00, then these spaces are reflexive. The reflexivity
of H(l, q, a) follows from a very general result of Muramatu [17], The
orem 1.4. In particular, Muramatu's theorem asserts that the dual of
H(p, q, a) is isomorphic to H(p', s', a), where p E {1, oo} and p', q' are
the conjugate indices: 1/p+1/p' = 1, l/q+l/q' = 1. See also [5].

After completing this paper we knew that if <per) = r" and q~ 1,
then Theorem 2.1 (b) can be derived from a result of Lizorkin [14], The
orem 3.
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