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1. Introduction

The pioneering work of Galí (1999) has sparked a broad literature investigating the labor market effects of technology shocks.1

This literature commonly identifies technology shocks as shocks that increase permanently aggregate productivity. Because vari-
ations in aggregate total factor productivity (TFP thereafter) can be driven by movements that are both common across sectors
and sector-specific, shocks to aggregate TFP can be broken down into symmetric and asymmetric technology shocks across sec-
tors. As documented empirically by Foerster et al. (2011) and Garìn et al. (2018) on U.S. data, the contribution of asymmetric
shocks has increased dramatically during the great moderation relative to the period before 1984. Despite the growing importance
of asymmetric shocks across sectors for economic fluctuations, a systematic exploration of the effects of sector-biased technology
shocks in open economy is still lacking.

Building on the evidence documented by Duarte and Restuccia (2010, 2020), and Inklaar and Diewert (2016) who find that
productivity grows faster in exporting industries, we make the distinction between a traded vs. a non-traded sector to explore
the effects of asymmetric technology shocks in an open economy. By investigating the labor market effects of a technology
shock that increases permanently traded relative to non-traded TFP, the purpose of this paper is to address two questions: Is
the change in total hours worked uniformly distributed across sectors and if not which sector benefits from labor reallocation?
Does the magnitude of labor reallocation vary across OECD countries and which factors are responsible for these international dif-
ferences?

Answering these questions is important since economic expansions come along with an acceleration in technological change
concentrated in traded industries while a fall in the relative productivity of tradables accompanies recessions. As is evident in
Fig. 1a, the cyclical component of real GDP (displayed by the red line) co-moves with the detrended (logged) ratio of traded to
non-traded TFP (displayed by the blue line) for the seventeen OECD countries of our sample. As traded TFP increases faster
than non-traded TFP, non-traded firms set higher prices to compensate for lower productivity gains. Because traded and non-
traded goods have low substitutability, see e.g., Kehoe and Ruhl (2009) and Stockman and Tesar (1995), the tradable content
of expenditure declines. Labor thus shifts away from the traded sector which leads the traded goods-sector share of total hours
worked to be negatively correlated with the relative productivity of tradables. Such a negative correlation should materialize
only during the great moderation because the contribution of asymmetric shocks is substantial during this period. On the con-
trary, when the contribution of asymmetric technology shocks to economic fluctuations is negligible and symmetric technology
shocks are predominant, cyclical components of the relative productivity of tradables and the labor share of tradables should
be uncorrelated.2 Since three-fourth of our sample consists of European countries for which the great moderation occurs in the
post-1992 period, we choose 1992 as the cutoff year for the whole sample.3 In Fig. 1b, we plot the detrended (logged) ratio of
traded to non-traded TFP (displayed by the blue line) and the detrended labor share of tradables (displayed by the black line).
The time series appear to be uncorrelated until 1992 while they move in opposite direction after 1992. More specifically, the cor-
relation between the relative productivity and the labor share of tradables is essentially zero over 1970–1992 and is negative
(i.e., at −0.35) in the post-1992 period. Evidence on U.S. data further corroborates the growing importance of asymmetric shifts
in sectoral TFPs during the great moderation as the correlation between the labor share and relative productivity of tradables is
zero before 1984 and stands at −0.67 from 1984 to 2013.4

By adapting the identification scheme of technology shocks proposed by Galí (1999), we document a set of VAR evidence
which confirms the empirical facts we describe above. Our estimates reveal that the contribution of identified asymmetric tech-
nology shocks across sectors to the forecast error variance of aggregate TFP growth has increased dramatically over time and
stands at about 40% in the post-1992 period while asymmetric technology shocks play a negligible role before 1992. When we
estimate the effects of technology shocks biased toward the traded sector, we find that real GDP growth originates from the
traded sector while the non-traded sector alone drives total hours worked growth.

Our empirical results also show that productive resources, especially labor, shift toward non-traded industries. Labor realloca-
tion contributes to 43% of the rise in non-traded hours worked on impact and 35% on average (over ten years). To rationalize the
shift of labor toward the non-traded sector that we document empirically, we put forward a two-sector semi-small open economy
model with flexible prices. Likewise Kehoe and Ruhl (2009), we assume that the economy is small in world capital markets so
that the world interest rate is given, but large enough in the world goods market to influence the relative price of its export
good. We find quantitatively that the model can account for the magnitude of the decline in the traded goods-sector share in
total hours worked once it contains a combination of three elements: a demand for home-produced traded goods which is elastic
enough w.r.t. the terms of trade, imperfect mobility of labor and factor-biased technological change (FBTC henceforth).

These three specific features are necessary to mitigate the labor reallocation movement caused by the combined effect of fi-
nancial openness and the low substitutability between traded and non-traded goods. Intuitively, a technology shock biased to-
ward tradables generates an excess demand for non-traded goods which appreciates the relative price of non-tradables. With
an elasticity of substitution between traded and non-traded goods smaller than one, the non-tradable content of expenditure
rises. Whilst labor shifts away from the traded sector and moves toward the non-traded sector, our quantitative analysis reveals
1 While Galí (1999) uses labor productivity, like Chang and Hong (2006), we measure technological change with TFP.
2 In a model with three goods where the substitutability varies across sectoral goods, a symmetric technology shock produces a reallocation of labor across sectors

because the variations of sectoral prices have a different impact on sectoral labor demand.When asymmetric technology shocks play a negligible role, themovement in
the labor share of tradables should be driven by symmetric technology shocks.

3 See e.g., Benati (2008) for the U.K. and González Cabanillas and Ruscher (2016) for the euro area.
4 In the Online Appendix A, we show additional evidence for four OECD countries, including the US.
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Fig. 1. Relative productivity of tradables, real GDP and labor reallocation. Notes: TFP of tradables, ZH
t , and TFP of non-tradables, ZN

t , are the Solow residuals. The
labor share of tradables is calculated as the ratio of hours worked in the traded sector to total hours worked. Detrended relative productivity and real GDP are
calculated as the difference between the logarithm of actual series and the trend of logged time series. The trend is obtained by applying a Hodrick-Prescott
filter with a smoothing parameter of λ = 100 (as we use annual data) to the (logged) time series. Detrended labor share of tradables is computed as the

difference between actual time series for LHt =Lt and the trend of the labor share of tradables, the latter being obtained by applying a Hodrick-Prescott filter
with a smoothing parameter of λ = 100. Sample: 17 OECD countries, 1970–2013, annual data.
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that the model considerably overstates the decline in the labor share of tradables. The reason is that we consider an open econ-
omy setup where access to foreign borrowing significantly biases labor demand toward the non-traded sector.

To mitigate labor reallocation, we first allow for endogenous terms of trade by assuming that home- and foreign-produced
traded goods are imperfect substitutes. As technology improvement is concentrated in the traded sector and puts downward
pressure on the marginal cost in this sector, traded firms find it optimal to lower their prices as long as the demand for home-
produced traded goods is elastic enough w.r.t. the terms of trade, in line with the evidence (see e.g., Bajzik et al., 2020). By
increasing the demand for home-produced traded goods, the depreciation in the terms of trade curbs the demand boom for
non-tradables and therefore mitigates the decline in the labor share of tradables. The second key element is imperfect mobility
of labor. In line with our evidence indicating that the labor reallocation process is associated with mobility costs, we allow for lim-
ited substitutability in hours worked across sectors which further hampers labor reallocation. Even with the two aforementioned
ingredients, the model still overstates the shift of labor toward the non-traded sector and does not replicate well the responses of
sectoral hours worked.

The third and pivotal element is FBTC which is recovered from our estimation of redistributive effects. More specifically, our
evidence reveals that the labor income share (LIS henceforth) increases in both sectors which implies that technological change
is not Hicks-neutral but rather biased toward labor. Intuitively, when technological change is Hicks-neutral, the LIS is a function of
the capital-labor ratio only. The gross complementarity between capital and labor in production found in the data (see
e.g., Klump et al., 2007; Herrendorf et al., 2015; Oberfield and Raval, 2014; Chirinko and Mallick, 2017) and corroborated by
our own estimates implies that the LIS and the capital-labor ratio move in the same direction. Because a technology shock biased
toward the traded sector drives capital out of the traded sector while labor is subject to mobility costs, the capital-labor ratio falls
dramatically, thus driving down the traded LIS under the assumption of Hicks-neutral technological change. Since the non-traded
capital-labor ratio is unresponsive to the shock, this assumption also implies that the non-traded LIS should remain unchanged, in
contradiction with our evidence. To account for the rise in LISs that we estimate empirically, we assume that capital relative to
labor efficiency increases which in turn biases technological change toward labor within each sector.5 While the model can
account for the redistributive effects once we allow for FBTC, the differential in FBTC between sectors increases the performance
of the model with imperfect mobility of labor and endogenous terms of trade in reproducing the labor reallocation effects we
document empirically.

To assess quantitatively the contribution of each element of our model to the sectoral effects we compute numerically, we con-
sider a simplified version of our setup which collapses to the small open model with tradables and non-tradables developed by
Fernández de Córdoba and Kehoe (2000) with no labor mobility costs, and add one ingredient at a time. While the restricted ver-
sion of the model generates a decline in the labor share of tradables which is almost six times larger to what we estimate empir-
ically on impact, adding labor mobility costs halves the reallocation of labor toward the non-traded sector. When we allow for
imperfect mobility of labor and endogenous terms of trade, the model performance improves but the fall in the traded goods-
sector share of total hours worked is still 50% larger to what is estimated. Once we allow for technological change biased toward
labor varying across sectors, the fall in the labor share of tradables is further mitigated and matches the evidence because tech-
nological change is more biased toward labor in the traded than in the non-traded sector which leads traded firms to hire more
workers, thus hampering the shift of labor toward the non-traded sector.
5 Technically, we adapt themethodology by Caselli and Coleman (2006) andmake inference about FBTC from the demand for factors of production and a technology
frontier which maps sectoral TFP shocks we estimate empirically into factor-augmenting technological shifts.
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We further investigate about the role in FBTC in driving international differences in labor market outcomes by taking advan-
tage of the panel data dimension of our sample. When estimating the redistributive effects at a country level, we find that LISs
may fall or rise by a magnitude which varies considerably between OECD countries. In the lines of Caselli (2016), we construct
time series for sectoral FBTC and detect empirically a strong and positive cross-country relationship between the responses of
LISs and FBTC. While the responses of LISs vary between countries as a result of cross-country differences in FBTC, international
differences in the labor reallocation effects we estimate empirically are driven by cross-sector differences in FBTC which vary sig-
nificantly across OECD economies. More specifically, we find that the labor share of tradable falls less in countries where techno-
logical change is more biased toward labor in the traded than in the non-traded sector. Once calibrated to country-specific data,
numerical results show that the model can account for international differences in the redistributive and reallocation effects we
document empirically as long as we let FBTC vary between sectors and across countries.

The remainder of the paper is organized as follows. In Section2, we investigate empirically the labor market effects of a tech-
nology shock biased toward the traded sector. In Section3, we develop a two-sector open economy model with flexible prices and
FBTC. In Section4, we report the results of our numerical simulations and assess the ability of the model to account for the evi-
dence on the reallocation and redistributive effects of a technology shock which increases permanently traded relative to non-
traded TFP. In Section5, we summarize our main results and we conclude with a discussion of some possible avenues for future
research. The Online Appendix presents further empirical and numerical results, conducts robustness checks to address the SVAR
critique, provides the steps to solve the model, and discusses analytical results from a restricted version of our setup.

Related literature Our paper fits into several different literature strands as we bring several distinct threads in the existing
literature together. First, our setup includes several key features which have been put forward by the literature to rationalize
the response of aggregate hours worked to a positive productivity shock. Like Collard and Dellas (2007), the open economy di-
mension of our setup greatly enhances the flexible price model's ability to account for the labor market effects of technology
shocks through the terms of trade deterioration. In contrast to Collard and Dellas who generate a decline in total hours worked
by assuming that home- and foreign-produced traded goods are gross complements, the ability of our model to account for the
dynamics of sectoral hours worked increases when home- and foreign-produced traded goods are gross substitutes. Like
Cantore et al. (2014), we put forward FBTC to account for the responses of hours worked to a technology shock. The authors
show that technology shocks biased toward capital allow the RBC model to generate a negative response of hours worked
while we find that sectoral technological shifts are biased toward labor (for the whole sample and the U.S. as well). The reason
for this discrepancy lies in the fact that aggregate technology shocks are a combination of symmetric and asymmetric technology
shocks, the former shock being biased toward capital and the latter biased toward labor.

The contribution of asymmetric technology shocks across sectors to economic fluctuations has received attention only very re-
cently. Using U.S. data over 1961–2008 and distinguishing between a consumption and an investment sector, Chen and Wemy
(2015) find that technology shocks biased toward the capital-producing sector explain more than 50% of TFP fluctuations. In
the same vein, our evidence reveals that the contribution of technology shocks biased toward the traded sector to TFP fluctuations
stands at 40% in OECD countries over 1993–2013. Drawing on the pioneering work by Long (1983) and revitalized later by
Horvath (2000), Holly and Petrella (2012) quantify the contribution of industry specific shocks to aggregate hours worked by con-
sidering input-output linkages. Differently, we explore the sectoral composition effects driven by a shock to TFP taking place at
uneven rates across sectors and uncover the key role of heterogenous substitutability across sectoral goods and FBTC in the
same spirit as the structural change literature, see e.g., Ngai and Pissarides (2007) and Alvarez-Cuadrado et al. (2018), respec-
tively. Our study differs from the structural change literature because the VAR methodology allows us to quantify empirically
the extent of the reallocation of economic activity conditional on a technology shock biased toward the traded sector. Therefore,
we are exclusively interested in characterizing the behavior of the economy moving from one initial steady-state to a new steady-
state following a permanent increase in traded relative to non-traded TFP rather than studying the convergence of the open econ-
omy toward a balanced growth path.

Our work also complements the literature which analyzes sectoral reallocation in open economy within a RBC model,
e.g., Fernández de Córdoba and Kehoe (2000), Benigno and Fornaro (2014), Arellano et al. (2018), Fornaro (2018) and Kehoe
and Ruhl (2009). The first two works show that capital inflows episodes have contributed to shifting productive resources out
of the traded sector. Similarly, in our open economy setup, financial openness amplifies the incentives to shift labor toward the
non-traded sector. In contrast to Arellano et al. (2018) and Fornaro (2018) who consider a default risk and a deleveraging
shock, respectively, to rationalize the shift of labor toward the traded sector during the sovereign debt crisis in Europe after
2008, this movement of labor is the result of the dramatic decline in the TFP in tradables relative to non-tradables in our
setup. Whilst we emphasize the key role of the terms of trade in shaping the labor movement across sectors like Kehoe and
Ruhl (2009), none of the aforementioned articles allow for FBTC.
2. Technology shocks biased toward tradables: VAR evidence

To guide our quantitative analysis, we document evidence on the labor market effects driven by a technology shock biased to-
ward the traded sector by estimating a structural VAR model in panel format on annual data. We first present the data and detail
our identification strategy, and then we discuss empirical results. We denote below the percentage deviation from initial steady-
state (or the rate of change) with a hat.
4
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2.1. Data construction

Before presenting our empirical strategy and VAR evidence, we briefly discuss the dataset we use. Our sample contains annual
observations over the period 1970–2013 and consists of a panel of 17 OECD countries. Online Appendix L provides the list of
countries. We use the EU KLEMS [2011], [2017] and OECD STAN [2011], [2017] databases which provide domestic currency series
of value added in current and constant prices, labor compensation and hours worked at an industry level. All quantities are scaled
by the working age population. We use the subscripts i and t to index countries and time periods (years), respectively, and we use
the superscript j to index sectors below.

We make the distinction between a traded (indexed by the superscript H) vs. non-traded sector (indexed by the superscript
N). Our sample covers eleven 1-digit ISIC-rev.3 industries which are split into traded and non-traded sectors by adopting the clas-
sification by De Gregorio et al. (1994). Agriculture, hunting, forestry and fishing; Mining and quarrying; Total manufacturing;
Transport, storage and communication are classified as traded industries. Following Jensen and Kletzer (2006), we updated the
classification by De Gregorio et al. (1994) by treating Financial intermediation as a traded industry. Electricity, gas and water sup-
ply; Construction; Wholesale and retail trade; Hotels and restaurants; Real estate, renting and business services; Community,
social and personal services are classified as non-traded industries.6

POnce industries have been classified as traded or non-traded, series for sectoral value added in current (constant) prices are

constructed by adding value added in current (constant) prices for all sub-industries k in sector j = H, N, i.e., P j
itY

j
it ¼ ∑kP

j
k;itY

j
k;it (

�P
j
itY

j
it ¼ ∑k

�P
j
k;itY

j
k;it where the bar indicates that prices P j are those of the base year), from which we construct price indices (or

sectoral value added deflators), P j
it. Normalizing base year price indices �P j to 1, the relative price of non-tradables, Pit, is defined as

the ratio of the non-traded value added deflator to the traded value added deflator (i.e., Pit ¼ PN
it=p

H
it). The relative price of home-

produced traded goods (or the terms of trade, denoted by PH
it ) is constructed as the ratio of the traded value added deflator (pH

it )

to the price deflator of imported goods and services (PF
it). The same logic applies to constructing series for hours worked

(Lj ¼ ∑kL
j
k,it) and labor compensation in the traded and the non-traded sectors which allow us to construct sectoral wages,

Wj
it. The real consumption wage in sector j, Wj

C,it, is defined as the sectoral nominal wage, Wj
it, divided by the consumption

price index, PC,it. To construct time series for the aggregate nominal wage, Wit, we divide aggregate labor compensation by

total hours worked. We also construct hours worked and valued added shares of sector j (at constant prices), denoted by νL,j
it

and νY ,j
it , see Online Appendix D.7 Note that we focus on the change in the value added share at constant prices because as dis-

cussed below, it moves in opposite direction to the labor share, the latter being driven by the change in the value added share

at current prices. To estimate the redistributive effects, we calculate the LIS for each sector j, denoted by sjL,it, as the ratio of
labor compensation to valued added at current prices in sector j.

Like Chang and Hong (2006), we use sectoral TFPs, Z j, to approximate technical change. Sectoral TFPs are constructed as Solow

residuals from constant-price (domestic currency) series of value added, Yj
it, capital stock, K

j
it, and hours worked, Ljit:
6 Bec
tradabil
classific
or “Real

7 We
YR,t, is e
year so
Ẑj
it ¼ Ŷ j

it � sjL,i L̂
j
it � 1 � sjL,i

� �
K̂ j
it, ð1Þ
where sjL,i is the LIS in sector j averaged over the period 1970–2013. To obtain series for sectoral capital stock, we first compute the
overall capital stock by adopting the perpetual inventory approach, using constant-price investment series taken from theOECD's An-
nual National Accounts. FollowingGarofalo and Yamarik (2002), we split the gross capital stock into traded and non-traded industries
by using sectoral valued added shares. While in the main text, we measure technology change with the Solow residual, we alterna-
tively constructed time series for utilization-adjusted-sectoral-TFPs, as recommended by Basu et al. (2006), by adapting the method-
ology proposed by Imbs (1999). As shown in Online Appendix U.5, our results are little sensitive to the correction of sectoral TFPswith
the (sectoral) capital utilization rate.

2.2. VAR identification of asymmetric technology shocks

In this subsection, we present our identification strategy of asymmetric technology shocks and document some evidence
pointing at their increasing importance over time. Like Galí (1999), permanent productivity shocks are identified by assuming
that technology shocks are the only source of movements in long-run productivity. Because we adapt the SVAR approach by
Galí (1999) to the identification of asymmetric technology shocks, we first answer to two questions below: Are shocks to
ause “Financial Intermediation” and “Real Estate, Renting and Business Services” are made up of sub-sectors which display a high heterogeneity in terms of
ity and “Hotels and Restaurants” has experienced a large increase in tradability over the last fifty years, we perform a sensitivity analysis with respect to the
ation for the three aforementioned sectors in Online Appendix O.3. Treating “Financial Intermediation” as non-tradables or classifying “Hotels and Restaurants”
Estate, Renting and Business Services” as tradables does not affect our main results.
consider an open economywhich produces a traded and a non-traded good while the foreign good is the numeraire and its price is normalized to 1. Real GDP,
qual to the sum of traded and non-traded value added at constant prices, i.e., YR,t ¼ PHYH

t þ PNYN
t where prices at the initial steady-state are those at the base

that real GDP collapses to nominal GDP, Y, initially; the value added share at current and constant prices are thus also equal initially.

5



L. Bertinelli, O. Cardi and R. Restout Journal of International Economics 138 (2022) 103645
aggregate TFP evenly distributed across sectors? If not, what is the contribution of asymmetric technology shocks across sectors to
the variance of aggregate TFP growth? Beyond the fact that answering these questions will allow us to gain further insight about
the mapping between aggregate and asymmetric technology shocks, it will pave the way for our identification strategy.

2.2.1. Sector distribution of shocks to aggregate TFP
We first write down the sectoral decomposition of the percentage deviation of aggregate TFP relative to its initial steady-state,

denoted by Ẑ
A
it (see Online Appendix C):
ẐA
it ¼ νY ,H

i ẐH
it þ 1 � νY ,H

i

� �
ẐN
it , ð2Þ
where Ẑ
H
it and Ẑ

N
it are the percentage deviation of TFP relative to initial steady-state in the traded and the non-traded sector, respec-

tively, and νY ,j
i is the share of value added of sector j = H, N in GDP.

According to Eq. (2), variations in aggregate TFP, Ẑ
A
it, can be associated with shifts in sectoral TFPs which are common

across sectors (i.e., Ẑ
H
it ¼ Ẑ

N
it in the long-run) or take place at uneven rates across sectors (i.e., Ẑ

H
it ≠ Ẑ

N
it in the long-run). To

investigate whether a shock to aggregate TFP is evenly or unevenly distributed across sectors, we first identify a shock to
aggregate TFP, denoted by ϵZAit , by estimating a VAR model with two lags in panel format on annual data that includes ag-

gregate TFP and total hours worked, both in growth rate, i.e., ½ẐA
it, L̂it�. To identify aggregate technology shocks, we impose

restrictions on the long-run cumulative matrix such that only aggregate technology shocks increase permanently ZA
it. In

the second step, we consider a VAR model which includes identified technology shocks, ϵZAit , ordered first, the rate of growth

of traded, non-traded and aggregate TFP, and adopt a Cholesky decomposition. Next, we plot in Fig. 2a the responses for ZH
it

shown in the blue line and ZN
it shown in the black line following a 1% permanent increase in ZA

it in the long-run. Estimates
show that aggregate technology shocks are not evenly distributed since traded TFP increases significantly more than non-
traded TFP.

Above VAR evidence can be mapped into the sectoral decomposition of aggregate TFP by rearranging eq. (2) as follows:
ẐA
it ¼ ẐN

it þ νY ,H
i ẐH

it � ẐN
it

� �
: ð3Þ
According to our estimates shown in Fig. 2a, an aggregate technology shock which raises ZA
it by 1% in the long-run gives rise to an in-

crease in ZN
it by 0.8% augmented by a productivity differential between tradables and non-tradables of 0.4% (weighted by νY ,H

i ). The
RHS of Eq. (3) paves the way for the identification of symmetric and asymmetric technology shocks across sectors. When the shock
is asymmetric, both the ratio ZH

it=Z
N
it and ZA

it are permanently increased while ZH
it and ZN

it rise by the same amount when the shock is
symmetric so that the last term of eq. (3) vanishes.

2.2.2. Contribution of asymmetric technology shocks to FEV of aggregate TFP growth
To identify symmetric vs. asymmetric technology shocks, we consider the same VAR model as above augmented with the ratio

of traded to non-traded TFP, ZH
it=Z

N
it (in growth rate), i.e., ½ẐH

it � Ẑ
N
it , Ẑ

A
it, L̂it�. We impose long-run restrictions such that both sym-

metric and asymmetric technology shocks increase permanently ZA
it while only asymmetric technology shocks increase perma-

nently ZH
it=Z

N
it in the long-run. Once we have identified symmetric and asymmetric technology shocks across sectors, we can

gauge their contribution to aggregate TFP growth by computing a forecast error variance decomposition (FEVD). To explore
whether the contribution of shocks to ZH/ZN has changed over time, we estimate the VAR model over two sub-periods,
i.e., 1970-1992 and 1993–2013, respectively. Estimates reveal that the share of the FEV of aggregate TFP growth attributable to
the shock to the ratio of sectoral TFPs, ZH

it=Z
N
it , is negligible over 1970–1992 and stands at about 40% over 1993-2013. Empirical

results are shown in Table 4 relegated to Online Appendix G. In Fig. 2b we re-estimate the same VAR model but for one country

at a time by imposing long-run restrictions detailed above and plot the FEV of Ẑ
A
t attributable to the shock to ZH

t =Z
N
t over 1970-

1992 (horizontal axis) against the FEV of Ẑ
A
t attributable to the asymmetric shock over 1993–2013 (vertical axis). Except for four

countries (Australia, Germany, Italy, the Netherlands), all OECD countries are above the bisecting line and thus experience a rise in
the contribution of asymmetric technology shocks across sectors to the FEV of aggregate TFP growth over time (i.e., in the post-
1992 period).

2.2.3. Construction of sector TFP differential index
As in Galí (1999), we impose long-run restrictions in the VAR model to identify permanent technology shocks as shocks that

increase permanently the level of TFP. Differently, we focus on the effects of technology shocks biased toward the traded sector
and thus identify technology shocks that increase permanently the ratio of traded to non-traded TFP. The empirical strategy is
detailed in Appendix B. In line with the Balassa-Samuelson literature, we construct a weighted productivity differential index
6



Fig. 2. Symmetric and asymmetric technology shocks across sectors. Notes: In (a), we plot the responses of traded TFP, ZH
t (shown in the blue line), and non-traded

TFP, ZN
t (shown in the black line), to identified shock to aggregate TFP, ZA

t . Shaded area indicates the 90 percent confidence bounds obtained by bootstrap

sampling. (b) The FEV of aggregate TFP growth attributable to shocks to the ratio of sectoral TFPs over 1970-1992 against the FEV of Ẑ
A
t attributable to shocks

to ZH
t =Z

N
t over 1993-2013. We compute the FEVD by estimating a VAR model ½ẐH

t � Ẑ
N
t , Ẑ

A
t , L̂t � for one country at a time. To identify symmetric vs. asymmetric

technology shocks, we impose long-run restrictions such that both symmetric and asymmetric technology shocks increase permanently ZA
t while only

asymmetric technology shocks increase permanently ZH
t =Z

N
t in the long-run. Sample: 17 OECD countries, 1970–2013, annual data. (For interpretation of the

references to color in this figure legend, the reader is referred to the web version of this article.)
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between tradables and non-tradables by augmenting sectoral TFPs with weights in order to get an economic meaningful normal-
ization (see Online Appendix F):
8 Bec
ification
analysis
i.e., xAit ¼
benchm
Append
Ẑit ¼ aiẐ
H
it � biẐ

N
it , ð4Þ
where a ¼ 1 � αJ
� �þ αJ

sHL
sNL

h i�1
, and b ¼ a sHL

sNL
are country-specific and time-invariant weights which are functions of the labor income

share (LIS henceforth) in sector j, sjL, and the tradable share in total investment expenditure, αJ, both averaged over 1970–2013.
Addingweights a and b ‘re-scales’ sectoral TFP growth so thatwhen theweighted productivity differential increases by 1%, the relative
price of non-tradables also appreciates by 1% when terms of trade are exogenous and inputs’ mobility costs are absent. Intuitively,
higher TFP gains in the traded sector put upward pressure on wages. To compensate for lower productivity gains, non-traded firms
increase prices, and all the more so as the production is more intensive in labor, thus explaining why the weighted productivity dif-

ferential is increasing in sNL =s
H
L . In the rest of the paper, for simplicity purposes, we refer to Z ¼ ðZHÞa=ðZNÞb as the ratio of traded to

non-traded TFP. Note that a and b are close to 1 for the whole sample.

2.3. Labor market effects: VAR evidence

To estimate the sectoral composition effects of a technology shock biased toward tradables, we consider VAR models which

include the ratio of traded to non-traded TFP, Zit, and a vector of sectoral variables such as value added at constant prices, Yj
it,

hours worked, Ljit, and the real consumption wage, Wj
C,it in sector j or alternatively the value added share, νY ,j

it , the labor share,

νL,j
it , and the relative wage, Wj

it=W it, in sector j. We also consider a VAR model which includes relative prices to inspect the trans-
mission mechanism. All variables enter the VAR model in rate of growth. We estimate the reduced form of VAR models by panel
OLS regression with country and time fixed effects. VAR specifications are detailed in Online Appendix H. While we focus on labor
market effects, we also estimate the effects on value added to guide our quantitative analysis as their adjustment allows us to
discriminate between models.8

We generated impulse response functions which summarize the responses of variables to a 1% permanent increase in traded
relative to non-traded TFP (see Eq. (4)). Fig. 3 displays the estimated effects of a technology shock. The horizontal axis measures
time after the shock in years and the vertical axis measures percentage deviations from trend. In each case, the solid line repre-
sents the point estimate, while the shaded area indicates 90% confidence bounds obtained by bootstrap sampling. In Online
Appendix G, Table 5 shows point estimates on impact (i.e., at t = 0), and in the long-run (i.e., at a 10-year horizon).
ause we consider alternative VARmodels, onemight be concerned by the fact that identified technology shocks display substantial differences across VAR spec-
s. To address this issue, we ran a robustness check by augmenting each VARmodel with the same identified technology shock, ordered first. In the quantitative
, we take the VAR model which includes the relative productivity of tradables, Zit, real GDP, YR,it, total hours worked, Lit, the real consumption wage, WC,it,
Ẑit, ŶR,it , L̂it, ŴC,it

h i
, as our benchmark model to calibrate the technology shock. Augmenting each VAR model with the technology shock identified for this

ark specification,we find that the responses liewithin the confidence bounds and thus differences are not statistically significant. Results can be found inOnline
ix O.6.
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Fig. 3. Sectoral effects of a permanent increase in traded relative to non-traded TFP. Notes: Exogenous 1% increase of TFP in tradables relative to non-tradables (as
measured by Eq. (4)). Horizontal axes indicate years. Vertical axes measure percentage deviation from trend in GDP units (sectoral value added, sectoral value
added share), percentage deviation from trend in total hours worked units (sectoral hours worked, sectoral hours worked share), percentage deviation from
trend (sectoral TFPs, relative price of non-tradables, terms of trade, relative wage). Shaded areas indicate the 90% confidence bounds obtained by bootstrap
sampling. The blue line shows the response for tradables while the black line shows the response for non-tradables. Sample: 17 OECD countries, 1970–2013,
annual data.
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2.3.1. Adjustment of sectoral TFPs
As displayed by the solid blue line in Fig. 3a, the relative productivity of tradables rises by 0.9% on impact and increases

gradually to reach 1% after 10 years. While TFP of tradables increases by 0.72%, its rise is not large enough to raise Z by 0.9%
on impact and thus TFP of non-tradables must decline by 0.17%. Fig. 3b shows that traded TFP grows over time while ZN

remains fairly constant. See Online Appendix M.3 for further details about how we determine empirically the responses
of sectoral TFPs.

2.3.2. Sectoral composition effects
The second and third column of Fig. 3 show the output and labor distributional effects of a 1% permanent increase in TFP in

tradables relative to non-tradables. The asymmetric technology shock gives rise to an increase in traded value added (at constant
prices) by 0.24% of GDP on impact whilst non-traded value added is virtually unchanged. As shown in Fig. 3b, YH grows over time
while the response of YN is not statistically significant, thus indicating that real GDP growth originates from traded industries. The
solid blue line of Fig. 3c shows that higher relative productivity of tradables has an expansionary effect on the value added share
of tradables at constant prices (i.e., νY,H) which stabilizes at 0.14% of GDP.

While higher traded productivity growth relative to average increases the value added share of tradables, νY ,H
it , the reallocation

of productive resources lowers it. As can be seen in the dashed blue line in Fig. 3c, the labor share of tradables, νL,H, declines by
about 0.04% of total hours worked on impact. The shift of labor toward the non-traded sector contributes to 43% of the rise in LN

on impact which stands at 0.1% of total hours worked. Labor keeps on shifting toward the non-traded sector over time while the
contribution of labor reallocation to the rise in LN somewhat declines at 34%. On average, 35% of the increase in LN is attributable
to labor movements between sectors.9 Conversely, as can be seen in the third column of Fig. 3, hours worked do not respond at
any horizon in the traded sector. Thus the non-traded sector alone drives the increase in total hours worked. Our empirical find-
ings echo the evidence documented by Hlatshwayo and Spence (2014) on U.S. data who find that during the post-recession
9 To ensure that dνL,H
it þ dνL,N

it ¼ 0 and compute the contribution of labor reallocation consistently, we reconstructed responses in sectoral labor shares at all horizons
by plugging estimated responses of L̂

j
it and L̂it ¼ αL,i L̂

H
it þ 1 � αL,i

� �
L̂
N
it into dνL,j

it ¼ αj
L,i L̂

j
it � L̂it

� �
where αL,i is the labor compensation share of tradables averaged over

1970–2013 in country i, see Online AppendixH for further details. Differences between reconstructed and estimated responses of dνL,N
it remain very small. Dividing dνL,j

it

by αj
L,i L̂

j
it gives the contribution of labor reallocation to the rise in hours worked in sector j.
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period (i.e., 2009–2012), employment growth originates from non-traded industries whilst tradable industries are the drivers of
value added growth.

2.3.3. Incentives for labor reallocation
The evidence documented in the last column of Fig. 3 enables us to shed some light on the transmission mechanism. As

displayed by the black line in Fig. 3a, a shock to the productivity differential generates an excess demand for non-traded goods
which appreciates the relative price of non-tradables by 0.99%. Because the magnitude of the appreciation in PN/PH is larger
than the productivity differential we estimate on impact (i.e., 0.90%), the share of non-tradables at current prices increases
which has an expansionary effect on hiring in the non-traded sector.

2.3.4. Factors hampering labor reallocation
Our VAR evidence in Fig. 3 are in line with the class of neoclassical models such as Ngai and Pissarides (2007) where the sector

having greater productivity gains experiences a rise in its value added share at constant prices whilst the sector where productiv-
ity growth is smaller, increases its labor share. Loosely speaking, the low substitutability between traded and non-traded goods
allows non-traded firms to set higher prices which more than offsets their productivity disadvantage and attracts productive re-
sources. However, the reallocation of productive resources, especially labor, is hampered in an open economy where home- and
foreign-produced traded goods are imperfect substitutes and workers experience costs of switching sectors.

As displayed by the blue line in Fig. 3a, a 1% permanent increase in TFP of tradables relative to non-tradables leads to a sig-
nificant deterioration in the terms of trade which fall by more than 0.4%. Intuitively, by putting downward pressure on the mar-
ginal cost, technology improvement concentrated in the traded sector leads traded firms to lower their prices. By stimulating the
demand for home-produced traded goods, the depreciation in the terms of trade curbs the demand boom for non-tradables and
thereby hampers the outflow of workers (and capital) experienced by the traded sector. Fig. 3d reveals that the shift of labor to-
ward the non-traded sector is further mitigated by the presence of labor mobility costs. Such mobility costs give rise to a positive
wage differential for non-tradables by 0.06% in the long-run (see panel E of Table 5), as displayed by the black line, and a fall in
the relative wage of tradables by 0.12%, as shown in the blue line.

2.3.5. Capital reallocation and redistributive effects
We now analyze the implications for capital reallocation and sectoral LISs of a permanent increase in the relative productivity

of tradables to determine whether sectoral TFP shifts are Hicks-neutral or rather factor-biased. We compute the LIS like Gollin
(2002), i.e., labor compensation is defined as the sum of compensation of employees plus compensation of self-employed. We
find that our results are robust to alternative constructions of the LIS, see Online Appendix O.5. To explore empirically the redis-

tributive effects, we consider a VAR specification which includes the sector TFP differential index, Zit, the LIS, sjL, and the capital-
labor ratio in sector j, kj ≡ Kj/Lj, both in rate of growth.

The first and second column of Fig. 4 shows the dynamic responses of capital-labor ratios and LISs, respectively. Our VAR
evidence reveals that kH falls significantly by 0.08% of the aggregate capital stock while kN is almost unaffected because the
rise in non-traded hours worked offsets the capital inflow.10 If production functions were Cobb-Douglas, the shift of capital
would have no impact on sectoral LISs. However, as shown in the second column of Fig. 4, sHL increases by more than 0.09%
of traded value added on impact while sNL increases gradually up to 0.07% of non-traded value added in the long-run. This
finding suggests that sectoral goods are produced from CES production functions which is corroborated by our estimates in-
dicating that the elasticity of substitution between capital and labor in production is smaller than one (see Online Appendix
M.5).11

2.3.6. FBTC hypothesis
The positive and significant response of the LIS in the traded sector together with the fall in kH calls into question the assump-

tion of Hicks-neutral technological change (HNTC henceforth). The reason is that when capital and labor are gross complements
in production, as our evidence and those documented by the existing literature on the subject suggests, see e.g., Klump et al.
(2007), Herrendorf et al. (2015), Oberfield and Raval (2014), Chirinko and Mallick (2017), the decline in kH drives down sHL , in
contradiction with our empirical findings. A natural candidate to reconcile theory with our evidence is factor-biased technological
change (FBTC henceforth). When capital and labor are gross complements, an increase in capital relative to labor efficiency biases
technological change toward labor which raises the LIS. To test this hypothesis, we construct time series for FBTC by drawing on

Caselli and Coleman (2006) and Caselli (2016) and we estimate a simple VAR model that includes the productivity differential, Ẑit,

and FBTCj
it, see Online Appendix I which details the construction of FBTCj

it. The third column of Fig. 4 shows the responses of FBTC
10 Due to limited data availability, in the line of Garofalo and Yamarik (2002), we split the aggregate capital stock into tradables and non-tradables in accordancewith
their value added share. In Online Appendix O.7, we estimate the same VAR model by using databases which provide disaggregated capital stock data (at constant
prices) at the 1-digit ISIC-rev.3 level for nine countries of our sample over the entire period 1970–2013. TheGarofalo and Yamarik's Garofalo and Yamarik (2002)meth-
odology we adopt in this paper gives very similar results to those obtained when using disaggregated capital stock data.
11 Variations in the LISs of aggregate sectors could be the result of changes in the value added share of sub-sectors (between-effect) rather than the rise in their LISs
(within-effect). We find that on average, 2/3 (80%) of the impact response of the LIS in tradables (non-tradables) can be attributed to the within-effect, see Online
Appendix O.4.
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Fig. 4. Redistributive effects of a permanent increase in traded relative to non-traded TFP. Notes: Exogenous increase of TFP in tradables relative to non-tradables by
1%. The first two columns show the responses of capital-labor ratios and LISs for tradables and non-tradables. Horizontal axes indicate years. Vertical axes measure
deviations from trend in percentage of value added for the LIS, and percentage deviation from trend in capital stock units for the capital-labor ratio. The third

column plots the response of FBTC in sector j = H, N which is obtained by running a simple VAR ½Ẑit, FBTC
j
it� where details about the construction of time

series for FBTCj
it can be found in Online Appendix I. Results for baseline specification are displayed by solid lines with shaded area indicating 90 percent

confidence bounds obtained by bootstrap sampling. Sample: 17 OECD countries, 1970-2013, annual data.
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following a 1% permanent increase in the relative productivity of tradables. Our estimates reveal that FBTC increases significantly
in the traded sector and thus technological change is biased toward labor which is consistent with the rise in sHL we estimate
empirically. While technological change is also biased toward labor in the non-traded sector, the rise in FBTCN is not statistically
significant. Wide confidence bounds suggest that FBTC varies across countries as corroborated by our evidence documented in the
next subsection. Before investigating cross-country effects, we discuss the robustness of our empirical findings below.
2.3.7. SVAR critique: robustness analysis
Because the SVAR estimation allows for a limited number of lags (2 lags on annual data), the SVAR model might face some

difficulties to disentangle pure technology shocks from other shocks which have long-lasting effects on productivity when capital
adjusts sluggishly. Following the SVAR critique by Faust and Leeper (1997), Erceg et al. (2005) and Chari et al. (2008), we have
assessed the robustness of our inference under the long-run scheme in Online Appendix U. In the lines of Francis and Ramey
(2005), in Online Appendix U.3, we have run exogeneity tests and find that identified asymmetric technology shocks are not cor-
related with changes in the labor or capital tax, identified government spending shocks, and variations in the labor wedge while
non-technology shocks are strongly correlated with the aforementioned variables. In Online Appendix U.4, in line with the recom-
mendation of Chari et al. (2008), we have increased the number of lags from two to eight to estimate the IRFs and find that dy-
namic responses remain qualitatively unchanged and quantitatively lie within the initial confidence bounds. Chaudourne et al.
(2014) demonstrate that the use of ‘purified’ TFP to measure technological change ensures the robustness of the identification
of technology shocks. In Online Appendix U.5, we identify shocks to traded relative to non-traded utilization-adjusted-TFP and
find that the dynamic responses are merely affected when we correct sectoral TFPs with a measure of capital utilization. In Online
Appendix U.6, we adopt the ingenious idea of Dupaigne and Féve (2009) and replace the country-level sectoral TFP with their
‘world’ counterpart which by construction cannot be contaminated by country-level non-technology shocks. We find that the
labor share of tradables declines and the value added share of tradables increases whilst the dynamics lie within the confidence
bounds of the baseline VAR model. In the lines of Francis et al. (2014), we conduct an additional robustness check where the
Maximum Forecast Error Variance (Max Share) approach extracts the shock that best explains the FEV at a medium (i.e., ten
years) horizon of the ratio of traded to non-traded TFP. We find that the median of responses falls within the confidence interval
of the baseline VAR model where we adopt a long-run identification approach, see Online Appendix U.7. To conclude, all the
robustness checks we have conducted confirm the ability of the long-run identified VAR model to reliably estimate the dynamic
responses to an asymmetric technology shock across sectors.
10
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2.4. Cross-country differences in reallocation and redistributive effects

In this subsection, we take advantage of the panel data dimension of our sample to answer two economic questions: Do
redistributive (i.e., responses of sectoral LISs) and reallocation (especially labor) effects of a permanent increase in the relative
productivity of tradables vary across countries? What are the determinants of these cross-country differences?
2.4.1. Cross-country redistributive effects and FBTC
As shown in Online Appendix I, the ratio of the demand of labor to the demand of capital implies a direct mapping between

FBTCj
it and the ratio of labor to capital income share denoted by Sjit ¼ sjL,it= 1 � sjL,it

� �
. Since Ŝ

j
it ¼ ŝjL,it= 1 � sjL,i

� �
and thus the per-

centage deviation of the ratio of labor to capital income share relative to its initial steady-state is proportional to the percentage

change in the LIS, ŝjL,t , we estimate the responses of sjL for one country at a time and scale its response by dividing point estimates

by 1 � sjL,i averaged over 1970–2013. Because the responses of Sj and sjL differ only by a scaling factor, we refer interchangeably to
the LIS or the ratio of factor income share as long as it does not cause confusion.

Fig. 5 plots impact responses of Sjt on the vertical axis against estimated responses of sectoral FBTC on the horizontal axis. The
first conclusion that emerges is that the responses of LISs vary greatly across countries and this dispersion is the result of inter-
national differences in FBTC since we detect a positive cross-country relationship between the responses of LISs and FBTC for both
the traded and the non-traded sector. More specifically, countries which lie in the north-east experience simultaneously a rise in
the LIS and technological change biased toward labor while countries which lie in the south-west experience simultaneously a fall
in the LIS and technological change biased toward capital. While FBTC varies greatly across countries, the second conclusion that
emerges from Fig. 5 is that FBTC varies significantly across sectors within the same country. We explore its implications for the
reallocation of labor across sectors below.
2.4.2. Cross-country labor reallocation effects and differential in FBTC across sectors
Fig. 6a plots the impact response of the labor share of tradables to a 1% permanent increase in traded to non-tradedTFP (on the

vertical axis) we estimate for one country at a time against the differential in FBTC between tradables and non-tradables (on the
horizontal axis). The difference between traded FBTC and non-traded FBTC displays a significant cross-country dispersion as it
varies between −2.9% for Denmark and +2.6% for Canada. We expect the reallocation of labor toward the non-traded sector
and thus the decline in the labor share of tradables to be less pronounced in countries where technological change is more biased
toward labor in the traded than in the non-traded sector. Indeed, in Fig. 6a, we detect a positive cross-country relationship indi-
cating that the response of the labor share of tradables to a shock to the relative productivity of tradables is increasing in the dif-
ferential in FBTC between tradables and non-tradables. Intuitively, when technological change is more biased toward labor in
tradables than in non-tradables, it has an expansionary effect on hiring by traded firms which mitigates the fall in νL,H

t and
may increase it like in Canada. Conversely, in Denmark and Germany, technological change is more biased toward labor in
non-tradables which amplifies the decline in νL,H

t . As we shall see when discussing numerical results, the assumption of FBTC
increases the ability of our model to account for the labor reallocation effects we document empirically.
Fig. 5. Cross-country redistributive effects of a permanent increase in traded relative to non-traded TFP. Notes: Exogenous increase of TFP in tradables relative to

non-tradables by 1%. Fig. 5 plots impact responses of the ratio of factor income shares, Ŝ
j
t ¼ ŝjL,t= 1 � sjL

� �
, on the vertical axis against FBTC in sector j = H, N on the

horizontal axis. The response of FBTC in sector j = H, N is obtained by running a simple VAR ½Ẑt , FBTC
j
t � for one country at a time. Details about the construction of

time series for FBTCj
t can be found in Online Appendix I. Sample: 17 OECD countries, 1970–2013, annual data.
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Fig. 6. Cross-country effects of a permanent increase in traded relative to non-traded TFP. Notes: Fig. 6 plots impact responses of sectoral labor and sectoral value
added shares to a 1% permanent increase in the relative productivity of tradables against four key estimated parameters. Impact responses shown on the vertical
axis are obtained by running a VAR model for one country at a time and are expressed in percentage point. Horizontal axis in Fig. 6b, Fig. 6c display the elasticity of
labor supply across sectors, ϵ, and the elasticity of substitution between traded and non-traded goods, ϕ, respectively. Panel data estimates for ϵ, ϕ are taken from
columns 16 and 15 of Table 8, respectively. The horizontal axis in Fig. 6a displays the differential in FBTC between tradables and non-tradables where estimates are

obtained by running the VAR model ½Ẑt , FBTC
j
t � for one country at a time. Sample: 17 OECD countries, 1970-2013, annual data.
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2.4.3. Cross-country labor reallocation effects and labor mobility costs
Besides the differential in FBTC between tradables and non-tradables, labor mobility costs can influence the extent of labor

reallocation toward the non-traded sector. We expect countries with a higher degree of labor mobility to experience a greater
decline in the labor share of tradables. To explore the cross-country relationship between changes in νL,H

t and the magnitude of
workers’ costs of switching sectors, we need a measure of the degree of labor mobility. In the lines of Horvath (2000), we esti-
mate the elasticity of labor supply across sectors for each country i denoted by ϵi; see Online Appendix N.3 for further details
about the derivation of the testable equation and the empirical strategy. Higher values of ϵ imply that workers experience
lower labor mobility costs caused by sector-specific human capital which may not be perfectly transferable across sectors (see
e.g., Lee and Wolpin, 2006; Dix-Carneiro, 2014). In Fig. 6b, we plot impact responses of the labor share of tradables to a 1% per-
manent increase in the relative productivity of tradables on the vertical axis against our measure of the degree of labor mobility,
ϵi, on the horizontal axis. In line with our hypothesis, Fig. 6b shows that νL,H

t declines more on impact in countries where labor
mobility costs are lower (i.e., ϵ takes higher values).

2.4.4. Cross-country reallocation effects and substitutability across goods
While both labor mobility costs and the FBTC differential across sectors determine the extent of the decline in the labor share

of tradables, the substitutability between traded and non-traded goods determines the extent of the reallocation of both labor and
capital, and thus the extent of the decline in the value added share of non-tradables at constant prices, νY ,N

t . In a two-sector model
with flexible prices, a low elasticity of substitution ϕ between sectoral goods leads to a shift of productive resources to the sector
with low TFP growth which in turn mitigates the decline in its value added share at constant prices. Because less productive re-
sources shift toward the non-traded sector as the elasticity of substitution between traded and non-traded goods, ϕ, takes higher
values, we should observe a larger decline in νY ,N

t in countries where the substitutability between the two goods is higher. In

Fig. 6b, we plot impact responses of νY ,N
t against ϕi we estimate empirically for each country; see Online Appendix N.2 for further

details about the empirical strategy to estimate ϕi. While all countries experience a fall in νY ,N
t on impact, the trend line reveals

that the value added share of non-tradables declines more in countries where ϕ is higher. As shown later when discussing numer-
ical results, international capital flows reinforce the reallocation incentives driven by a low value of ϕ.

2.4.5. Summary of evidence motivating the key elements of the model
Our evidence shows that a technology shock biased toward the traded sector leads to a shift of labor toward the non-traded

sector which is less pronounced in countries where labor mobility costs are higher or where technological change is more biased
toward labor in the traded than in the non-traded sector. As discussed later, although productive resources shift away from the
traded sector due to the low substitutability between traded and non-traded goods, the value added share of tradables at constant
prices increases and all the more so as the terms of trade depreciate which requires that the substitutability between home- and
foreign-produced traded goods (from the point of view of both home and foreign consumers) is not too low. To account for the
sectoral composition effects we document empirically, we develop an open economy version of the neoclassical model with trad-
ables and non-tradables which includes the elements uncovered in our cross-country analysis, i.e., imperfect mobility of labor
across sectors, imperfect substitutability across goods, CES production functions and sectoral FBTC.
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3. A semi-small open economy model with tradables and non-tradables

We consider a semi-small open economy that is populated by a constant number of identical households and firms that have
perfect foresight and live forever. The country is assumed to be semi-small in the sense that it is price-taker in international cap-
ital markets, and thus faces a given world interest rate, r★, but is large enough on world good markets to influence the price of its
export goods. The open economy produces a traded good which can be exported, consumed or invested and imports consumption
and investment goods. Besides the home-produced traded good, denoted by the superscript H, a non-traded sector produces a
good, denoted by the superscript N, for domestic absorption only. The foreign good is chosen as the numeraire. We focus on
the competitive equilibrium for the open economy because we want to emphasize the role of relative prices in driving the sectoral
effects. Time is continuous and indexed by t.

3.1. Households

At each instant the representative household consumes traded and non-traded goods denoted by CT(t) and CN(t), respectively,
which are aggregated by means of a CES function:
CðtÞ ¼ φ
1
ϕ CT ðtÞ
� �ϕ � 1

ϕ þ 1 � φð Þ1ϕ CNðtÞ
� �ϕ � 1

ϕ

� � ϕ
ϕ � 1

, ð5Þ
where 0<φ<1 is theweight of the traded good in the overall consumption bundle andϕ corresponds to the elasticity of substitution
between traded goods and non-traded goods. The traded consumption index CT(t) is defined as a CES aggregator of home-produced
traded goods, CH(t), and foreign-produced traded goods, CF(t):
CT ðtÞ ¼ φH
� �1

ρ CHðtÞ
� �ρ � 1

ρ þ 1 � φH
� �1

ρ CFðtÞ
� �ρ � 1

ρ

� � ρ
ρ � 1

, ð6Þ

0<φH< 1 is theweight of the home-produced traded good and ρ corresponds to the elasticity of substitution between home-
where
and foreign-produced traded goods. The consumption-based price index PC(t) is a function of traded and non-traded prices, denoted
by PT(t) and PN(t), respectively:
PCðtÞ ¼ φ PT ðtÞ
� �1 � ϕ þ 1 � φð Þ PNðtÞ

� �1 � ϕ
� � 1

1 � ϕ

, ð7Þ

the price index for traded goods is a function of the terms of trade denoted by PH(t):
where
PT ðtÞ ¼ φH PHðtÞ
� �1 � ρ þ 1 � φH

� �� � 1
1 � ρ

: ð8Þ

ll be useful later in the quantitative analysis, we denote the relative price of non-tradables by P(t) = PN(t)/PH(t).
As sha
The representative household supplies labor to the traded and non-traded sectors, denoted by LH(t) and LN(t), respectively. To

rationalize the sectoral wage differential which accompanies an asymmetric technology shock across sectors, we assume that
hours worked in the traded and the non-traded sectors are imperfect substitutes in the lines of Horvath (2000):
LðtÞ ¼ ϑ � 1=ϵ LHðtÞ
� �ϵþ1

ϵ þ 1 � ϑð Þ � 1=ϵ LNðtÞ
� �ϵþ1

ϵ

� � ϵ
ϵþ1

, ð9Þ
where 0 < ϑ < 1 parametrizes the weight attached to the supply of hours worked in the traded sector and ϵ is the elasticity of sub-
stitution between sectoral hours worked. The case of perfect mobility of labor is nested under the assumption that ϵ tends toward in-
finity which makes our results directly comparable with those obtained in the special case where workers no longer experience
switching costs. The aggregate wage index W(·) associated with the above defined labor index (9) is:
WðtÞ ¼ ϑ WHðtÞ
� �ϵþ1 þ 1 � ϑð Þ WNðtÞ

� �ϵþ1
� � 1

ϵþ1

, ð10Þ

WH(t) and WN(t) are wages paid in the traded and the non-traded sectors.
where
The representative agent is endowed with one unit of time, supplies a fraction L(t) as labor, and consumes the remainder

1 − L(t) as leisure. At any instant of time, households derive utility from their consumption and experience disutility from work-
ing. Assuming that the felicity function is additively separable in consumption and labor, the representative household maximizes
the following objective function:
13
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U ¼
Z ∞

0

1
1 � 1

σC

CðtÞ1 � 1
σC � 1

1þ 1
σ L

LðtÞ1þ 1
σL

( )
e � βtdt, ð11Þ
where β> 0 is the discount rate, σC > 0 the intertemporal elasticity of substitution (IES henceforth) for consumption, and σL > 0 the
Frisch elasticity of (aggregate) labor supply.

Factor income is derived by supplying labor L(t) at a wage rate W(t), and capital K(t) at a rental rate R(t). In addition, house-
holds accumulate internationally traded bonds, N(t), that yield net interest rate earnings of r★N(t). Households’ flow budget con-
straint states that real disposable income (on the RHS of the equation below) can be saved by accumulating traded bonds,
consumed, PC(t)C(t), or invested, PJ(t)J(t):
_NðtÞ þ PCðtÞCðtÞ þ P JðtÞ JðtÞ ¼ r★NðtÞ þ RðtÞKðtÞ þWðtÞLðtÞ; ð12Þ
where PJ(t) is the investment price index defined below and J(t) is total investment.
The investment good is (costlessly) produced using inputs of the traded good and the non-traded good by means of a CES

technology:
JðtÞ ¼ ι
1
ϕJ JT ðtÞ
� �ϕJ � 1

ϕJ þ 1 � ιð Þ
1
ϕJ JNðtÞ
� �ϕJ � 1

ϕJ

" # ϕJ
ϕJ � 1

, ð13Þ
where 0 < ι< 1 is the weight of the investment traded input and ϕJ corresponds to the elasticity of substitution between investment
traded goods and investment non-traded goods. The index JT(t) is defined as a CES aggregator of home-produced traded inputs,
JH(t), and foreign-produced traded inputs, JF(t):
JT ðtÞ ¼ ιH
� � 1

ρJ JHðtÞ
� �ρJ � 1

ρJ þ 1 � ιH
� � 1

ρJ JFðtÞ
� �ρJ � 1

ρJ

" # ρJ
ρJ � 1

, ð14Þ

0< ιH< 1 is theweight of the home-produced traded input and ρJ corresponds to the elasticity of substitution between home-
where
and foreign-produced traded inputs. The investment-based price index PJ(t) is a function of traded and non-traded prices:
PJðtÞ ¼ ι PT
J ðtÞ

� �1 � ϕJ þ 1 � ιð Þ PNðtÞ
� �1 � ϕJ

� � 1
1 � ϕJ , ð15Þ

the price index for traded investment goods reads:
where
PT
J ðtÞ ¼ ιH PHðtÞ

� �1 � ρJ þ 1 � ιH
� �� � 1

1 � ρJ
: ð16Þ
Installation of new investment goods involves convex costs, assumed quadratic. Thus, total investment J(t) differs from effec-
tively installed new capital:
JðtÞ ¼ IðtÞ þ κ
2

IðtÞ
KðtÞ � δK

� 	2
KðtÞ, ð17Þ
where the parameter κ > 0 governs the magnitude of adjustment costs to capital accumulation. Denoting the fixed capital deprecia-
tion rate by 0 ≤ δK < 1, aggregate investment, I(t), gives rise to capital accumulation according to the dynamic equation:
_KðtÞ ¼ IðtÞ � δKKðtÞ: ð18Þ
Households choose consumption, worked hours and investment in physical capital by maximizing lifetime utility (11) subject
to (12) and (18) together with (17). Denoting by λ and Q′ the co-state variables associated with (12) and (18), the first-order
conditions characterizing the representative household's optimal plans are:
CðtÞ ¼ PCðtÞλð Þ−σC ; ð19aÞ

LðtÞ ¼ WðtÞλð Þσ L , ð19bÞ
14
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IðtÞ
KðtÞ ¼

1
κ

QðtÞ
PJðtÞ

� 1

 !
þ δK , ð19cÞ

_λðtÞ ¼ λðtÞ β � r★
� �

; ð19dÞ

_QðtÞ ¼ r★ þ δK
� �

QðtÞ � RðtÞ þ P JðtÞ
κ
2

IðtÞ
KðtÞ � δK

� 	
IðtÞ
KðtÞ þ δK

� 	
 �
; ð19eÞ
and the transversality conditions lim
t→∞

λNðtÞe−βt ¼ 0, lim
t→∞

QðtÞKðtÞe−βt ¼ 0where Q(t) = Q′(t)/λ. In an open economymodel with a
representative agent having perfect foresight, a constant rate of time preference and perfect access to world capital markets, we im-
pose β = r★ in order to generate an interior solution. Setting β = r★ into (19d) implies that the shadow value of wealth is constant
over time, i.e., λ(t)=λ.Whennew information about the technology shock arrives, λ jumps (to fulfill the intertemporal solvency con-
dition determined later) and remains constant afterwards. For the sake of clarity, we drop the time argument below provided this
causes no confusion.

Applying Shephard's lemma (or the envelope theorem) yields the following demand for the home- and the foreign-produced
traded good for consumption and investment:
CH ¼ φ
PT

PC

 !−ϕ

φH PH

PT

 !−ρ

C; C F ¼ φ
PT

PC

 !−ϕ

1−φH
� � 1

PT

� 	−ρ
C; ð20aÞ

JH ¼ ι
PT
J

P J

 !−ϕ J

ιH
PH

PT
J

 !−ρ J

J; J F ¼ ι
PT
J

P J

 !−ϕ J

1−ιH
� � 1

PT
J

 !−ρ J

J; ð20bÞ
and the demand for non-traded consumption and investment goods, respectively:
CN ¼ 1−φð Þ PN
=PC

� �−ϕ
C; JN ¼ 1−ιð Þ PN

=P J

� �−ϕ J J: ð21Þ
Given the aggregate wage index, we can derive the allocation of aggregate labor supply to the traded and the non-traded
sector:
LH ¼ ϑ WH
=W

� �ϵ
L, LN ¼ 1 � ϑð Þ WN

=W
� �ϵ

L, ð22Þ
where the elasticity of labor supply across sectors ϵ captures the degree of labor mobility. As shown in Online Appendix E where we
solve for the equilibrium labor share of tradables by combining the labor supply shown above (i.e., thefirst equation in (22)) and labor
demand determined in the next subsection, themovements in LH/L are only driven by the variations in the value added share of trad-
ables at current prices, ωY,H = PHYH/Y, when we keep the LISs fixed.

One key determinant of ωY,H(t) is the tradable content of consumption expenditure αCðtÞ ¼ PT ðtÞCT ðtÞ
PC ðtÞCðtÞ ¼ φðPT ðtÞ

PC ðtÞÞ
1−ϕ

. Log-

linearizing this expression leads to:12
α̂CðtÞ ¼ � 1 � ϕð Þ 1 � αCð Þ P̂ðtÞ þ 1 � αH
� �

P̂HðtÞ
h i

ð23Þ
where P(t)= PN(t)/PH(t) is the relative price of non-tradables andwe used the fact that P̂
T ðtÞ ¼ αHP̂

HðtÞ. The above expression shows
that an appreciation in P caused by a permanent increase in traded relative to non-traded TFP leads to a decline in αC as long as traded
and non-traded goods are gross complements, i.e., if ϕ < 1, as suggested by our own estimates, see column 15 of Table 8 in Online
Appendix M.1. By reducing ωY,H(t), the fall in αC(t) leads labor to shift toward the non-traded sector which lowers LH(t)/L(t). In a
model where home- and foreign-produced traded goods are imperfect substitutes, the terms of trade PH adjust in response to an in-
crease in the relative productivity of tradables. As traded productivity increases faster than non-traded productivity, traded firms can
find it optimal to lower their prices and sell additional units as long as the fall in PH is not too large. A sufficient condition for this is that
ile the change inωY,H is driven by multiple demand components, we emphasize the key role of αC in determining the change inωY,H and thus themovement in
ause our numerical results in Online Appendix E (see Fig. 10 and Table 3) show that more than 40% of the change in ωY,H(t) is driven by the variation in αC.
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ρ and ρJ take values larger than one, in line with our estimates, see Online AppendixM.6. According to Eq. (23), P̂
H

< 0mitigates the
decline in αC and thereby the decrease in the labor share of tradables.

As ρ and ρJ take larger values, more labor shifts toward the non-traded sector because αC declines (monotonically) by a larger
amount through two channels. First, when the demand for home-produced traded goods turns out to be more price elastic, the

terms of trade depreciate less. Formally, the second term in square brackets on the RHS of Eq. (23) (i.e., P̂
HðtÞ < 0) displays a

smaller magnitude. Second, a smaller terms of trade depreciation leads households to consume more non-traded goods which

further appreciates their relative price as captured by larger values of P̂ðtÞ > 0 on the RHS of Eq. (23).
While larger values of ρ and ρJ lead agents to consume more non-traded goods CN(t) by mitigating the terms of trade

depreciation, a higher substitutability between home- and foreign-produced traded goods also leads households to increase
consumption and investment in home-produced traded goods and reduce imports which exerts a positive impact on ωY,H and

thus on LH/L by increasing the home content of expenditure in tradable goods, i.e., αHðtÞ ¼ PHðtÞCHðtÞ
PT ðtÞCT ðtÞ and αH

J ðtÞ ¼ PHðtÞJHðtÞ
PTJ ðtÞJT ðtÞ

. However,

this channel is quantitatively small, see column 8 of Table 3 in Online Appendix E; moreover, the relationship between ρ (ρJ) and
αH(t) (αH

J ðtÞ) is non-monotonic (i.e., hump-shaped) because the reduction in the terms of trade depreciation dominates over the
rise in quantities for high values of ρ (ρJ).

In the polar case where ρ and ρJ tend toward infinity, home- and foreign-produced traded goods are perfect substitutes and

the case of a small open economy is obtained. Since P̂
H ¼ 0, the demand for non-tradables further increases which results in a

greater decline in LH/L. If instead the demand for home-produced traded goods were weakly elastic w.r.t. terms of trade, the
decline in PH that would be necessary to sell additional units would no longer be covered by a reduction in the marginal cost

so that traded firms would find it optimal to increase prices (i.e., P̂
H

> 0) and use less capital and labor (which are more
productive) so that LH/L would fall dramatically.

3.2. Firms

Each sector consists of a large number of identical firms which use labor, Lj, and physical capital, Kj, according to a technology
described by a CES production function:
YjðtÞ ¼ γj AjðtÞLjðtÞ
� �σ j � 1

σ j þ 1 � γj
� �

BjðtÞKjðtÞ
� �σ j � 1

σ j

" # σ j

σ j � 1

, ð24Þ
where 0 < γj < 1 is the weight of labor in the production technology, σj is the elasticity of substitution between capital and labor in
sector j = H, N, and Aj(t) and Bj(t) are labor- and capital-augmenting efficiency.

Firms lease the capital from households and hire workers. They face two cost components: a capital rental cost equal to R(t),
and the wage rate equal to Wj(t) in sector j = H, N. Both sectors are assumed to be perfectly competitive and thus choose capital
and labor by taking prices as given. While capital can move freely between the two sectors, costly labor mobility implies a wage
differential across sectors:
PjðtÞγj AjðtÞ
� �σ j � 1

σ j yjðtÞ
� � 1

σ j ¼ Wj, ð25aÞ

P jðtÞ 1−γ j
� �

BjðtÞ
� �σ j−1

σ j k jðtÞ
� �− 1

σ j y jðtÞ
� � 1

σ j ¼ R; ð25bÞ
where we denote by kj(t) ≡ Kj(t)/Lj(t) the capital-labor ratio for sector j = H, N, and yj(t) ≡ Yj(t)/Lj(t) refers to value added per hour
worked.

Demand for inputs can be rewritten in terms of their respective cost in value added; for labor, we have sjLðtÞ ¼ γj AjðtÞ=yjðtÞ
� �σ j � 1

σ j .

Applying the same logic for capital and denoting by SjðtÞ ≡ sjLðtÞ= 1 � sjLðtÞ
� �

the ratio of labor to capital income share, we

have:
SjðtÞ ≡ sjLðtÞ
1 � sjLðtÞ

¼ γj

1 � γj

BjðtÞkjðtÞ
AjðtÞ

 !1 � σ j

σ j

: ð26Þ
When technological change is assumed to be Hicks-neutral, productivity increases uniformly across inputs, i.e., Â
jðtÞ ¼ B̂

jðtÞ. Hence
sectoral LISs are only affected through changes in kj(t). When capital shifts away from sector j, sjLðtÞ declines since evidence reveals
that capital and labor are gross complements in production, i.e., σj < 1. By contrast, when technological change is factor-biased, an
16
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increase in capital relative to labor efficiency, Bj(t)/Aj(t), impinges on the sectoral LIS directly and indirectly through changes in kj(t).

The measure of FBTC in sector j is: FBTCjðtÞ ¼ 1 � σ j

σ j B̂
jðtÞ � Â

jðtÞ
� �

. Technological change biased toward labor in sector j, i.e., FBTCj

(t) > 0, stimulates the demand of labor and lowers the demand of capital in this sector. As we shall see in the quantitative analysis,

because FBTCj(t) > 0 overturns the negative impact on the LIS caused by the decline in kj, sjL increases.
Finally, aggregating over the two sectors gives us the resource constraint for capital:
KHðtÞ þ KNðtÞ ¼ KðtÞ: ð27Þ
3.3. Technology frontier

Eq. (26) can be used to determine the direction and the extent of the change in relative capital efficiency which is consistent
with observed changes in Sj and kj. In order to be consistent with our empirical strategy, we need to specify a technology frontier
which determines how TFP in sector j is split between capital and labor efficiency for a given change in relative capital efficiency
inferred from (26). A natural way to map Aj and Bj into Zj is to assume that besides optimally choosing factor inputs, firms also
optimally choose the technology of production. Following Caselli and Coleman (2006) and Caselli (2016), the menu of possible
choices of the technology of production is represented by a set of possible (Aj, Bj) pairs which are chosen along a technology
frontier which is assumed to take a Cobb-Douglas form:
Z jðtÞ ¼ AjðtÞ
� �α jðtÞ

BjðtÞ
� �1−α jðtÞ

; ð28Þ
where Zj measures the height of the technology frontier and αj is a positive parameter which determines the weight of labor-
augmenting efficiency. In Online Appendix T.7, we alternatively assume that labor- and capital-augmenting efficiency are aggregated
by means of a CES function and find that the same results we derive below hold. Firms choose labor and capital efficiency, Aj and Bj,
along the technology frontier described by Eq. (28) that minimize the unit cost function. The optimal trade-off between Aj and Bj that
minimizes the unit cost is such that the weight of labor efficiency (i.e., αj) collapses to its contribution to the decline in the unit cost
(i.e., sjL) so that (28) can be rewritten as follows:
Z jðtÞ ¼ AjðtÞ
� �s jLðtÞ BjðtÞ

� �1−s jLðtÞ; ð29Þ

the weight sj is time-varying because the production function (24) takes a CES form with σj ≠ 1. While the technological
where L
frontier imposes a structure on themapping between TFP and factor-augmenting efficiency, as described by (29), it has the advantage
to ensure a consistency between the theoretical and the empirical approach where technological shifts can be Hicks-neutral or
factor-biased.

3.4. Model closure and equilibrium

To fully describe the equilibrium, we impose goods market clearing conditions for non-traded and home-produced traded
goods:
YNðtÞ ¼ CNðtÞ þ JNðtÞ, YHðtÞ ¼ CHðtÞ þ JHðtÞ þ XHðtÞ, ð30Þ
where XH stands for exports of home-produced goods. In the lines of Kehoe and Ruhl (2009), we assume that the size of the open
economy on world goods market is large enough to influence the price of its export good. Foreign demand for the home-produced
traded good is a decreasing function of terms of trade, PH(t):
XHðtÞ ¼ φX PHðtÞ
� � � ϕX , ð31Þ

φ > 0 is a scaling parameter, and ϕ is the elasticity of exports w.r.t. PH.
where X X

Log-linearizing(29) shows that sectoral TFPs dynamics are driven by the dynamics of labor- and capital-augmenting efficiency,

i.e., Ẑ
jðtÞ ¼ sjLÂ

jðtÞ þ 1 � sjL
� �

B̂
jðtÞ. We drop the time index below to denote steady-state values. Like Galí (1999), we abstract from
17
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trend growth and consider a technology shock that increases permanently traded relative to non-traded productivity.13 The
adjustment of Aj(t) and Bj(t) toward their long-run (higher) level expressed in percentage deviation from initial steady-state is
governed by the following continuous time process:
13 We
the sam
assump
toward
Kehoe e
sectoral
ward no
Panel un
cess is f
Â
jðtÞ ¼ Â

j þ �aje � ξj t , B̂jðtÞ ¼ B̂j þ �bje � ξj t , ð32Þ
where �aj and �b
j
are parameters, and ξj> 0measures the speed at which productivity closes the gapwith its long-run level. Once Aj(t)

and Bj(t) have completed their adjustment, they increase permanently to a new higher level, i.e., letting time tend toward infinity into

(32) leads to Â
jð∞Þ ¼ Â

j
and B̂

jð∞Þ ¼ B̂
j
where Â

j
and B̂

j
are steady-state (permanent) changes in labor- and capital-augmenting

efficiency in percentage. Inserting (32) into the log-linearized version of the technology frontier allows us to recover the dynamics
of TFP in sector j:
ẐjðtÞ ¼ Ẑj þ �zje � ξj t , ð33Þ

�zj ¼ sj �aj þ 1 � sj
� �

�b
j
and Ẑ

jð∞Þ ¼ Ẑ
j ¼ sj Â

j þ 1 � sj
� �

B̂
j
is the permanent change (in percentage) in TFP in sector j.
where L L L L

The adjustment of the open economy toward the steady-state is described by a dynamic system which comprises six equations
that are functions of K(t), Q(t), Aj(t), Bj(t):
_KðtÞ ¼ Υ KðtÞ;QðtÞ;AHðtÞ;BHðtÞ;ANðtÞ;BNðtÞ
� �

; ð34aÞ

_QðtÞ ¼ Σ KðtÞ;QðtÞ;AHðtÞ;BHðtÞ;ANðtÞ;BNðtÞ
� �

; ð34bÞ

_AjðtÞ ¼ �ξ j A jðtÞ � ~A� j
� �

; _BjðtÞ ¼ �ξ j B jðtÞ � ~B� j
� �

; ð34cÞ
where j = H, N. The first dynamic equation corresponds to the non-traded goods market clearing condition (30) and the second
dynamic equation corresponds to (19e) which equalizes the rates of return on domestic equities and foreign bonds, r★, once we have
substituted appropriate first-order conditions. Eqs. (34c) are the law of motion of labor- and capital-augmenting efficiency, respec-
tively, in sector j. Linearizing (34a)–(34b) around the steady-state and denoting by ωi

k the kth element of eigenvector ωi related to
eigenvalue νi, the general solution that characterizes the adjustment toward the new steady-state can be written as follows:
VðtÞ � V ¼ ∑6

i¼1ω
iDieνi t where V is the vector of state and control variables. Denoting the positive eigenvalue by ν2 > 0, we set

D2 = 0 to eliminate explosive paths and determine the five arbitrary constants Di (with i = 1, …, 6, i ≠ 2) by using the five initial
conditions, i.e., K(0) = K0, A

jð0Þ ¼ Aj
0, and Bjð0Þ ¼ Bj

0 for j = H, N.
Using the properties of constant returns to scale in production, identities PC(t)C(t) = ∑gP

g(t)Cg(t) and PJ(t)J(t) = ∑gP
g(t)Jg(t)

(with g = F, H, N) along with market clearing conditions (30), the current account Eq. (12) can be rewritten as a function of
exports and imports denoted by MF(t) = CF(t) + JF(t):
_NðtÞ ¼ r★NðtÞ þ PHðtÞXHðtÞ �MFðtÞ: ð35Þ
Eq. (35) can be written as a function of state and control variables, i.e., _NðtÞ ≡ r★NðtÞ þ ΞðKðtÞ;QðtÞ;AHðtÞ;BHðtÞ;ANðtÞ;BNðtÞÞ .
Linearizing around the steady-state, inserting the solutions for K(t), Q(t) together with (34c), solving and invoking the transversality
condition, yields the solution for traded bonds:
NðtÞ � N ¼ ∑
6

i¼1, i≠2
Φi

Ne
νi t , ð36Þ
assume that the economy starts from an initial steady-state and is hit by a technology shockwhich increases permanently traded relative to non-traded TFP. In
e spirit as Galí (1999), the accumulation of permanent technology shocks gives rise to a unit root in the time series for the relative productivity of tradables, an
tion we use to identify a permanent technology shock biased toward tradables in the empirical part. We do not characterize the convergence of the economy
a balanced growth path which is supposed to exist, in line with the theoretical findings by Acemoglu and Guerrieri (2008), Alvarez-Cuadrado et al. (2018),
t al. (2018) who allow labor income shares to vary across sectors. In the lines of Kehoe et al. (2018), the balanced growth path we have in mind is one where
productivity growth rates must eventually be equal. Indeed, the data reveals an asymptotic (and hump-shaped) but very persistent convergence of traded to-
n-traded TFP productivity growth which started in the 90s. This convergence is consistent with our identifying assumption since it is a very lengthy process.
it root tests reported in Appendix O.1 show clearly that time series for the ratio of traded to non-traded TFP are I(1), thus confirming that the convergence pro-
ar from being completed.
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where Φi
N ¼ EiDi

r★ � νi
with Ei ¼ ΞKωi

1 þ ΞQωi
2 þΞAHωi

3 þΞBHωi
4 þ ΞANωi

5 þΞBNωi
6; partial derivatives of Ξ w.r.t. K, Q, Aj, Bj, are

evaluated at the steady-state. Eq. (36) gives the trajectory for N(t) consistent with the intertemporal solvency condition:

N � N0 ¼ ∑6
i¼1,i≠2Φ

i
N .

4. Quantitative analysis

In this section, we take the model to the data. For this purpose we solve the model numerically.14 Therefore, first we discuss
parameter values before turning to the effects of a technology shock biased toward the traded sector.

4.1. Calibration

4.1.1. Calibration strategy
To ensure that the initial steady-state with CES production functions is invariant when σj is changed, we normalize CES

production functions by choosing the initial steady-state in a model with Cobb-Douglas production functions as the normalization
point. Once we have calibrated the initial steady-state with Cobb-Douglas production functions, we calibrate the CES economy to
the data such that Zj and γj together with other parameters are endogenously calibrated to reproduce the ratios of the
Cobb-Douglas economy, including the sectoral LISs, see Online Appendix Q.1. This normalization procedure guarantees that
we start from the same initial steady-state regardless of the value of σj. To calibrate the reference model we use to normalize
the CES economy, we estimated a set of ratios and parameters for the seventeen OECD economies in our dataset. Our reference
period for the calibration corresponds to the period 1970–2013. Table 8 in Online Appendix M.1 summarizes our estimates of
the ratios and estimated parameters for all countries in our sample.

We first calibrate the model to a representative OECD country and investigate whether the model can account for the evidence
we document empirically when one parameter at a time is modified. Later, we move a step further and calibrate the model to
country-specific data and explore whether the model can rationalize our empirical findings once we let all parameters of interest
vary across countries. To capture the key properties of a typical OECD economy, we take unweighted average values of ratios
which are shown in the last line of Table 8. Among the 24 parameters that the model contains, 18 have empirical counterparts
while the remaining 6 parameters, i.e., φ, ι, φH, ιH, ϑ, δK together with initial conditions (N0, K0) must be endogenously calibrated

to match ratios 1 − αC, 1 − αJ, αH, αH
J ,

LN
L , ωJ, and υNX ¼ NX

PHYH with NX = PHXH − CF − IF. More details about the calibration pro-

cedure can be found in Online Appendix Q.1–Q.2. We choose the model period to be one year and set the world interest rate, r★,
which is equal to the subjective time discount rate, β, to 4%. Table 9 in Online Appendix M.1 summarizes the parameter values.

4.1.2. Preferences
We start with the household's decision to move from one sector to another. Our panel data estimates of the elasticity of labor

supply across sectors, ϵ, over the period 1970–2013 range from a low of 0.01 for Norway to a high of 3.2 for the United states. See
Online Appendix M.4 for panel data estimations. We choose a value of 1.6 for the degree of labor mobility which is the median of
our estimates. The weight of labor supply to the non-traded sector, 1 − ϑ, is set to 0.6 to target a share of non-tradables in total
hours worked of 63% in line with our estimates.

Following Stockman and Tesar (1995), we choose a value for the elasticity of substitution ϕ between traded and non-traded
goods of 0.44 which is the value commonly used in the international RBC literature. This value falls in the range of our panel
data estimates for the whole sample which vary between 0.66 and 0.33 depending on whether the testable equation includes
or not a country-specific linear time trend, see Online Appendix M.4 which shows our panel data estimations of ϕ and Online Ap-
pendix N.2 which details the steps of derivation of the testable equation. The weight of consumption in non-tradables 1 − φ is set
to target a non-tradable content in total consumption expenditure (i.e., 1 − αC) of 53%, in line with the average of our estimates.
In accordance with our empirical findings, see Online Appendix M.6, we set the elasticity of substitution, ρ, in consumption be-
tween home- and foreign-produced traded goods to 1.5 which corresponds to value commonly adopted in the literature, see
e.g., Backus et al. (1994). The weight of consumption in home-produced traded goods φH is set to target a home content of con-
sumption expenditure in tradables (i.e. αH) of 77%, in line with the average of our estimates.

Our SVAR estimates show that a permanent shock to traded relative to non-traded TFP increases significantly total hours
worked both on impact and in the long-run, see Fig. 17a in Online Appendix M.2. The initial response of hours worked depends
on two parameters. The IES for consumption σC determines the strength of the wealth effect which impinges negatively on labor
supply whilst the Frisch elasticity of labor supply σL determines the magnitude of the impact response of total hours worked. As
pointed out recently by Best et al. (2020), there exists no consensus on a reasonable value for the IES for which the most cited
estimates in the literature range between 0 and 2. Whilst σC = 1 is a common assumption in the literature, as is well known
(and demonstrated analytically in Online Appendix P) this value leads the wealth and substitution effect to cancel out so that
total hours worked remain unresponsive to a technology shock. Because a value for σC smaller than two would require implau-
sibly large values for σL to replicate the impact response of total hours worked, see Fig. 16b in Online Appendix M.2, we choose a
value of two for the IES for consumption which squares well with the estimates documented by Crossley and Low (2011),
14 Technically, the assumption β = r★ requires the joint determination of the transition and the steady state since the constancy of the marginal utility of wealth
implies that the intertemporal solvency condition depends on eigenvalues’ and eigenvectors’ elements, see e.g., Turnosvsky (1997).
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Gourinchas and Parker (2002), and Gruber (2013).15 Once we have set σC = 2, we choose a value of 1.6 for σL to reproduce the
impact response of 0.09% of total hours worked that we estimate empirically.16 This value of σL falls in the range of estimates of
the macro Frisch elasticity of labor supply documented by Peterman Peterman (2016) which vary between 1.5 and 1.75 for the
population aged between 20 and 55, and between 20 and 60, respectively. As shown in Fig. 17a in Online Appendix M.2, whilst
the reference model with Cobb-Douglas production functions can reproduce the impact response estimated empirically, it is only
when we allow for CES production functions and FBTC, that we can reproduce the dynamics of total hours worked we estimate
empirically because technological change biased toward labor increases the demand of labor along the transitional path. It is
worth mentioning that an alternative solution to generate a positive response of total hours worked to an asymmetric technology
shock would be to allow for Greenwood et al. (1988) (GHH thereafter) preferences. Whilst hours worked L(t) rise on impact fol-
lowing a permanent asymmetric technology shock, the low value of σL which must be chosen to avoid overestimating the impact
response of L(t) leads the model to understate the dynamic adjustment of total hours worked along the transitional path, see
Fig. 17b in Online Appendix M.2.

4.1.3. Production and investment
We now turn to production-side parameters. We assume that physical capital depreciates at a rate δK = 9.3% to target an

investment-GDP ratio of 24%. In line with our estimates, the shares of labor income in traded and non-traded value added, sHL
and sNL , are set to 0.63 and 0.68, respectively. We consider an initial steady-state with HNTC and normalize Aj = Bj = Zj to 1.
We set the elasticity of substitution, ϕJ, between JT and JN to 1, in line with the empirical findings documented by Bems (2008)
for OECD countries. Further, the weight of non-traded investment 1 � φIð Þ is set to target a non-tradable content of investment
expenditure of 62%. In accordance with our estimates, we set the elasticity of substitution, ρJ, in investment between home- and
foreign-produced traded inputs to 1.5. The weight of home-produced traded investment ιH is set to 0.62 to target a home content
of investment expenditure in tradables (i.e. αH

J ) of 51%. We choose the value of parameter κ so that the elasticity of I/K with re-
spect to Tobin's q, i.e., Q/PJ, is equal to the value implied by estimates in Eberly and Vincent (2008). The resulting value of κ is
equal to 17.

4.1.4. Demand components
Government spending on traded GT and non-traded goods GN are considered for calibration purposes. We set GN and GT so as

to yield a non-tradable share of government spending, ωGN , of 90%, and government spending as a share of GDP, ωG, of 20%. We
choose initial conditions so that trade is initially balanced. Since net exports are nil, the investment-to-GDP ratio, ωJ, and
government spending as a share of GDP, ωG, implies a consumption-to-GDP ratio of ωC = 56%. It is worth mentioning
that the tradable content of GDP is endogenously determined by the market clearing condition for traded goods,
i.e., PHYH=Y ¼ ωCαC þωJαJ þωGTωG ¼ 38%. Building on structural estimates of the price elasticities of aggregate exports docu-
mented by Imbs and Mejean (2015), we set the export price elasticity, ϕX, to 1.7 in the baseline calibration (see column 19 of
Table 8). Because trade is balanced, export as a share of GDP, ωX = PHXH/Y, is endogenously determined by the import content
of consumption, 1 − αH, and investment expenditure, 1 � αH

J , along with ωC and ωJ.

4.1.5. CES production functions
Since the model with Cobb-Douglas production functions is the normalization point, when we calibrate the model with CES

production functions, φ, ι, φH, ιH, ϑ, δK, N0, K0, Zj, γj are endogenously set to target 1 � �αC , 1 � �αJ , �αH , �αH
J , �L

N
=�L, �ωJ , �υNX, �K , �yj,

�sjL, respectively, where a bar indicates that the ratio is obtained from the Cobb-Douglas economy, and we consider an initial
steady-state with HNTC, i.e., Aj = Bj = Zj, see Online Appendix Q.3 which provides more details. Drawing on Antràs, 2004, we
estimate the elasticity of substitution between capital and labor for tradables and non-tradables and set σH and σN to 0.69 and
0.72, respectively (as shown in last line of columns 17 and 18 of Table 8); see Online Appendix M.5 for the empirical strategy
and panel data estimations of σj.

4.2. Factor-augmenting efficiency and sectoral TFP dynamics

Since our VAR evidence documented in Section2.3 reveals that technological change is factor-biased, we need to set the dy-
namics for factor efficiency, Bj(t) and Aj(t). We first derive the change in capital relative to labor efficiency, by log-linearizing
(26) which describes the demand for factors of production:
15 When we restrict attention to the period 1970–2007, we find that total hours worked are unresponsive to asymmetric technology shocks across sectors and thus a
value of one for the IES squares well with our evidence over this period. Since we find that total hours worked increase significantly following a shock to a productivity
differential, the positive response is caused by the period 2007–2013. During this period, the value for the IES has increased sharply, as suggested by the empirical study
by Cundy (2018) who reports a value of 2.8 for the IES between 2009 and 2014.
16 As explained at length in the Online AppendixM.2, because we normalize the CES economy by choosing the initial steady-state in amodel with Cobb-Douglas pro-
duction functions as the normalization point, and since FBTC has no impact in the latter economy, we cannot choose σL so as to minimize the distance between the
theoretical and the empirical response during the whole period of adjustment because doing this would amount to choosing parameters to reproduce labor market
effects without taking into account factor-biased technological change. We thus choose σL to reproduce the impact response of L(t) in the reference model with
Cobb-Douglas production functions.
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B̂jðtÞ � Â
jðtÞ

� �
¼ σ j

= 1 � σ j
� �h i

Ŝ
jðtÞ � k̂

jðtÞ, ð37Þ
all variables being expressed in percentage deviation from the initial steady-state. Next, given the adjustment of relative capital
efficiency inferred from (37), we have to determine the dynamics of Bj(t) and Aj(t) consistent with the dynamics of sectoral TFP we
estimate empirically. Log-linearizing the technology frontier (29) in the neighborhood of the initial steady-state leads to

Ẑ
jðtÞ ¼ sjLÂ

jðtÞ þ 1 � sjL
� �

B̂
jðtÞ. The latter equation together with (37) can be solved for labor and capital-augmenting

efficiency:
Â
jðtÞ ¼ ẐjðtÞ � 1 � sjL

� �
σ j

= 1 � σ j
� �h i

Ŝ
jðtÞ � k̂

jðtÞ
n o

, ð38aÞ

B̂jðtÞ ¼ ẐjðtÞ þ sjL σ j
= 1 � σ j
� �h i

Ŝ
jðtÞ � k̂

jðtÞ
n o

: ð38bÞ

ing estimated values for σj and empirically estimated responses for sj ðtÞ and kj(t), Zj(t), into the above equations enables us to
Plugg L
recover the dynamics for Aj(t) and Bj(t) consistent with the demand of factors of production (37) and adjustment of sectoral TFPs. To
ensure that our method to generate time series for sectoral FBTC captures technological change, in Online Appendix K, we test
Acemoglu (2003) model assumptions who endogeneizes FBTC. We find that countries where TFP gains are concentrated in capital
(labor) intensive industries also experience a rise in capital (labor) relative to labor (capital) efficiency, in accordance with
Acemoglu (2003) model assumptions, which lends credence to the ability of the time series of Bj/Aj we generate to reflect FBTC.

Once we have determined the underlying dynamic process for labor and capital efficiency by using (38), we have to choose

values for exogenous parameters �aj, �b
j
, and ξj, which are consistent with the law of motion (32). We choose �aj, �b

j
by setting

t = 0 into (32) which yields �aj ¼ � Â
j � Â

jð0Þ
� �

, and �b
j ¼ � B̂

j � B̂
jð0Þ

� �
. Making use of the time series generated by (38a)

and (38b) gives us �aH ¼ � 0:029840, �b
H ¼ � 0:202769, �aN ¼ 0:234035, �b

N ¼ � 0:500629. By using the fact that �zj ¼
sjL�a

j þ 1 � sjL
� �

�b
j
(see eq. (33)), we have �zH ¼ � 0:093566 and �zN ¼ 0:000164 for the parameters governing the gap which

must be fulfilled when sectoral TFP converges toward its long-run equilibrium. To determine the value for the speed of adjust-

ment of sectoral TFP, we solve (33) for ξj, i.e., ξj ¼ � 1
t ln Ẑ

jðtÞ � Ẑ
j

�zj

� 	
; setting t = 3 leads to ξH = 0.570885 for the traded sector

and ξN = 1.166821 for the non-traded sector which gives us the best fit of the response of Ẑ
jðtÞ estimated empirically. Once we

have the dynamic paths for Ẑ
HðtÞ and Ẑ

NðtÞ, we can compute the dynamics for the shock to the TFP differential between tradables
and non-tradables (see eq. (4)):
ẐðtÞ ¼ aẐHðtÞ � bẐNðtÞ, ð39Þ
where Ẑð∞Þ ¼ Ẑ ¼ aẐ
H � bẐ

N
is normalized to 1% in the long-run.

In Fig. 12 which is relegated to Online Appendix J for reason of space, we contrast the empirical response functions (shown in
blue lines) of the TFP differential between tradables and non-tradables as well as sectoral TFPs with the theoretical response func-
tions (shown in black lines with squares) generated by the law of motion (32)–(33) together with (39). As can be seen in Fig. 12,
the theoretical responses perform well in reproducing the evidence and thus the dynamic Eqs. (32)–(33) which govern the
adjustment of factor-augmenting efficiency and Zj(t) are consistent with data.

4.3. Reallocation and redistributive effects: Model performance

In this subsection, we analyze the role of FBTC, terms of trade, and imperfect mobility of labor in shaping the reallocation and
redistributive effects in an open economy in response to a 1% permanent increase in TFP of tradables relative to TFP of non-
tradables. In order to assess quantitatively the role of each ingredient in driving the sectoral effects of a technology shock biased
toward tradables, we report results from restricted versions of the baseline model. These restricted versions collapse to the inter-
national RBC model by Fernández de Córdoba and Kehoe (2000) (FK henceforth) who consider variants of a small open economy
setup with tradables and non-tradables. Our quantitative analysis reveals that the model can account for the sectoral composition
effects of asymmetric technology shocks we estimate empirically once we allow for imperfect mobility of labor (i.e., 0< ϵ < ∞),
assume that the demand for home-produced traded goods is elastic enough w.r.t. the terms of trade, and let technological change
be factor-biased. A sufficient condition for the price-elasticity of the demand for home-produced traded goods to be high enough
is that 1< ρ < ∞, 1< ρJ < ∞, and 1< ϕX < ∞ in line with our own estimates, see Online Appendix M.6, and evidence documented
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Table 1
Impact and long-run effects of a 1% permanent increase in traded relative to non-traded TFP.

VAR
(t = 0)

Impact (t = 0) theoretical responses VAR
(t = 10)

Long-run (t = 10) theoretical responses

Data Bench HNTC FK-IML FK-PML Subst. Data Bench HNTC FK-IML FK-PML Subst.
FBTC Â

jðtÞ ¼ B̂
jðtÞ (ρ→ ∞) (ϵ→ ∞) (ϕ = 1.2) FBTC Â

jðtÞ ¼ B̂
jðtÞ (ρ→ ∞) (ϵ→ ∞) (ϕ = 1.2)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

A. Labor and VA
Traded labor, dLH(t) −0.01 −0.00 −0.03 −0.10 −0.23 0.03 0.01 0.01 −0.02 −0.02 −0.06 0.05
Non-traded labor, dLN(t) 0.10 0.11 0.12 0.14 0.21 0.05 0.15 0.15 0.13 0.15 0.18 0.06
Traded value added, dYH

(t)
0.24 0.22 0.22 0.14 0.05 0.32 0.27 0.27 0.28 0.29 0.27 0.39

Non-traded value added,
dYN(t)

0.01 0.01 0.00 0.06 0.11 −0.07 0.06 0.02 0.03 0.07 0.09 −0.04

B. Labor Reallocation
Labor share of tradables,
dνL,H(t)

−0.04 −0.04 −0.06 −0.12 −0.22 0.00 −0.05 −0.05 −0.06 −0.07 −0.10 0.01

Output share of
tradables, dνY,H(t)

0.13 0.13 0.13 0.06 −0.01 0.21 0.14 0.16 0.16 0.15 0.13 0.25

Non-traded wage,

Ŵ
NðtÞ � ŴðtÞ

� � 0.01 0.04 0.06 0.12 0.00 0.00 0.06 0.04 0.06 0.07 0.00 −0.00

Traded wage,

Ŵ
HðtÞ � ŴðtÞ

� � −0.02 −0.07 −0.11 −0.20 0.00 0.00 −0.12 −0.07 −0.11 −0.11 −0.00 0.00

C. Relative Prices
Relative price of

non-trad., P̂ðtÞ
0.99 0.97 1.00 1.10 0.90 0.89 1.06 1.08 1.10 1.11 0.99 0.97

Terms of trade, P̂
HðtÞ −0.41 −0.27 −0.29 0.00 0.00 −0.37 −0.44 −0.37 −0.40 0.00 0.00 −0.47

D. FBTC and LISs
Traded FBTC 0.50 0.51 0.00 0.00 0.00 0.00 0.58 0.58 0.00 0.00 0.00 0.00
Non-Traded FBTC 0.07 0.11 0.00 0.00 0.00 0.00 0.36 0.36 0.00 0.00 0.00 0.00
Traded capital-labor,
dkH(t)

−0.08 −0.13 −0.06 −0.03 −0.08 −0.04 −0.14 −0.12 −0.02 0.01 −0.02 0.00

Non-traded capital-labor,
dkN(t)

−0.01 0.03 −0.01 −0.04 0.07 −0.05 −0.04 −0.04 0.03 0.01 0.07 −0.01

Traded LIS, dsHL ðtÞ 0.09 0.08 −0.01 0.00 0.00 −0.01 0.10 0.10 −0.01 0.00 0.00 0.00

Non-traded LIS, dsNL ðtÞ 0.01 0.02 −0.00 0.00 0.00 −0.01 0.07 0.07 0.00 0.00 0.00 −0.00

Notes: Impact (t = 0) and long-run (t = 10) effects of a 1% permanent increase in traded relative to non-traded TFP. Panels A, B, C, D show the deviation in per-
centage relative to steady-state for sectoral variables. Panel A shows the effects on sectoral sectoral hours worked and sectoral value added while panel B displays
the responses of the labor share and value added share of tradables together with changes in sectoral wages relative to the aggregate wage. Panel C shows the
responses of the relative price of non-tradables and the terms of trade. Panel D displays FBTC, changes in sectoral capital-labor ratios and sectoral LISs. Responses
of relative wages and relative prices are percentage deviation from initial steady-state (denoted with a hat). Sectoral value added and value added share are
expressed in percent of initial GDP while sectoral labor and labor shares are expressed in percent of initial total hours worked; changes in capital-labor ratios
are expressed in percent of the aggregate stock of capital while responses of sectoral LISs are measured in percent of value added of the corresponding sector.
In columns 3–6 and 9–12, we consider restricted versions of our baseline model, results of which are shown in columns 2 and 8. ‘FK-PML’ refers to the small
open economy model by Fernández de Córdoba and Kehoe (2000) with tradables and non-tradables, capital adjustment costs and perfect mobility of labor (we
let the elasticity of labor supply across sectors tend toward infinity and assume that home-produced and foreign-produced traded goods are perfect substitutes).
‘FK-IML’ corresponds to the FK model augmented with imperfect mobility of labor across sectors (we set ϵ = 1.6 while keeping ρ = ρJ→ ∞ so that terms of trade
remain fixed). ‘HNTC’ refers to a semi-small open economy model with endogenous terms of trade, labor mobility costs, CES production functions while imposing

Hicks-neutral technological change (i.e., Â
jðtÞ ¼ B̂

jðtÞ). In columns 6 and 12, we consider the same model as ‘HNTC’ and set ϕ to 1.2 instead of 0.44 to shut down
labor reallocation across sectors. In our baseline calibration (labelled ‘Bench’ in columns 2 and 8), we set ϵ = 1.6, ϕ = 0.44, σL = 1.6, κ = 17, ρ = ρJ = 1.5,
ϕX = 1.7, σH = 0.69, σN = 0.72 and allow for labor- and capital-augmenting technological change inferred from (38a)–(38b).
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Bajzik et al. (2020).17 Whilst FBTC is key to replicating the dynamics of the sectoral LISs, the differential in FBTC between tradables
and non-tradables increases the ability of the model to account for the reallocation of labor we estimate empirically.

In Table 1, we report the simulated impact (i.e., at t = 0) and long-run (i.e., at t = 10) effects. While columns 1 and 7 show
impact and long-run responses from our VAR model for comparison purposes, columns 2 and 8 show results for the baseline
model. Columns 5 and 11 display results for a restricted version of our model which collapses to the FK model with capital ad-
justment costs. In this restricted model, we impose perfect mobility of labor, exogenous terms of trade and Cobb-Douglas
17 InOnline Appendix P.2 and P.3, we solve analytically amodelwithout capital and determine formally a necessary conditionwhich says that for the terms of trade to
depreciate, ϕX + αHρmust be higher than a threshold of 0.79. Because we set ϕX = 1.695, this condition is fulfilled and therefore it is always profitable to lower PH as
traded firms improve technology. When we consider a model with capital accumulation, we find numerically that for the terms of trade to depreciate, we must have
ϕX > 0.52 and ρ = ρJ > 0.67.
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production functions. In the next columns, we add one ingredient at a time. In columns 4 and 10, we consider the same model
except that we allow for imperfect mobility of labor across sectors (i.e., we set ϵ = 1.6). This version collapses to the FK model
with capital adjustment as well as labor mobility costs. In columns 3 and 9, we allow for imperfect mobility of labor and endog-
enous terms of trade (i.e., we set ρ = ρJ = 1.5). We also allow for CES production functions while assuming HNTC.
4.3.1. Baseline model
We first assess the ability of the baseline model with imperfect mobility of labor, endogenous terms of trade and FBTC to ac-

count for our evidence on the reallocation and redistributive effects. Columns 2 and 8 of Table 1 show impact and long-run effects
for the baseline model. To begin with, as can be seen in panel A of Table 1, the baseline model is able to account for the sectoral
composition effects we estimate empirically. First, as in the data, the traded sector drives real GDP growth since YH and YN

increases by 0.22% and 0.01% of GDP, respectively, close to our VAR evidence (0.24% and 0.01%, resp.). Conversely, the
non-traded sector drives the rise in total hours worked as LH remains unresponsive on impact and LN rises by 0.11% of total
hours worked, in line with our empirical findings (−0.01% for LH and 0.10% for LN). As can be seen in panel C, incentives for in-
creasing LN are brought about by an appreciation in the relative price of non-tradables (i.e., 0.97% at t = 0 and 1.08% at t = 10)
which is larger than the productivity differential, in accordance with our estimates (0.99% at t = 0 and 1.06% at t = 10). Intui-
tively, a technology shock generates a positive wealth effect which encourages households to increase consumption in both traded
and non-traded goods. Since the technology shock is biased toward the traded sector, an excess demand for non-traded goods and
an excess supply for traded goods show up. Because the elasticity of substitution between traded and non-traded goods is smaller
than one (i.e., ϕ < 1), the relative price of non-tradables appreciates disproportionately which has an expansionary effect on labor
(and capital) demand in the non-traded sector. The movement of productive resources, especially labor, toward non-tradable sec-
tors is stronger in a financially open economy as the access to foreign borrowing amplifies the demand boom for non-tradables.

The labor outflow experienced by the traded sector is mitigated however by the fall in the relative price of home-produced
traded goods brought about by productivity gains concentrated in the traded sector. Panel C shows that the terms of trade dete-
riorate by 0.27% on impact (0.41% in the data) and 0.37% in the long-run (0.44% in the data). Intuitively, for given factor prices, as
technology improves in the traded sector and thereby puts downward pressure on the marginal cost, the terms of trade depre-
ciate. By encouraging households to consume more home-produced traded goods, the decline in PH mitigates the reallocation
of productive resources, especially labor, away from the traded sector and toward the non-traded sector.

The shift of labor toward the non-traded sector is further mitigated by the presence of labor mobility costs. As can be seen in
panel B, non-traded firms pay higher wages to encourage workers to shift, thus producing a positive wage differential for non-
tradables and a negative wage differential for tradables, close to our estimates, especially in the long-run (see column 8).

Inspection of the first row of panel B reveals that the model generates a decline in the share of tradables in total hours worked
(i.e., νL,H) by the same amount than that is estimated empirically (i.e., 0.04% of total hours worked). The reason is that technolog-
ical change is more biased toward labor in the traded than in the non-traded sector which has a positive impact on labor demand
in the former sector and thus hampers the shift of labor toward the non-traded sector. Labor reallocation accounts for 38% (43% in
the data) of the rise in non-traded hours worked on impact. In the long-run, the contribution of the shift of labor is lower at 33%
(34% in the data).

In addition to producing a labor outflow, the large appreciation in P = PN/PH also drives capital out of the traded sector. Since
labor is subject to mobility costs and technological change is biased toward labor, the capital-labor ratio, kH, falls substantially (see
panel D). Because technological change biased toward labor overturns the negative impact on the LIS caused by the decline in kH,
sHL unambiguously increases. If capital and labor were immobile across sectors, the change in the value added share of tradables at

constant prices would collapse to dνY ,H ¼ νY ,H 1 � νY ,H
� �

Ẑ
H � Ẑ

N� �
. Since νY,H = 0.4 approximately and the productivity differen-

tial is 1% in the long-run, a back of the envelope calculation indicates that νY,H would increase by 0.24% of GDP in the long-run. As
can be seen in the second line of panel B, the reallocation of productive resources away from the traded sector mitigates the rise
in νY,H which increases by 0.16% (0.14% in the data) of GDP only.
4.3.2. Restricted model: perfect mobility of labor, exogenous terms of trade and HNTC
In columns 5 and 11, we consider a restricted model imposing perfect mobility of labor across sectors (i.e., we set ϵ→ ∞),

exogenous terms of trade (i.e., we let ρ and ρJ tend toward ∞) and Cobb-Douglas production functions. When we contrast VAR
evidence reported in column 1 with numerical results displayed by column 5, we find that the restricted model can generate qual-
itatively the sectoral effects we estimate empirically but fails to account for their magnitude. A direct implication of abstracting
from labor mobility costs is that the model cannot account for the sectoral wage differential which materializes after one year
(see the last two rows of panel B of Table 1). When labor mobility costs are absent and terms of trade remain fixed, the restricted
model considerably overstates the decline in the labor share of tradables. The fall in νL,H is almost six times larger to what we
estimate empirically on impact (i.e., −0.22% vs. −0.04% in the data, see the first row of panel B). As a result, the model predicts
a dramatic fall in traded hours worked (−0.23% vs. −0.01% in the data) and considerably understates the rise in traded value
added (0.05% vs. 0.24% in the data). By overestimating the reallocation of labor toward the non-traded sector, the model
overpredicts the rise in LN (0.21% vs. 0.10% in the data, see panel A) as well as in YN (0.11% vs. 0.01% in the data). The excess
demand for non-traded goods is thus mitigated which leads the model to predict an appreciation in the relative price of
non-tradables (see panel C of Table 1) by 0.90% below what is estimated empirically (0.99%).
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4.3.3. Restricted model: exogenous terms of trade and HNTC
Columns 4 and 10 show results for the same restricted model as above except that we allow for imperfect mobility of labor

across sectors (i.e., we set ϵ = 1.6). As expected, labor mobility costs substantially hamper the reallocation of labor away from
the traded sector. More specifically, as shown in the first row of panel B, labor mobility costs almost halve the fall in the labor
share of tradables, i.e., dνL,H(0) =−0.12 % instead of −0.22% in a model imposing perfect mobility of labor. However, the decline
in νL,H(0) is still three time larger to what is estimated empirically. Intuitively, when we let ρ and ρJ tend toward infinity, home-
and foreign-produced traded goods are perfect substitutes. Because non-traded goods must be produced domestically while
traded goods can be imported, the small open economy finds it optimal to run a large current account deficit and reallocate pro-
ductive resources, especially labor, toward the non-traded sector. Imports increase significantly more than in a model assuming
1< ρ < ∞ and 1< ρJ < ∞ because the terms of trade no longer depreciate which leads the model to overstate the demand
boom for non-tradables, as reflected in an appreciation in the relative price of non-tradables by 1.1% above what is estimated em-
pirically (0.99% in the data, see the first row of panel C of Table 1). By overstating the shift of labor between sectors, the model
imposing ρ→ ∞ and ρJ→ ∞ considerably understates the rise in traded value added (see the third row of panel A of Table 1) and
thus the increase in the value added share of tradables at constant prices (see the second row of panel B of Table 1).

4.3.4. Restricted model: HNTC
In columns 3 and 9 of Table 1, we consider a model with endogenous terms of trade and labor mobility costs together with

CES production functions. While the latter ingredient has no impact on results because we impose HNTC, the combination of
the adjustment in the relative price of home-produced traded goods and imperfect mobility of labor improves the performance
of the model. Overall, on impact, the model assuming HNTC performs as well as the baseline model, except for the reallocation
of labor and the responses of LISs. To have a clearer picture of the performance of the model imposing HNTC, it is useful to

start with the redistributive effects shown in panel D of Table 1. Contrasting the long-run responses for kj and sjL (column
9) with responses estimated empirically (column 7) reveals that a model assuming HNTC significantly overstates the demand

for capital in both sectors (e.g., k̂
H ¼ −0:02% instead of −0.14% in the data). The decline in kH drives down the traded LIS in con-

tradiction with our evidence which reveals that sHL increases by 0.10%. Conversely, by allowing for technological change biased to-

ward labor, as captured by a rise in BjðtÞ=AjðtÞ
� �1 � σ j

σ j (see the first two rows of panel D), the baseline model can generate an

increase in sectoral LISs (see columns 2 and 8) in line with our estimates. The model imposing HNTC also overstates the fall in
the labor share of tradables, as can be seen in columns 3 and 9 of Table 1 (see the first row of panel B, i.e., dνL,H). Conversely,
because FBTCH(t) > FBTCN(t) has a positive impact on tradable hiring which hampers the movement of labor toward the non-
traded sector, the decline in νL,H(t) predicted by the baseline model squares well with the evidence.

4.3.5. Dynamics
While in Table 1, we restrict our attention to impact and long-run responses, in Fig. 7, we contrast theoretical (displayed by

solid black lines with squares) with empirical (displayed by solid blue lines) dynamic responses with the shaded area indicating
the 90% confidence bounds. We also contrast theoretical responses from the baseline model with the predictions of the Fernández
de Córdoba and Kehoe (2000) model which includes frictions in factor mobility between sectors (generated by capital adjustment
as well as labor mobility costs). The results for the FK model which shuts down the terms of trade channel and imposes HNTC are
shown in dashed red lines.

By abstracting from endogenous terms of trade and FBTC, the restricted (i.e., FK) model fails to account for the evidence along
a number of dimensions. It overpredicts the wage differential, understates the decline in the traded capital-labor ratio, overstates
the decline in the labor share of tradables and as displayed by the last column, it cannot account for the rise in sectoral LISs.

The performance of the model increases once we allow for endogenous terms of trade, CES production functions together with
FBTC. As shown by the solid black line with squares in Fig. 7, the dynamics of relative prices and the sectoral wage differential
which materializes after one year are captured fairly well by the baseline model (see the first column). The increase in the pro-
ductivity differential over time further appreciates the relative price of non-tradables, PN/PH, and amplifies the terms of trade de-
terioration. The time-increasing appreciation in PN/PH has an expansionary effect on LN as displayed by Fig. 7e while LH remains
unresponsive (see Fig. 7a). Despite the fact that labor keeps on shifting toward the non-traded sector as can be seen in the
lower part of Fig. 7d, the rise in the productivity of tradables prevents the value added share of tradables at constant prices, νY,
H, from declining (see the upper part of Fig. 7d).

As can be seen in Fig. 7b and Fig. 7f, the combined effect of the rise in capital relative to labor efficiency and the gross com-
plementarity between capital and labor in production generates an increase in sectoral LISs whilst Fig. 7b shows that the decline
in kH is amplified in line with the evidence. In Online Appendix J, we contrast the model predictions with empirical estimates for
kN. Whilst it misses the decline in kN on impact, the baseline model gives rise to a declining path for kN driven by technology
change biased toward labor, in accordance with the evidence.

4.4. Sensitivity analysis and extensions

In this subsection, we explore the role of financial openness for asymmetric technology shocks, summarize the main findings
of the sensitivity analysis we have conducted w.r.t. preferences’ assumptions and the reliability of empirical IRFs, and discuss how
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Fig. 7. Sectoral effects of a permanent technology shock biased toward tradables: Model vs. data. Notes: Solid blue lines display point estimates of VAR model with
shaded area indicating 90% confidence bounds; solid black lines with squares display baseline model predictions, i.e., when we allow for IML (ϵ = 1.6), endoge-
nous terms of trade (ρ = ρJ = 1.5), gross complementarity between capital and labor in production (i.e., σH = 0.687, σN = 0.716), and technological change
biased toward labor, i.e., FBTCH = 0.58% and FBTCN = 0.36% in the long-run; dashed red lines show predictions of a restricted model where terms of trade are
exogenous and technological change is Hicks-neutral.
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the increasing importance of asymmetric technology shocks could modify the response of total hours worked to aggregate tech-
nology shocks.

4.4.1. Implications of financial openness
In columns 6 and 12 of Table 1, we consider the same model with HNTC as in columns 3 and 9, and set the elasticity of sub-

stitution between traded and non-traded goods, ϕ, to 1.2 instead of 0.44. This value is such that the labor share of tradables, νL,H,
remains unchanged on impact, as can be seen in the first row of panel B, and thus there is no labor reallocation between the two
sectors. Interestingly, this threshold value of 1.2 for ϕ is higher than the value of 1 in a closed economy setup, see e.g., Ngai and
Pissarides (2007). As demonstrated analytically in the Online Appendix P.1, this threshold value of 1 also holds in an open econ-
omy setup without capital since the net foreign asset position remains fixed so that νL,H increases only when ϕ is above one. By
contrast, in an open economy setup with capital accumulation, the threshold value for ϕ is higher. Intuitively, access to foreign
borrowing allows households to increase consumption and to avoid a large increase in labor supply which amplifies the excess
demand for non-traded goods because traded goods can be imported. The current account deficit thus amplifies the reallocation
of labor toward the non-traded sector. Note that we impose HNTC in columns 6 and 12 to shut down the effect of FBTC and thus
to isolate the pure effect caused by financial openness.

4.4.2. Robustness to preferences’ assumptions
In Online Appendix V.5, we conduct a sensitivity analysis w.r.t. the IES for consumption. We find that choosing values for σC

equal or lower than one leads the model to understate the responses of sectoral hours worked but has little impact on the value
added and labor share of tradables together with relative prices. In Online Appendix V.2–V.4, we re-estimate the dynamic effects
of a permanent increase in traded relative to non-traded TFP by considering Greenwood et al. (1988) preferences which eliminate
the wealth effect (from labor supply), by allowing for non-separability in preferences between consumption and leisure in the
lines of Shimer (2009), by allowing for external habits (which generate time non separability in preferences) in the lines of
Carroll et al. (2000) in addition to non-separability between consumption and leisure. Although it somewhat understates the in-
crease in hours worked along the transitional path, a model assuming Greenwood et al. (1988) preferences performs reasonably
well in reproducing the sectoral effects we estimate empirically as long as we assume a low value for σL because GHH preferences
eliminate the wealth effect which makes labor supply highly elastic w.r.t. the technology shock on impact. Conversely, the perfor-
mance of a model assuming Shimer (2009) preferences augmented or not with external habits is lower than the performance of
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our baseline model. The reason is that the coefficient of relative risk aversion collapses to the parameter determining the substi-
tutability between consumption and leisure. When we allow consumption and leisure to be gross substitutes, the IES for con-
sumption is low so that the wealth effect exerts a strong negative impact on hours worked.

4.4.3. Further investigation of reliability of empirical IRFs
The SVAR critique questions the reliability of empirical IRFs generated from the estimation of the VAR model which in turn

casts doubt on the performance of the model. As stressed by Christiano et al. (2006), the identification of temporary technology
shocks is not subject to biases. In Online Appendix V.6, we estimate empirically the dynamic effects of a temporary shock shock to
aggregate TFP and contrast them with the baseline model's predictions. We find that the baseline model with the same calibration
as that described in Section4.1 can account for the empirical IRFs we generate following a temporary aggregate technology shock.
Not only does it mean that the model is validated by the data, it also means that the empirical IRFs obtained from long-run
restrictions in Section2 are unbiased because they fit the theoretical responses of the model.

4.4.4. Implications for the response of total hours worked to aggregate technology shocks
We view our analysis of asymmetric technology shocks across sectors as a step toward a better understanding of the labor

market effects of aggregate technology shocks which are a combination of symmetric and asymmetric technology shocks across
sectors. By generating an expansionary effect on hiring in the non-traded sector which accounts for two-thirds of labor, asymmet-
ric technology shocks have a positive impact on total hours worked and all the more so in countries where sectoral technological
change is biased toward labor. Conversely, symmetric technology shocks have a negative impact on total hours worked through
two channels. By giving rise to a fall in non-traded prices which lowers labor demand in the non-traded sector (because ϕ < 1),
symmetric technology shocks exert a negative impact on total hours worked. In addition, technological change is biased toward
capital in both sectors following symmetric technology shocks, as evidence documented in Online Appendix V.9 shows, which
amplifies the negative impact on L(t). When we compute numerically the effects of a 1% permanent increase in aggregate TFP,
see Online Appendix V.9, we find that the response of total hours worked increases as asymmetric technology shocks account
for a greater share of the variations in aggregate TFP. The growing importance of asymmetric technology shocks could therefore
rationalize the time-increasing response of total hours worked to aggregate technology shocks, as documented empirically by Galí
and Gambetti (2009) and Cantore et al. (2017).

4.5. Redistributive and reallocation effects across countries

We now move a step further and calibrate our model to country-specific data. Our objective is to assess the ability of our base-
line model to account for the cross-country dispersion in the reallocation and redistributive effects we estimate empirically by
shedding some light on the role of FBTC.

4.5.1. Calibration to country-specific data
To conduct this analysis, we calibrate our model to match key ratios of the 17 OECD economies in our sample, as summarized

in Table 8 in Online Appendix M.1, while ϵ, ϕ, σj, ϕX, ρ, ρJ, are set in accordance with estimates shown in the last seven columns of
Table 8. The remaining parameters, i.e., σL, σC, ϕJ, κ take the same values as those summarized in Table 9 in Online Appendix M.1.
As discussed in Section4.1, we consider the initial steady-state with Cobb-Douglas production functions as the normalization point
and calibrate the reference model to the data. Next exogenous parameters in the CES economy are endogenously calibrated to
replicate the ratios targeted in the Cobb-Douglas economy.

To compute FBTC for each country, we proceed as in Section4.2 except that to estimate (38a)–(38b), we use country-specific

estimates of σj and country-specific estimated responses of sjLðtÞ, kj(t), Zj(t). Once we have recovered time series for FBTC in sector

j = H, N for each country, we choose parameters �aj and �b
j
by setting t = 0 into (32) and we choose parameter ξj by choosing

time t in Eq. (33) which gives the best fit of sectoral TFP dynamics to the data. Once the model is calibrated, we estimate numer-
ically the effects of a 1% permanent increase in traded relative to non-traded TFP.

4.5.2. Redistributive effects across countries
We first assess the ability of the model to account for the cross-country dispersion in the responses of LISs we estimate

empirically. In the first column of Fig. 8, we plot impact responses of the ratio of factor income shares in the traded sector, SH,
we compute numerically (vertical axis) against impact responses of SH we estimate empirically (horizontal axis). To have a
sense of the importance of FBTC in driving the cross-country redistributive effects, we contrast the model predictions when we
impose HNTC which are displayed by red triangles with the model predictions when assuming FBTC shown in black squares. It

is worth mentioning that Ŝ
jðtÞ ¼ ŝjLðtÞ

1 � sjL
and thus the response of Sj is similar to that of the LIS which is scaled by the capital income

share. As it stands out, a model imposing HNTC cannot account for international differences in the responses of sectoral LISs. In-
tuitively, the shifts of capital between sectors generated by a model imposing HNTC are not large enough on their own to repro-
duce the cross-country dispersion in the responses of LISs. Conversely, by influencing sectoral LISs directly and indirectly through
the shifts of capital, the baseline model with FBTC is able to generate a wide cross-country dispersion in the responses of LISs
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Fig. 8. Cross-country relationships under FBTC and HNTC hypothesis: Model vs. Data. Notes: The first two columns of Fig. 8 plot impact responses of the traded LIS
and labor share of tradables computed numerically (vertical axis) against the responses of the corresponding variables estimated empirically (horizontal axis). In
each panel, we contrast the predictions from a model imposing HNTC shown in red triangles with the predictions of the baseline model assuming FBTC shown in
black squares. The red trend line shows the fit of the model to the data when imposing HNTC while the black trend line shows the fit of the model to the data
when assuming FBTC. The last column plots the change in labor reallocation caused by sector differences in FBTC (vertical axis) against the differential in FBTC
between tradables and non-tradables (horizontal axis) on impact.
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which fits well the data as the correlation between model predictions and the data is 0.99 for the traded sector. A similar conclu-
sion is reached for the non-traded sector relegated to the Online Appendix J.

4.5.3. Reallocation effects across countries
In the second column of Fig. 8, we plot impact responses of the labor share of tradables we compute numerically (vertical axis)

against impact responses of the same variable we estimate empirically (horizontal axis). Black squares show model predictions
when we allow for FBTC while red triangles show model predictions when we impose HNTC. The red trend line shows the fit
of the model to the data when imposing HNTC and the black trend line shows the model fit when we assume FBTC. As is evident
from trend lines, the ability of the model to account for the cross-country dispersion in the responses of νL,H is higher when we
allow for FBTC (as shown in the black trend line). The correlation between numerical and empirical estimates stands at 0.79 with
FBTC and falls to 0.38 when we shut down this feature. Intuitively, a sectoral differential in FBTC modifies sectoral labor demand
and thus either amplifies or mitigates the shift of labor across sectors in a way that increases the ability of the baseline model to
account for the cross-country dispersion in the reallocation effects. One most prominent example is Germany which experiences
technological change biased toward capital in the traded sector and technological change biased toward labor in the non-traded
sector. The former lowers labor demand in the traded sector while the latter stimulates labor demand in the non-traded sector.
The shift of labor toward the non-traded sector is thus amplified which allows the baseline model to generate a decline in νL,H by
0.12% close to our estimates (i.e., −0.15%). Conversely, a model imposing HNTC produces a decline in νL,H which is more than
three times smaller to what we estimate empirically.

4.5.4. Reduction or amplification of labor reallocation caused by sector differences in FBTC
The differential in FBTC between tradables and non-tradables varies considerably across countries and influences the shift of

labor across sectors. To give a sense of the variation of labor reallocation caused by sector differences in FBTC, we compute the
difference in the change in the labor share of tradables, dνL,H(t), between the baseline model assuming FBTC and a model impos-
ing HNTC. Fig. 8c plots the change in νL,H(t) caused by sector differences in FBTC (vertical axis) against the differential in FBTC
between tradables and non-tradables (horizontal axis) on impact. For countries which lie in the north-east, technological change
is more biased toward labor in the traded than the non-traded sector (i.e., FBTCH − FBTCN > 0) which in turn exerts a positive
impact on νL,H and thus reduces labor reallocation toward the non-traded sector (compared with a model imposing HNTC). The
reduction in labor reallocation toward the non-traded sector averages 0.012% of total hours worked which represents 42% of the
cross-country average labor reallocation. Conversely, for countries which lie in the south-west, technological change is more
biased toward labor in the non-traded than in the traded sector (i.e., FBTCH − FBTCN < 0). For these economies, the decline in
the labor share of tradables doubles because technology makes non-traded production more labor intensive and tilts labor
demand toward the non-traded sector.

5. Conclusion

Motivated by the evidence documented by Foerster et al. (2011) and Garìn et al. (2018), we explore the labor market effects
caused by asymmetric technology shocks across sectors in an open economy setup. To conduct this analysis, we use a panel of 17
OECD countries over 1970–2013 and adopt the identification approach of technology shocks proposed by Galí (1999). Since we
consider an open economy, we differentiate between a traded and a non-traded sector. When we estimate the effects of a tech-
nology shock which increases permanently traded relative to non-traded TFP, our evidence reveals that the non-traded sector
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alone drives total hours worked growth; 35% of the rise in non-traded hours worked is attributable to the reallocation of labor on
average which lowers the labor share of tradables by 0.05 percentage point of total hours worked.

To rationalize our VAR evidence, we put forward an open economy version of the neoclassical model with tradables and non-
tradables. Our quantitative analysis reveals that the low substitutability between traded and non-traded goods in consumption
and financial openness leads the model to substantially overstate the decline in the labor share of tradables. To account for the
magnitude of the reallocation effects we document empirically, we consider three key elements. Like Kehoe and Ruhl (2009),
we first allow for endogenous terms of trade. The high substitutability between home- and foreign-produced traded goods en-
sures that it is profitable for traded firms to cut prices as technology improves. By stimulating the demand for home-produced
traded goods, the terms of trade depreciation hampers the shift of labor toward the non-traded sector. The second element is
labor mobility costs which strengthen the terms of trade channel by further hampering labor reallocation.

We put forward FBTC as a third key ingredient. Adapting the methodology of Caselli and Coleman (2006) to our setup, we use
the demand of inputs and our estimates of the elasticity of substitution between capital and labor to construct time series for
FBTC. Our VAR estimates reveal that technological change is biased toward labor in both sectors following a shock to traded
relative to non-traded TFP which is consistent with the rise in sectoral LISs we find in the data. Once we include the three afore-
mentioned elements, the model reproduces well the labor market effects we estimate empirically for the whole sample.

Taking advantage of the panel data dimension of our sample, we detect empirically a strong and positive cross-country rela-
tionship between the responses of sectoral LISs and factor-biased technological shifts. When focusing on the reallocation effects,
we find empirically that countries where technological change is more biased toward labor in the traded than in the non-traded
sector experience a smaller decline in the labor share of tradables. When we calibrate the model to country-specific data, our
model can account for the cross-country redistributive and reallocation effects we estimate empirically once we let FBTC vary
across sectors and between countries.

In this work, we exclusively focus on a permanent increase in traded relative to non-traded TFP and restrict our attention to its
sectoral composition effects. A fruitful extension of our analysis would be to analyze the effects of aggregate TFP shocks driven by
both symmetric and asymmetric technology shocks across sectors in the same spirit as Garìn et al. (2018). As mentioned at the
end of Section4.4, the growing importance of asymmetric technology shocks (relative to symmetric technology shocks) over time
could rationalize the time-increasing correlation between labor growth and productivity growth, a finding documented by Galí
and Gambetti (2009) and Cantore et al. (2017).

While in our paper, we restrict attention to industrialized countries, emerging countries also experience technological change
biased toward the traded sector, see e.g., Rodrik (2013). It should be checked whether the contribution of asymmetric technology
shocks across sectors has also increased over time in emerging countries and generated labor reallocation effects by the same
magnitude that we estimate for OECD countries. Whilst our model treats the rest of the world as exogenous, extending our frame-
work to a two-country model would be a fruitful avenue for future research to investigate the effects of technology shocks in
emerging countries.

Appendix A. Supplementary data

Supplementary data to this article can be found online at https://doi.org/10.1016/j.jinteco.2022.103645.
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