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Abstract. In this paper we introduce the concept of lacunary statistical and lacunary

strongly convergence of generalized difference sequence of fuzzy real numbers. We prove

some inclusion relations and also study some of their properties.

1. Introduction

The concept of fuzzy set was introduced by L. A. Zadeh in 1965. Later on
many research workers were motivated by the introduced notion of fuzzy sets. It
has been applied for the studies in almost all the branches of sciences, where math-
ematics has been applied. Many workers have studied the applications of fuzzy sets
by introducing the notions of fuzzy topology, fuzzy orderings, fuzzy measure, fuzzy
linear programming etc.

Workers on sequences spaces have also applied the notion of fuzzy real numbers
and have introduced sequences of fuzzy real numbers and have studied their different
properties. Tripathy and Sarma [21], Bilgin [2], Altin, Et and Colak [1], Tripathy
and Baruah ([13], [14]), Tripathy and Borgohain [15], Tripathy and Dutta ([16],
[17]) have studied some classes of sequences of fuzzy real numbers.

The notion of new type of generalized difference for sequence spaces is intro-
duced by Tripathy and Esi [18]. The notion of generalized difference Lacunary
sequences is studied by Tripathy and Mahanta [20]. The notion of lacunary sta-
tistically convergent sequences of fuzzy numbers is studied by Altin, Et and Colak
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[1] and Blign [2], which motivated us to introduce and investigate the notion of
generalized difference for sequences of lacunary statistical and lacunary strongly
convergence of sequences of fuzzy real numbers.

A fuzzy real number X is a fuzzy set on R and is a mapping X : R → I(= [0, 1])
associating each real number t with its grade membership X(t).

A fuzzy real numberX is called convex ifX(t) ≥ X(s)
∧
X(r)=min(X(s), X(r)),

where s < t < r. If there exists t0 ∈ R, such that X(t0) = 1, then the fuzzy real
number X is called normal. A fuzzy real number X is said to be upper semi-
continuous if for each ε > 0, X−1([0, a + ε)), for all a ∈ I is open in the usual
topology of R. The set of all upper semi-continuous, normal, convex fuzzy number
is denoted by R(I).

The α-level set of a fuzzy real number X, for 0 < α ≤ 1 denoted by Xα is
defined as Xα = {t ∈ R : X(t) ≥ α}; for α = 0 it is the closure of the strong 0 cut
(i.e. closure of the set {t ∈ R : X(t) > 0}).

For each r ∈ R, r̄ ∈ R(I) is defined by

r̄(t) =

{
1, if t = r,

0, if t ̸= 0.

Let d̄ : R(I)×R(I) → R be defined by

d̄(X,Y ) =
sup

0 ≤ α ≤ 1
{max{|Xα

1 − Y α
1 |, |Xα

2 − Y α
2 |}},

where Xα = [Xα
1 , X

α
2 ] and Y α = [Y α

1 , Y α
2 ].

It is well known that (R(I), d) is a complete metric space. The additive identity
and multiplicative identity in R(I) are denoted by 0̄ and 1̄ respectively.

2. Definitions and preliminaries

The notion of statistical convergence was studied by Fast [6] and Schoenberg
[9] at the initial stage independently. Later on it was studied from sequences space
point of view and linked with summability theory by Rath and Tripathy [8], Tripathy
([9], [10]), Tripathy and Sarma [22], Tripathy and Sen ([23], [24]) and many others.
The idea of statistical convergence depends on the density of subsets of the set N
of natural numbers. The density of a subset E of N is defined by

δ(E) =
lim

n → ∞
1

n

n∑
k=1

χE(k), provided the limit exists,

where χE is the characteristic function of E.
A sequence (xk) is said to be statistically convergent to L, if for every ε > 0,

δ({k ∈ N : |xk − L| ≥ ε}) = 0. In this case, we write stat-lim xk = L.
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Let p = (pk) ∈ ℓ∞, be a sequence of positive real numbers. Let (ak), (bk) be two
sequences of complex numbers . Then we have the following well-known inequality

|ak + bk|pk ≤ K(|ak|pk + |bk|pk),

where K=max(1, 2H−1) and H = sup
k pk.

By a lacunary sequence θ = (kr); r = 0, 1, 2, 3, ... where k0 = 0, we mean an
increasing sequence of non-negative integers with hr = kr − kr−1 → ∞, as r → ∞
The intervals determined by θ will be denoted by Ir = (kr−1, kr] and qr = kr

kr−1
for

r = 1, 2, 3, ... .
Kizmaz [7] defined the difference sequence space for crisp set. The notion was

generalized by Colak and Et [3] by introducing the notion of ∆n-convergence of
sequences. Different classes of difference sequence spaces were investigated by Esi,
Tripathy and Sarma [4], Et, Altin, Choudhary and Tripathy [5], Tripathy [11],
Tripathy, Altin and Et [12], Tripathy and Mahanta [20] and many others. The
notion of difference sequences was generalized by Tripathy and Esi [18] in a different
way as follows.

Throughout ℓ∞, c, c0 denote the classes of bounded, convergent and null se-
quence spaces of crisp numbers. Let m ≥ 0 be an integer. Then Z(∆m) = {(xk) ∈
ω : (∆mxk) ∈ Z}, for Z = ℓ∞, c, c0, where ∆mxk = xk − xk+m for all k ∈ N . For
m = 1, the space ℓ∞(∆), c(∆), c0(∆) are studied by Kizmaz [7].

Different types of genrralized difference Cesàro sequence spaces were introduced
and investigated by Tripathy, Esi and Tripathy [19]. We introduce lacunary ∆n

m-
statistically convergent and lacunary ∆n

m(p)−strongly convergent sequences of fuzzy
numbers. The generalized difference ∆n

m has the following binomial representation:

∆n
mXk =

n∑
k=1

(−1)ν
( n

ν

)
Xk+mν , for all k ∈ N , m,n ≥ 0 are integers.

Definition. Let X = (Xk) be a sequence of fuzzy numbers. Then the sequence
X = (Xk)is said to be ∆n

m− bounded if the set {∆n
mXk : k ∈ N} of fuzzy numbers

is bounded and ∆n
m− convergent to the fuzzy number X0, written as lim

k→∞∆n
mXk =

X0, if for every ε > 0, there exists a positive integer k0 such that d̄(∆n
mXk, X0) < ε,

for all k ≥ k0.

Let ℓF∞(∆n
m), cF (∆n

m) denote the set of all ∆n
m− bounded sequences and all

∆n
m− convergent sequences of fuzzy numbers respectively.

Definition. Let θ = (kr)
∞
r=0 be a lacunary sequence. A sequence X = (Xk) of

fuzzy numbers is said to be lacunary ∆n
m-statistically convergent to a fuzzy number

X0 if for every ε > 0,

lim

r → ∞
1

hr
|{k ∈ Ir : d̄(∆n

mXk, X0) ≥ ε}| = 0,

where the vertical bars denote the cardinality of the set.
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We denote this as Xk → X0(S
F
θ (∆n

m)) or SF
θ −lim (∆n

m)Xk = X0. The set of
all lacunary ∆n

m− statistically convergent sequence is denoted by SF
θ (∆n

m). In the
special case θ = (2r), we denote by SF (∆n

m).

Definition. Let θ = (kr)
∞
r=0 be a lacunary sequence, X = (Xk) of fuzzy numbers

and p = (pk) be any sequence of positive real numbers. Then the sequence X is
said to be lacunary ∆n

m(p)−convergent if there is a fuzzy number X0 such that

lim

r

1

hr

∑
k∈Ir

[d̄(∆n
mXk, X0)]

pk = 0.

We write Xk → X0(N
F
θ (∆n

m, (p))) or NF
θ (p)−lim (∆n

m)Xk = X0. We shall use
NF

θ (∆n
m, (p)) to denote the set of all lacunary strongly ∆n

m(p)−convergent sequences
of fuzzy numbers.

When θ = (2r), we denote (NF
θ (∆n

m, (p))) by |σF∆n
m(p)| and for pk = p, for all

k ∈ N, We denote (NF
θ (∆n

m, (p))) by NF
θ (∆n

m, p).

3. Main results

Theorem 1. The classes of sequences ℓF∞(∆n
m, (p)), cF (∆n

m, (p)), NF
θ (∆n

m, (p)) and
SF
θ (∆n

m, (p)) are closed under the operations of addition and scalar multiplication.

Proof. (i) We shall prove the result only for the case NF
θ (∆n

m, (p)). The other cases
can be proved similarly.

Let X ∈ NF
θ (∆n

m, (p)) and c ∈ R. Then

lim

r → ∞
1

hr

∑
k∈Ir

[d̄(c∆n
mXk, cX0)]

pk =
lim

r → ∞
1

hr

∑
k∈Ir

[|c|d̄(∆n
mXk, X0)]

pk

≤ {max{1, |c|H}} lim

r → ∞
1

hr

∑
k∈Ir

[d̄(∆n
mXk, X0)]

pk

= 0.

Thus cX ∈ NF
θ (∆n

m, (p)).
(ii) Let X, Y ∈ NF

θ (∆n
m, (p)). Then

lim

r → ∞
1

hr

∑
k∈Ir

[d̄(∆n
mXk ⊕∆n

mYk X0 ⊕ Y0)]
pk

≤ K

[
lim

r → ∞
1

hr

∑
k∈Ir

[d̄(∆n
mXk X0)]

pk +
lim

r → ∞
1

hr

∑
k∈Ir

[d̄(∆n
mYk Y0)]

pk

]
= 0.

Therefore X ⊕ Y ∈ NF
θ (∆n

m, (p)) 2
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Theorem 2. If X = (Xk) ∈ NF
θ (∆n

m) ∩ |σF (∆n
m)|, then NF

θ −lim ∆n
mXk = |σF |-

lim ∆n
mXk.

Proof. Let |σF |- lim ∆n
mXk = X0 and NF

θ −lim ∆n
mXk = X

/
0 . Also suppose that

X0 ̸= X
/
0 .

Then

τr + σr =
1

hr

∑
i∈Ir

d̄(∆n
mXi, X0) +

1

hr

∑
i∈Ir

d̄(∆n
mXi, X

/
0 )]

≥ 1

hr

∑
Ir

d̄(X0, X
/
0 )

= d̄(X0, X
/
0 ).

Since X ∈ NF
θ (∆n

m), we have τr → 0 as r → ∞. Thus we have for sufficiently large

r, τr > 1
2 d̄(X0, X

/
0 ).

Therefore

1

kr

kr∑
i=1

d̄(∆n
mXi, X0) ≥

1

kr

∑
i∈Ir

d̄(∆n
mXi, X0)

=
hr

kr
τr

= (1− 1

qr
)τr

≥ 1

2
(1− 1

qr
)d̄(X0, X

/
0 ).

For sufficiently large r, since X = (Xi) ∈ |σF (∆n
m)|, the left hand side of the above

inequality converges to 0, so we have qr → 1, i.e. sup qr < ∞. Thus if, sup qr < ∞,
then NF

θ (∆n
m) ⊂ |σF (∆n

m)|.
Thus we have NF

θ −lim∆n
mXk = X

/
0 imply | σF | −lim∆n

mXk = X
/
0 .

Which gives

1

t

t∑
i=1

d̄(∆n
mXi, X

/
0 ) +

1

t

t∑
i=1

d̄(∆n
mXi, X0) ≥ d̄(X0, X

/
0 ) > 0.

Which yields a contradiction as both the summation of left hand side converge to

0. Therefore X0 = X
/
0 . 2

Theorem 3. The class of sequence NF
θ (∆n

m, (p)) is not solid in general.

Proof. The result follows from the following example. 2
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Example 1. Let n = 1, m = 2, pk = 1, for all k odd and pk = 2, for k even.
Consider the sequence (Xk) defined by

Xk = 1, for all k ∈ N .

Then
Xk → 0̄ (Nθ(∆2, (p))).

Now let

αk = (1, 1, 0, 0, 1, 1, 0, 0, 1, 1, 0, 0,− ,− ,− ,− ,− ).

Then
(αkXk) /∈ NF

θ (∆2, (p)).

Hence NF
θ (∆2, (p)) is not solid.

Example 2. Let m = 1, n = 1, θ = (2r) and pk = 1 for all k ∈ N.
Consider the sequence (Xk) defined by

Xk(t) =


kt+ 1, for − 1

k ≤ t ≤ 0,

1− kt, for 0 ≤ t ≤ 1
k ,

0, otherwise.

Now

∆Xk(t) =


tk2+tk+2k+1

2k+1 , for − 1
k − 1

k+1 ≤ t ≤ 0,
2k+1−tk−tk2

2k+1 , for 0 ≤ t ≤ 1
k + 1

k+1 ,

0, otherwise.

Then clearly (Xk) ∈ NF
θ (∆, (p)).

Consider the sequence (βn) defined by βk = 1, for all k odd and βk = 0,
otherwise.

We have (βkXk)={X1, 0̄, X3, 0̄, X5, 0̄,−,−,−} /∈NF
θ (∆,(p)). Hence NF

θ (∆,(p))is
not solid. 2

Theorem 4. NF
θ (∆n

m, (p)) is not symmetric in general.

Proof. The result follows from the following example. 2

Example 3. Let m = 2, n = 1 and pk = 3, for all k odd and pk = 4, for all k even.
Consider the sequence (Xk) defined by

(Xk) = (1̄, 0̄, 1̄, 0̄, 1̄, 0̄, 1̄, 0̄, ...).

Then (Xk) → 0(NF
θ (∆n

m, (p))).
Let (Yk) be a re-arrangement of (Xk) defined by

(Yk) = (1̄, 1̄, 0̄, 0̄, 1̄, 1̄, 0̄, 0̄, 1̄, 1̄, ...).
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Then clearly (Yk) /∈ NF
θ (∆n

m, (p)). Hence NF
θ (∆n

m, (p)) is not symmetric.

Theorem 5. The class of sequence NF
θ (∆n

m, (p)) is not convergence free in general.

Proof. The result follows from the following example. 2

Example 4. Let m = 1, n = 1, θ = (2r) and pk = 1 for all k ∈ N.

Consider the sequence (Xk) defined by

Xk(t) =


kt+ 1, for − 1

k ≤ t ≤ 0,

1− kt, for 0 ≤ t ≤ 1
k ,

0, otherwise.

Now

∆Xk(t) =


tk2+tk+2k+1

2k+1 , for − 1
k − 1

k+1 ≤ t ≤ 0,
2k+1−tk−tk2

2k+1 , for 0 ≤ t ≤ 1
k + 1

k+1 ,

0, otherwise.

Then clearly (Xk) ∈ NF
θ (∆).

Now consider

Yk(t) =


t+k
k , for −k ≤ t ≤ 0,

k−t
k , for 0 ≤ t ≤ k,

0, otherwise.

We have

∆Yk(t) =


t+k+1
k+1 , for −k − 1 ≤ t ≤ 0,

k−t+1
k+1 , for 0 ≤ t ≤ k + 1,

0, otherwise.

But (Yk) /∈ NF
θ (∆). Therefore the class of sequences NF

θ (∆, (p)) is not convergence
free in general. 2

Theorem 6. Let θ = (kr)
∞
r=0 be a lacunary sequence and let X = (Xk) be any

sequence of fuzzy numbers. Then

(i) For lim-inf qr > 1, we have |σF (∆n
m, p)| ⊆ NF

θ (∆n
m, (p)).

(ii) For lim-sup qr < ∞, we have NF
θ (∆n

m, (p)) ⊆ |σF (∆n
m, p)|.

Proof. (i) Let X ∈ |σF (∆n
m, p)| and lim-inf qr > 1, then there exist δ > 0 such that
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qr ≥ 1 + δ for all r ≥ 1. Then for X ∈ |σF (∆n
m, (p))|, we write

1

hr

∑
k∈Ir

[d̄(∆n
mXk+i, X0)]

pk

=
1

hr

kr∑
k=1

[d̄(∆n
mXk+i, X0)]

pk − 1

hr

kr−1∑
k=1

[d̄(∆n
mXk+i, X0)]

pk

=
kr
hr

(
1

kr

kr∑
k=1

[d̄(∆n
mXk+i, X0)]

pk

)
− kr−1

hr

 1

kr−1

kr−1∑
k=1

[d̄(∆n
mXk+i, X0)]

pk

.

Since hr = kr − kr−1, we have kr

hr
≤ 1+δ

δ and kr−1

hr
≤ 1

δ .

Then the terms 1
kr

kr∑
k=1

[d̄(∆n
mXk+i, X0)]

pk and 1
kr−1

kr−1∑
k=1

[d̄(∆n
mXk+i, X0)]

pk con-

verge to 0 as r → ∞ unifromly in i. Hence X ∈ NF
θ (∆n

m, (p)).

(ii) Now suppose that lim-sup qr < ∞, then there exists M > 0 such that
qr < M for all r ≥ 1. Let X ∈ NF

θ (∆, (p)) and ε > 0 be given, we can find n0 > 0
and K > 0 such that

1

hj

∑
k∈Ij

[d̄(∆n
mXk+i, X0)]

pk < ε, for every j ≥ n0 and all i

and
1

hj

∑
k∈Ij

[d̄(∆n
mXk+i, X0)]

pk < K, for all j = 1, 2, 3, · · · .

Now let s be any integer with kr−1 < s < kr, where r > n0. Then

1

s

s∑
k=1

[d̄(∆n
mXk+i, X0)]

pk

≤ 1

kr−1

∑
k∈I1

[d̄(∆n
mXk+i, X0)]

pk +
1

kr−1

∑
k∈I2

[d̄(∆n
mXk+i, X0)]

pk + . . .

+
1

kr−1

∑
k∈Ir

[d̄(∆n
mXk+i, X0)]

pk

≤ k1
kr−1

1

k1

∑
k∈I1

[d̄(∆n
mXk+i, X0)]

pk +
k2 − k1
kr−1

1

k2 − k1

∑
k∈I2

[d̄(∆n
mXk+i, X0)]

pk + . . .

+
kn0 − kn0−1

kr−1

1

kn0 − kn0−1

∑
k∈In0

[d̄(∆n
mXk+i, X0)]

pk + . . .

+
kr − kr−1

kr−1

1

kr − kr−1

∑
k∈Ir

[d̄(∆n
mXk+i, X0)]

pk
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≤ sup

j ≥ 1

1

hj

∑
k∈Ij

[d̄(∆n
mXk+i, X0)]

pk
kn0

kr−1
+

sup

j ≥ n0

1

hj

∑
k∈Ij

[d̄(∆n
mXk+i, X0)]

pk
kr − kn0

kr−1

≤ K
kn0

kr−1
+ εM.

Since kr−1 → ∞ as n → ∞, it follows that

1

n

n∑
k=1

[d̄(∆n
mXk+i, X0)]

pk → 0, unifromly in i.

Hence X ∈ |σF (∆n
m, (p)|. 2

4. Conclusions

We have introduced the concept of lacunary statistical convergence and lacu-
nary strongly convergence of fuzzy real numbers. We have shown that the spaces
are closed under addition and scalar multiplication and are complete metric spaces.
We have verified the solidness, symmetricity, convergence free properties of these
classes of sequences. It is shown that NF

θ -lim ∆n
mXk = |σ|-lim ∆n

mXk. We have
provided examples for the results those fail to hold. The result proved in this article
generalizes and unifies several existing results.
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