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Background: Since the earliest days of fission, stochastic models have been used to describe and model the
process. For a quarter century, numerical solutions of Langevin equations have been used to model fission of
highly excited nuclei, where microscopic potential-energy effects have been neglected.

Purpose: In this paper I present a Langevin model for the fission of nuclei with low to medium excitation
energies, for which microscopic effects in the potential energy cannot be ignored.

Method: I solve Langevin equations in a five-dimensional space of nuclear deformations. The macroscopic-
microscopic potential energy from a global nuclear structure model well benchmarked to nuclear masses is tab-
ulated on a mesh of approximately 107 points in this deformation space. The potential is defined continuously
inside the mesh boundaries by use of a moving five-dimensional cubic spline approximation. Because of reflection
symmetry, the effective mesh is nearly twice this size. For the inertia, I use a (possibly scaled) approximation
to the inertia tensor defined by irrotational flow. A phenomenological dissipation tensor related to one-body
dissipation is used. A normal-mode analysis of the dynamical system at the saddle point, and the assumption
of quasi-equilibrium, provide distributions of initial conditions appropriate to low excitation energies, and is ex-
tended to model spontaneous fission. A dynamical model of post-scission fragment motion including dynamical
deformations and separation allows the calculation of final mass and kinetic-energy distributions, along with other
interesting quantities.

Results: The model makes quantitative predictions for fragment mass and kinetic-energy yields, some of which
are very close to measured ones. Varying the energy of the incident neutron for induced fission allows the
prediction of energy dependences of fragment yields and average kinetic energies. With a simple approximation
for spontaneous fission starting conditions, quantitative predictions are made for some observables which are close
to measurements.

Conclusions: This model is able to reproduce several mass and energy yield observables with a small number of
physical parameters, some of which do not need to be varied after benchmarking to 235U(n,f) to predict results
for other fissioning isotopes.

I. INTRODUCTION

In the more than seventy-eight years since the recogni-
tion of the process of nuclear fission [1, 2], a comprehen-
sive model for the process has not been presented. The
scope of the difficulty may be seen by considering the
array of output states which may be produced following
thermal-neutron-induced fission of a fissile isotope such
as 235U or 239Pu. From such an apparently simple initial
state, characterized by known values of neutron num-
ber N , proton number Z, and excitation energy of the
compound nucleus, several hundred different isotopes are
produced, while each isotope pair identified may have a
total kinetic energy (TKE) distributed over more than 30
MeV, and may emit from 0 to 5 or more prompt neutrons
in the first ≈ 10−13 s after fission and will subsequently
beta decay into a different array of fission-product iso-
topes, over time scales from milliseconds to years.

Considering the coupling between simple collective mo-
tion and various nuclear excited states, while realizing
that the emission of neutrons from the fragments implies
they are thermally excited, and considering dealing with
a vast number of final states, leads to the conclustion
that the nuclear collective motion must be dissipative.

As Einstein showed for the case of Brownian motion [3],
any dissipative force is necessarily accompanied by a fluc-
tuating force. This was recognized very early, and by
1940 Kramers had presented a simple model of the effect
of dissipation on fission lifetimes [4].

Once dynamical models of fission in the liquid-drop
model were developed, first neglecting dissipation [5–7],
followed by models incorporating dissipation, but only
its damping contribution to the average motion [8, 9],
studies appeared which followed up on the early work of
Kramers, investigating the diffusive effects of dissipation
(fluctuations) by studying solutions of the Fokker-Planck
equation in the phase-space appropriate to one- or two-
dimensional harmonic potentials [10–15].

It was soon realized that dealing with the multidimen-
sional nature of fission is much more difficult if one tries
to solve the Fokker-Planck equation in 2N-dimensional
phase space, rather than using the Langevin equation
in N-dimensional coordinate space [16]. While in prin-
ciple equivalent, Langevin equations reduce the dimen-
sionality of the dynamical system at the cost of requiring
Monte-Carlo calculations with large numbers of trajec-
tories to fully explore the diffusive nature of dissipation
effects. Such calculations were begun by a number of
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groups starting around 1985–1990 [17–20]. Three exten-
sive review articles discuss the early history and some de-
tails of applying Langevin equations to nuclear scattering
and fission of macroscopic nuclei [21–23]; they contain de-
tailed discussions of the motivations and justifications for
such an approach. These studies began considering the
dynamics of fission with two-dimensional models of the
nuclear shape [24–26]. Around 2000, three-dimensional
Langevin equations began to be considered by various
groups [27–29]. Later, some three-dimensional modeling
was extended by including an additional angular orienta-
tion degree of freedom [30]. Except for Ref. [29] and sim-
ilar work by the same group, all these investigations have
exclusively used macroscopic or modified-liquid-drop po-
tential energies. Very recently, one group has begun to
model fission using the Langevin approach with micro-
scopic potential-energy effects [31, 32]. These studies are
so far limited to three shape coordinates, and to rela-
tively high excitation energies, above the threshold for
multiple-chance fission.

Not so implicitly, the foregoing discussion has assumed
fission is a classical process, while obviously nuclei are
quantum systems. But it is clear from the outset that
it is impractical to calculate even the static properties
of systems of more than 200 nucleons in a full quantum-
mechanical approach, even if one actually knew the full
details of the nuclear interactions to put into a Hamilto-
nian. So as is almost always the case in nuclear physics,
one must select major simplifications of the underlying
dynamics in order to explore a tractable model.

One route to model complex nuclei, which retains more
of their quantum- mechanical nature, is to employ self-
consistent mean-field theory or density-functional theory.
Currently, these models comes in two basic flavors, ei-
ther relativistic mean-field models (RMF), which usu-
ally employ meson and nucleon fields, or nucleon fields
with point couplings. The other approach is to em-
ploy the non-relativistic Schroedinger equation, with ef-
fective two-nucleon potentials leading to a one-body ef-
fective potential, in the Hartree-Fock (HF) approxima-
tion, or to also include pairing effects via the Hartree-
Fock-Bogoliubov (HFB) method. These approaches have
the advantage that the macroscopic properties of the nu-
clear matter (volume and surface energies; diffuse sur-
face, etc.) arise from the same effective-interaction pa-
rameters as are used to generate the mean-field central
potential. While the RMF models also provide the spin-
orbit interaction from the same parametrized fields or
point couplings, the nonrelativistic approaches must em-
ploy an additional spin-orbit interaction whose strength
involves additional parameters, while using a form factor
defined by the gradient of the central mean field. The
degree to which various features of real nuclei are suit-
ably modeled depends upon both the assumed form of,
and the parameters of the effective interaction. Beyond
the simplifications needed for realistic modeling of static
properties of heavy nuclei, there are a number of further
approximations required to consider the dynamical as-

pects of fission. In any case, besides being much more
calculationally intensive, to approach similar levels of re-
production of, for example global nuclear masses from
these types of models requires a simiar number of pa-
rameters as does the macroscopic-microscopic approach
described in the following paragraphs [33, 34].

In this paper I adopt a simpler approach based on the
macroscopic-microscopic model of nuclear binding en-
ergy. This is a simplified mean-field model, whose single-
particle potential is not self-consistent the way it is in
microscopic mean-field models. The macroscopic prop-
erties of the nuclear matter are specified in one model,
while the single-particle potential is defined by an in-
dependent set of parameters, with both being defined
for the same nuclear shape. Microscopic corrections to
the macroscopic model for the nuclear energy are cal-
culated using the Strutinsky method [35], and an ap-
propriate pairing model. This approach is many or-
ders of magnitude faster to calculate than the micro-
scopic self-consistent approaches, at the cost of being
non-selfconsistent. The reproduction of the features of
real nuclei depends upon both the parameters of the
macroscopic model (volume, surface, and asymmetry en-
ergies, diffuseness of the charge and matter distribution,
etc.) and the strength, diffuseness, and isospin depen-
dence of the central and spin-orbit potentials, along with
parameters of the pairing model used to calculate the
microscopic energy corrections. Such approaches have
achieved some success in modeling and predicting various
static properties of nuclei, such as in global calculations
of nuclear masses [34, 36, 37] and properties of fission
barriers. [38–41]

The model I explore comprises a Monte-Carlo solu-
tion to five-dimensional Langevin equations for parame-
ters describing the evolving shape of the nucleus during
fission. The inertia is a scaled approximation to the irro-
tational inertia, the potential energy is calculated using
a globally benchmarked macroscopic-microscopic model,
the dissipation tensor is a scaled version of that for one-
body dissipation, while the Langevin force is propor-
tional to the square root of the product of the nuclear
temperature and the dissipation tensor, and to the in-
verse square root of the time step used to integrate the
stochastic differential equations. In order to avoid very
long times spent randomly exploring local minima in the
potential-energy surface, the starting conditions sample
quasi-static equilibrium distributions near the outermost
saddle point. This approach allows the modeling of dis-
tributions of fragment masses, total kinetic energies, the
distribution of excitation between the fragments, and cor-
relations among all calculated observables. Comparisons
of calculated to observed distributions allow an assess-
ment of the strengths and weaknesses of such a simplified
modeling of the physics of fission.

The philosophy I adopt is to implement as simple a
non-trivial model as possible, with sufficient degrees of
freedom, a well-tested model for the nuclear potential en-
ergy as a function of shape, and very simple models for
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the nuclear inertia, dissipation, and the thermal proper-
ties of nuclei. A comparison of predictions by the model
to measured properties of fission distributions may al-
low an assessment of possible deficiencies and ways to
improve various parts of the model.
Because it has been found that many pieces of the

model need to be implemented carefully, I will outline
all relevant parts of the model, so that important details
are not obscured, and the approximations are clear.
The model is presented in Sec. II, with the physical

parameters which are not well determined and allowed
to vary discussed in Sec. III. Results are shown in Sec.
IV with a discussion of the results, tentative conclusions
from this preliminary study, and suggestions of possible
paths forward in Sec. V.

II. THE MODEL

The use of the Langevin equation to model fission has
been implemented for a number of years [21–23, 31].
With one exception, these studies have used only macro-
scopic potential energies, and therefore have been ap-
plied mostly to systems formed in heavy-ion collisions
with fairly high angular momenta and excitation ener-
gies, and have been limited to no more than three shape
degrees of freedom [22, 28, 42, 43]. Recently a few stud-
ies have been done with an additional angular-orientation
degree of freedom, but still with only a maximum of three
shape degrees of freedom [30]. The one exception men-
tioned involves studies with a macroscopic-microscopic
potential energy, still with only three shape degrees of
freedom [31, 32].
This paper presents a study which differs from earlier

ones in that five shape degrees of freedom are employed,
and it uses a macroscopic-microscopic potential-energy
model which has been benchmarked to masses, fission-
barrier heights, and ground-state deformations over al-
most the entire nuclear chart. In addition, I study fission
at low excitation energies, while all previous studies have
been restricted to higher excitations.
The basic equations of motion for a classical dissipative

system which include the fluctuating force necessarily ac-
companying damping forces are

dqj
dt

=
∂H

∂pj
=

∂(K + V )

∂pj
=

∂(1
2
M−1

ik pipk)

∂pj
= M−1

jk pk

(1)

dpj
dt

= − ∂V

∂qj
+

1

2

∂Mkl

∂qj
q̇k q̇l−ηjk q̇k+

√

2T

∆t
γjkΘk(t). (2)

In these equations, where here and in following equa-
tions I have assumed the summation convention for re-
peated indices, the coordinates qj describe the nuclear
shape, pj = Mjk(q)q̇k is the conjugate momentum, H

is the hamiltonian, V is the potential energy, K is the
kinetic energy

K =
1

2
Mjk q̇j q̇k =

1

2
M−1

jk pjpk,

M is the inertia tensor, which depends upon the nuclear
shape qi, η is the dissipation tensor, which is also shape
dependent, γ is the square root of η, T is the nuclear
temperature, and ∆t is a single time step over which the
equations are integrated. Θk(t) is a stochastic function
satisfying < Θk(t) >= 0, and < Θj(t)Θk(t

′) >= δjkδ(t−
t′). Θj is found by use of a gaussian random number
generator with unit variance. The rate at which energy
is transferred (lost) from collective motion to internal
(heat) energy is

dEcoll.

dt
= −1

2
ηjk(q)q̇j q̇k.

Since by definition the dissipation tensor η is positive
definite, it is always possible to determine its square root,
the tensor γ.
The assumptions which lead to the Langevin equa-

tions are discussed at length in [16, 21–23]. The momen-
tum equation is often written in terms of the coordinate
derivative of the inverse of the inertia tensor, but tak-
ing the gradient of the identity MM−1 = I, where I is
the identity matrix, leads to the form used here, which
occurs with the opposite sign to the other form. One
can easily calculate ∂M

∂q to much higher precision than
∂M−1

∂q , which helps to avoid problems with singularities

in the inertia tensor when integrating the equations of
motion. This form was pointed out by Feldmeier [21],
but has very rarely been used in the extensive literature
on macroscopic two- and three-parameter Langevin dy-
namical fission calculations which have followed his 1987
review.
I discuss the individual quantities in Eqs. 1,2 in the fol-

lowing subsections, followed by outlining the procedures
used to determine distributions of starting conditions,
and to integrate the Langevin equations.

A. Shape coordinates

I have chosen to use the Nix three-quadratic-surface
(3QS) shape parameters [7] as the coordinates for which
the dynamical equations are to be solved. This choice
reflects a number of considerations:

1. Extensive experience in solving deterministic dy-
namical equations using this shape description
[7, 8, 44, 45],

2. Successful calculation and analysis of potential-
energy surfaces in five shape dimensions [38–40, 46,
47].
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3. The need to have a shape description with a mini-
mum of five degrees of freedom in order to describe
the most important shapes affecting the energy sur-
face for systems approaching final binary break-up,
and

4. The ability to span the range from compact (ground
and isomer states) to intermediate (outer saddle
point), and elongated (scission) shapes in a single
shape description.

With respect to item number 3, since it has been
known for a long time that the structure and ground-
state masses of nuclei depend upon their deformation,
it is clear that late in the fission process when the frag-
ments are beginning to have clear identities, one needs to
allow the fragments to separately have different deforma-
tions. Another important quantity is the distribution of
mass between the fragments, followed by the size of the
neck, and the total elongation of the shape. Thus, even
before considering triaxiality, it is clear that five shape
degrees of freedom are the minimum needed to try to
quantitatively model the probability of various mass and
kinetic energy distributions. Also, Randrup et al. [48],
using a model which is similar to an infinite-dissipation
limit of this approach, showed that trying to reduce the
dimensionality to less than five using prescriptions pre-
viously touted as ‘reasonable’, causes the loss of fidelity
of major properties of the results, such as an asymmetric
fragment mass distributions with a width comparable to
those seen experimentally. One might assert with some
justification that five degrees of freedom may also be in-
sufficient, since it is known that the inner saddle point
in heavy actinides is unstable to axially asymmetric de-
formations. However, both for reasons of computational
feasibility, and some indications that triaxiality is rela-
tively unimportant in the region of the outer saddle point
and beyond [49], I will only consider axially symmetric
deformations in this initial study. This marks a signif-
icant increase of dimensionality over existing Langevin-
equation dynamical fission modeling, heretofore limited
to at most three shape degrees of freedom.

An alternative shape parametrization, an expansion of
the surface described in cylindrical coordinates in Legen-
dre polynomials of the scaled axial coordinate, satisfies
these criteria [50, 51], but poses a great difficulty in effi-
ciently defining an appropriate mesh, as is discussed more
in II B. So although this shape description was consid-
ered carefully, and has decided advantages in not having
some peculiar nonlinearities and singularities which oc-
cur for the 3QS, it turns out to be much harder to imple-
ment for dynamical studies. This is unfortunate, since in
principle, a separate implementation of the model would
allow a robustly quantitative discussion of the effects of
constraining the shapes allowed.

In the 3QS parameterization, the shape of the nuclear
surface is specified in terms of three smoothly-joined por-
tions of quadratic surfaces of revolution. They are com-

pletely specified by [7]

ρ2 =



































a1
2 − a1

2

c12
(z − l1)

2 , l1 − c1 ≤ z ≤ z1

a2
2 − a2

2

c22
(z − l2)

2 , z2 ≤ z ≤ l2 + c2

a3
2 − a3

2

c32
(z − l3)

2 , z1 ≤ z ≤ z2

(3)

Here the left-hand spheroidal surface has the subscript
1, the right-hand spheroidal one 2 and the middle one,
which may be a spheroid, a one-sheet hyperboloid, or
a portion of a two-sheet hyperboloid, 3. For the end
spheroids, the quantities ci are one-half the length of the
spheroid along the symmetry axis and ai the maximum
transverse extension of the ith spheroid. At the left and
right intersections of the middle surface with the end sur-
faces the value of z is z1 and z2, respectively. Surfaces 1
and 2 are also referred to as end bodies and, in the case
of a well-developed neck, nascent fragments. When the
center body is not a spheroid, for certain special cases
the values of a3

2, c3, and l3 diverge; for this reason, I
utilize the equivalent form [52]

ρ2 = α+ 2βz − a3
2

c32
z2 , z1 ≤ z ≤ z2 (4)

There are nine numbers required to specify the expres-
sions in Eq. (3) but the conditions of constancy of the
volume and continuous first derivatives at z1 and z2 elim-
inate three of them. The introduction of an auxiliary unit
of distance u through

u =

[

1

2

(

a1
2 + a2

2
)

]
1

2

(5)

permits a natural definition of two sets of shape coor-
dinates. There are three symmetric coordinates σi and
three reflection-asymmetric coordinates αi, given by

σ1 =
(l2 − l1)

u

σ2 =
a3

2

c32

σ3 =
1

2

(

a1
2

c12
+

a2
2

c22

)

α1 =
1

2

(l1 + l2)

u

α2 =
(a1

2 − a2
2)

u2

α3 =
a1

2

c12
− a2

2

c22
(6)

The coordinate α1 is not independent, being determined
implicitly by the requirement that the center of mass
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remain at the origin, leaving five independent shape co-
ordinates. This set of five coordinates will frequently be
refered to with the notation {qi}, where i = 1, . . . , 5.

B. Coordinate mesh

Since trajectories in a dynamical calculation can and
will cover any point in a five-dimensional subspace, and
because calculating microscopic energies and derivatives
at any point encountered along a trajectory can become
prohibitively time-consuming, it proves to be very effi-
cient to define the energies on a mesh or grid in the
five-dimensional space over which the nuclear system can
evolve. This method was developed [38, 46] for analyz-
ing the properties of multidimensional potential-energy
surfaces.
With the potential energy and its gradient defined on

an appropriate mesh, a suitable approximation to the
values at any point not on the mesh may be found by
employing a local five-dimensional spline approximation.
Because of the highly nonlinear connection of more

physical quantities such as elongation, neck radius, etc.
to the actual 3QS shape parameters, it proves valuable
to define a five-dimensional mesh using auxiliary quanti-
ties more closely tied to physical properties of the shapes,
such as nascent fragment deformations, the mass asym-
metry of a shape with a well-defined neck, the radius or
area of the neck, and an overall elongation of a nuclear
shape. In general, the constraints on a mesh used for dy-
namical calculations are significantly more stringent than
needed for static analyses. Because I need energy gradi-
ents, the continuity properties of the energy surfaces are
of greater importance. The extent of the mesh needs to
include all those shapes which there is a reasonable prob-
ability of reaching along a fission trajectory. In addition,
it is highly desirable that there be no ’forbidden’ or un-
physical points inside the mesh boundaries, as occurs in
the meshes employed in the static analyses of [38–40, 46].
There are also a number of regions where there is a per-
fectly well defined shape in the 3QS parametrization, but
for which the inertia tensor can become singular.
I follow a procedure for defining a mesh closely follow-

ing [40], but modify it as needed to satisfy the require-
ments outlined in the previous paragraph. I adopt the
same definitions as in [38] for mesh coordinates ǫf1, ǫf2,
and αg, corresponding respectively to the deformation of
the left nascent fragment, the deformation of the right
fragment, and the mesh asymmetry. Because of desiring
a coordinate linear in the elongation for highly deformed
shapes, which smoothly transitions to a fragment sepa-
ration coordinate after scission, in lieu of the quadrupole
moment used in [38], I employ a dimensionless elonga-
tion coordinate R1 proportional to the separation of the
centers of mass of the portions of the nucleus to the left
and right of the neck. The fifth mesh coordinate is the
ratio of the neck radius of a particular shape to the max-
imum neck radius possible for all shapes with the same

values of R1, εf1, εf2, and αg. These quantities are easy
to visualize for shapes with a neck, but can also be gener-
alized to shapes without necks. It is important to realize
that as long as one chooses an arbitrary way to define
a separator for shapes without necks, which smoothly
becomes the neck location itself for shapes transitioning
from a convex neck to a concave one, one can define the
quantities of interest needed to generate the mesh. This
complication, which has been dealt with in defining this
mesh, will not be elaborated upon because is not rele-
vant to the dynamical calculations to be presented, since
the relevant fission dynamics always occurs outside the
outermost saddle point, which for actinide and all lighter
nuclei, always has a neck.
The mesh coordinates describing the deformations of

the spheroids 1 and 2 of the 3QS shape parametrization
are the Nilsson perturbed-spheroid ǫ2 parameters of each
end body [53–55]: the shape of surface 1 by εf1 and the
shape of surface 2 by εf2. The 3QS deformation param-
eters σ3 and α3 are connected to εf1 and εf2 by

σ3 =
1

2

[

(

3− 2εf1
3 + εf1

)2

+

(

3− 2εf2
3 + εf2

)2
]

(7)

and

α3 =

[

(

3− 2εf1
3 + εf1

)2

−
(

3− 2εf2
3 + εf2

)2
]

(8)

In this work I use a larger range of εf1 and εf2 than em-
ployed in [38, 39] because of feedback from preliminary
dynamical calculations which showed that dynamical fis-
sion trajectories tried to access more oblate end bodies
than were needed for locating minima and saddle points
on potential surfaces. I use 18 values of εf1 and εf2 with
the values

{−0.5,−0.4,−0.3,−0.2,−0.15,−0.1, 0.00, 0.1, 0.15,

0.175, 0.2, 0.225, 0.25, 0.275, 0.3, 0.35, 0.4, 0.5}.(9)

For describing asymmetry, I use a ‘grid’ asymmetry, de-
fined by

αg =
M1 −M2

M1 +M2

(10)

where M1 and M2 are the volumes inside the end-body
spheroids,

αg =
a21c1 − a22c2
a21c1 + a22c2

. (11)

The 3QS parameter α2 is then completely determined by
the relation

α2 = 2

(

(αg + 1 )2 (2 σ3 + α3 )

(αg − 1 )2 (2 σ3 − α3 )

)1/3

− 1

(

(αg + 1 )2 (2 σ3 + α3 )

(αg − 1 )2 (2 σ3 − α3 )

)1/3

+ 1

(12)
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I have chosen a slightly different set of αg values than
used previously because dynamical trajectories will en-
counter both positive and negative values of asymmetry,
so the actual number of asymmetry points is almost dou-
bled. I use the symmetry that a point with (αg, εf1, εf2)
has the same energy as a point with (-αg, εf2, εf1). I use
36 values

αg = 0.00(0.02)0.70, (13)

and utilize the symmetry above to actually cover the
range

αg = −0.70(0.02)0.70, (14)

In the following, I will define the size of the mesh by us-
ing the 36 distinct values of αg, but utilize the symmetry
to define a virtual mesh of nearly twice that size. It is
important to stress that the exact definition of the asym-
metry coordinate defining the mesh is not important, as
long as it allows a complete coverage of the space of ‘real’
asymmetries which can only be unambiguously defined
after the separation of the fragments or scission occurs.
For the elongation coordinate, I employ a coordinate

with units of the radius of the spherical nucleus,

R1 = R2 − 0.75 (15)

where

R2 =
< z >r

< z0 >r
− < z >l

< z0 >l
, (16)

and < zn >l,r is a mass moment of ‘half’ of the shape.

< zn >l =

∫ l3

zmin

znρ2(z)dz,

< zn >r =

∫ zmax

l3

znρ2(z)dz.

zmin and zmax refer to the leftmost and rightmost points
on the shape, respectively. These expressions are strictly
valid only for shapes with a well-defined neck. As men-
tioned earlier, the quantity l3 may become undefined for
compact shapes. It is possible to generalize the shape
moment equations by replacing l3 with the axial coordi-
nate of a suitably defined plane of bisection for compact
shapes. This is what was done for defining the mesh for
small values of R1, but the details are unimportant for
modeling fission dynamics for the reason stated earlier.
R1 is defined as it is so that it is 0 for a spherical shape.
Guided by preliminary dynamical calculations, I use for
the mesh values of R1 the 41 values

R1 = 0.00, 0.10(0.05)0.90(0.10)3.20. (17)

For the neck coordinate, I use the ratio of the neck
radius to the difference between the minimum and max-
imum neck radii possible for a specified set of {R1,εf1,
εf2,αg}.

dn =
rn − rmin

rmax − rmin

, (18)

0

5
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FIG. 1. A selection of shapes with different values of the
neck coordinate index for shapes with R1 = 1.0, εf1 = −0.1,
εf2 = 0.175, and αg = 0.12. The axis for each rotationally
symmetric shape lies at the value of its neck coordinate index.
The shape with neck index 14 lies near the bottom of the
asymmetric fission valley for 236U, see Sec. II C 4.

where rmax and rmin are the maximum and minimum
neck radii, respectively, possible for the specified values
of the other four mesh coordinates, and rn is the neck
radius of the shape of interest. For shapes of sufficiently
large R1, rn = a3, and rmin = 0. I use for the mesh
values of dn the 20 values

dn = 0.00(
1

19
)1.00. (19)

In order to find specified values of R1 and dn, it is nec-
essary to iterate the values of σ1 and σ2 with the other
three independent coordinates fixed, to achieve the de-
sired values.

Figure 1 illustrates shapes for a selected range of neck-
coordinate indices, for fixed values of R1, εf1, εf2, and
αg.

The entire mesh over which I calculate the energy val-
ues and gradients contains 41 × 20 × 18 × 18 × 36 =
9, 564, 480 points, which is roughly twice the size of the
mesh used in [38–40]. The larger number of points re-
flects the need to include more oblate nascent fragments,
and a closer spacing of the mesh in neck radii, demanded
by the requirements of dynamical calculations. The deci-
sion on how many mesh points to use in eash dimension is
made by considering preliminary dynamical calculations,
and modifying the size as problems occur that may be
resolved by refining the mesh.
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C. Potential energy

The potential energy is calculated in the macroscopic-
microscopic model, specifically the FRLDM as defined in
[34, 37], using the Wigner energy constants as defined in
[47]. The actual shape-dependence of the Wigner energy
is slightly modified, as discussed in the following para-
graph. For the macroscopic energy calculations, I use
expressions obtained from those in Appendix A of [51]
by changing the definition of ρ(z) to the 3QS model, and
assuming axial symmetry. For z integrations, 128 gaus-
sian quadrature points are used, while for the nuclear
finite-range and the Coulomb-diffuseness energies, 16 φ
integration points in the range [0,π] are used. The micro-
scopic energy is calculated as outlined in [34, 37], with a
slight modification of the definition of the deformed har-
monic oscillator used to calculate the basis functions used
in the Strutinsky procedure. This changed definition of
the deformation of the harmonic oscillator defining the
wavefunction basis gives more accurate calculations for
elongated shapes like the bottom one in Fig. 1. In ad-
dition, a modified definition of the Strutinsky smoothing
range more appropriate for large deformations than for
the limited deformations of ground states is employed.
This is discussed in more detail in Sec. III
Because of problems encountered in preliminary dy-

namical calculations for shapes where the neck just be-
gins to appear, it is necessary to redefine the shape de-
pendence of the Wigner energy. In Refs. [37, 47], the
assumed shape dependence was defined as

BW =











(

1− S3

S1

)2

ad + 1 , σ2 ≤ 0

1 , σ2 ≥ 0,

(20)

where S3 is the area of the neck, S1 is the area of the end
body with the smaller maximum cross-sectional area, and
ad is a ‘damping coefficient’ whose value is 0.9 [37]. The
problem arises because when a21 becomes equal to a22, es-
pecially when they are both close to a23, this functional
form has a discontinuity in some of its derivatives with
respect to coordinates. The method used to estimate
truncation error in the time integration of the Langevin
equations does not ‘like’ discontinuous low-order deriva-
tives. This problem was mitigated by slightly modifying
the definition of the shape dependence of the Wigner and
A0 energies. The form chosen rather arbitrarily is

BW =











(

1− S3

Sav

)2

ad + 1 , σ2 ≤ 0

1 , σ2 ≥ 0,

(21)

where

Sav

π
=

a22 − a23
D

a21 +
a21 − a23

D
a22

and

D = a21 + a22 − 2a23.

This form gives the same limit as that in Eq. 20 when
one of the end bodies is only slightly larger than the neck,
and in the case when the two end bodies have the same
maximum radius. There are deviations for intermedi-
ate values. With this form for the shape-dependence of
the Wigner and A0 energies, no further problems with
dynamical integrations occur near where the neck first
appears.
For the values of excitation energy encountered in low-

energy induced fission and spontaneous fission discussed
in this work, I assume that the potential energy is always
that in the zero-temperature approximation. Generally,
the average nuclear temperatures observed up to scis-
sion are well below 1 MeV. Some models of the thermo-
dynamic properties of nuclear matter will support this
approximation, and other models will suggest that one
should use the proper free energy in place of the zero-
temperature potential energy for such simulations. In the
spirit of using the simplest assumptions possible, outlined
previously, I retain this simplification, leaving it to later
analysis to determine if there are quantitative indications
this simplification needs to be abandoned.

1. Gradient of the potential energy

The gradient of the macroscopic energy is calculated
by numerical quadrature, again following the procedure
outlined in [51]. Using a fairly ordinary Dell workstation
running linux, it takes about 80 CPU hours to calculate
the macroscopic energy and gradients for a single isotope
over the entire mesh, while the microscopic energy takes
about a CPUmonth, with the gradient of the microscopic
energy about 10 times that long.
In principle, the gradient of the microscopic potential

energy should be more efficiently calculated by utilizing
the spline approximation discussed below to find the gra-
dients in the mesh coordinates, then using a Jacobian
transformation matrix to express the gradients in terms
of the 3QS coordinates. The equations of motion are nec-
essarily written in the 3QS coordinates because of the
difficulty of precisely defining the inertia and dissipation
tensors in terms of the mesh coordinates. Difficulties
encountered in getting a calculation of the coordinate-
transformation Jacobian tensor to converge for all points
on the mesh led to the adoption of the less efficient expe-
dient of separately calculating the five microscopic gra-
dient components at each mesh point numerically. For
large-scale calculations, it would be desirable to solve the
problem of calculating an accurate Jacobian tensor, thus
reducing the preliminary computational effort for any fis-
sioning nuclide by a factor of 10.

2. Spline interpolation

The trajectories which result from a Monte-Carlo so-
lution of Eqs. 1, 2 can pass through any point inside the
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Main grid points

Points on trajectory

Trajectory

Minimesh points

FIG. 2. (Color online.) A schematic representation of a dy-
namical trajectory in the space of mesh points, with min-
imeshes surrounding the initial and final points on the trajec-
tory. Along the trajectory, every time a point is reached in
the outer layer of hypercells in the minimesh, a new minimesh
is defined, centered about the current trajectory point.

boundary hyperplanes of the five-dimensional mesh. For
points in the neighborhood of any unit hypercell in the
mesh, I define a local hypercubic spline on a minimesh
of dimension 8× 8× 8× 8× 8, extending three layers of
hypercells around the current cell. It is straighforward
to define a local five-dimensional cubic spline function
for any quantity defined on the mesh, using standard
basis-spline techniques [56, 57]. In principle, one could
define a single spline approximation encompassing the en-
tire mesh, but using the local minimesh leads to a much
more manageable array of spline coefficients of size 32k
words for each needed quantity. Such a small array size
leads to more efficient use of memory in the computer
simulations, leading to faster calculations.

Given a set of 3QS coordinates, it is straightforward
to define the R1, εf1, εf2, and αg mesh coordinates by
using Eq. 15, and the inverses of Eqs. 7, 8, and 11. Sim-
ilarly, the neck radius (for shapes with necks) is trivially
a3. The dn coordinate is found by numerically iterat-
ing to find values of σ1 and σ2 which give the maximum
and minimum neck radii possible for the other four mesh
coordinates, using the same procedure as used to define
the neck mesh in the first place. Then the neck mesh
coordinate is found from Eq. 18.

The spline coefficients for a particular minimesh are
used until the trajectory enters the outside layer of hy-
percells of the hypercube, at which point a new minimesh
is defined, centered about the hypercell containing the
current end of the trajectory. As a practical matter, the
number of separate minimeshes which need to be defined
for a single trajectory generally lie between about 15 and
40 for fission of 236U. A schematic picture of the moving
spline approximation is illustrated in Fig. 2.

3. Locating saddle points

I use a version of the immersion algorithm [39, 46, 58,
59] to locate saddle points on a multidimensional surface.
Discussion of the need to use non-local algorithms to lo-
cate saddle points, in contrast to the suitability of local
methods to locate minima is given in Refs. [39, 59]. The
immersion technique requires locating all local minima,
including minima on the most elongated boundary hy-
perplane to define possible scission configurations. There
can be a large number of such local minima, sometimes
more than 150. By considering each possible pairing of
all minima, one can define a saddle point separating each
pair by use of immersion. Each higher minimum closer
in energy to the saddle than a specified energy increment
can be removed. Once all minima deeper than this nomi-
nal value (say 0.2–0.5 MeV) have been located, each pair
is then considered separately with a more careful immer-
sion calculation. A separate ‘fluid’ is introduced into each
minimum, then the ‘fluid’ levels are raised together grad-
ually until the ‘fluids’ have both wet at least one point in
common. By repeating the process with finer and finer
steps in the fluid level, one can locate the energy of the
saddle point to any precision desired. In addition, the
location of the saddle point can be determined to a sin-
gle point on the mesh. This process can be refined by
approximating the surface locally by a spline function,
as discussed in Sec. II C 2. For a final refinement, instead
of relying on the spline approximation to the energy sur-
face, it is possible to search over sets of coordinates cor-
responding to spline approximations to their values on
the mesh; thereby locating the set of coordinates with
the minimum gradient vector.

As an example, for the 236U nucleus, with the energy
values defined with respect to the macroscopic energy of
a sphere, I find a deformed ground state at a potential
energy of −0.83 MeV, a fission isomer state at about
−0.22 MeV, and a third minimum of energy 1.55 MeV.
The first saddle has an energy of about 3.31 MeV, while
the second saddle has an energy of about 3.57 MeV, and
the third saddle has an energy of about 2.40 MeV. This
ground-state energy is really very crude, since the 3QS
shape description does not allow as good a representation
of the true ground state as other methods used to locate
ground states in mass calculations [34, 37]. While the
first saddle height is very close to the value of 3.39; the
second saddle point is somewhat lower than that of 3.97
derived from the barrier heights tabulated in [39], after
correcting for the ground-state energy of −1.06 MeV [34].
The earlier calculations used the old value of 1.0BS~ω
for the Strutinsky smoothing range (See Sec. III 1), the
original Wigner-energy shape-dependence of Eq. 20, and
also used a different coordinate mesh than that used here.
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4. Defining valleys and ridges

It has been shown empirically that defining all fission
‘valleys’ in the potential-energy surface has significant
value [38, 39, 60]. This is so despite the general knowl-
edge that ‘valleys’ in a multi-dimensional surface may
be transformed out of existence by certain coordinate
transformations [61]. But in the case where the chosen
coordinates bear some relation to actual physical quanti-
ties, these ‘valleys’ can have real significance. This is one
of many reasons for the choice of the R1, dn, εf1, εf2, αg

coordinates, where these coordinates bear some direct re-
lationship to actual important physical properties of the
shapes, in contrast to what would occur if one were to
choose the 3QS coordinates to define the mesh directly.

I choose to define a valley as the locus of points found
by locating local minima in the four-dimensional sub-
spaces defined by fixing the value of R1. It turns out that
the valleys defined in this way are very similar to those
defined in terms of subspaces of fixed quadrupole moment
[38, 60]. Operationally, one locates all local minima, then
discards all such minima separated from another min-
imum by a saddle of height less than some threshold,
say 0.5 MeV, for example, entirely as was done in the
original five-dimensional space to define significant local
minima. After finding these surviving minima, one de-
fines a valley by connecting minima with adjacent values
of R1 which have similar values of the other four coor-
dinates. I discard any local minimum which does not
have at least two points of similar character for adjacent
R1 values as not being important. For actinide nuclei,
one finds that there are a small number of valleys, often
only two or three. These valleys have a close identifica-
tion with properties of the observed mass distributions
of fission at low excitation energies [38]. In this part of
the nuclear chart, there is almost always a valley with
nearly or total mass symmetry, and a valley with a mass
asymmetry close to the average mass split observed in
asymmetric fission. It is interesting that this asymmetric
valley arises out of the microscopic part of the potential
energy, all of whose parameters were determined solely
by considering level ordering and quantum numbers of
states near both spherical and deformed ground states
[62]. No fission observables of any kind enter into de-
termining the microscopic potential. Nevertheless, the
approximate mass-split seen in low-energy actinide fis-
sion arises from doing this simple analysis of valleys in
the potential-energy surface [38].

Once valleys have been found, it is straightforward to
define ‘ridges’ which separate distinct valleys, by use of
immersion to define saddle points in the constant-R1 sub-
spaces. These are then identified as ridges in the full
space. Among the many nonintuitive features of poten-
tial surfaces in more than two dimensions, one frequently
finds that a ridge separating a symmetric valley from an
asymmetric valley may have an asymmetry larger than
that of the asymmetric valley, something which is topo-
logically impossible in two dimensions.
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FIG. 3. The calculated energies of the second and third min-
ima, the two outermost saddle points, the mass-symmetric
and mass-asymmetric valleys, and the ridge between them as
functions of the coordinate R1 for 236U.

I illustrate the energies of the second and third minima,
the two outermost saddle points, the symmetric and the
asymmetric valleys, and the ridge between them for 236U
in Fig. 3. The shapes of these four equilibrium points
shown in this figure are shown in Fig. 8 of Ref. [60] The
last point shown on the asymmetric valley has a zero neck
radius, whereas the last point shown on the symmetric
valley, at an energy near -16 Mev retains a neck radius
of about 1.8 fm. The symmetric valley persists with a
finite neck radius to elongations much larger than the
asymmetric valley. Although the energy of the symmetric
valley for R1 = 0.8 is less than that of the asymmetric
valley, which is essentially the same as the energy of the
third saddle point, and drops farther below the energy of
the asymmetric valley just outside the third saddle, it is
well separated from the asymmetric valley in coordinate
space, and thus is not easily reached due to the high ridge
between the valleys. This is discussed further in Section
IV.

D. Inertia tensor

There is a very long history of attempts to model the
nuclear inertia for various types of motion. Some exam-
ples are modeling the energies of vibrational 2+ states by
use of a cranking model, calculating spontaneous fission
lifetimes by calculating penetrabilities using a number
of approximations for the nuclear mass, and many other
ways of trying to estimate the matter currents for various
types of assumed motion of the nuclear surface.

In the spirit of trying the simplest nontrivial models for
the various terms in Eqs. 1,2, and the success achieved
in the past in modeling average fission-fragment kinetic
energies with simple fluid models for inertias (see Sec.
III 4), I use the Werner-Wheeler approximation to ir-
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rotational flow [7, 8, 51, 63]. In addition to being the
minimum possible inertia for a particular type of surface
motion, this simple model has been extensively applied
in most earlier dynamical and Langevin simulations [7–
9, 21, 25, 27, 28, 44, 64, 65]. In order to investigate the
effect of using a larger inertia, I will consider multiply-
ing this limiting value with a possible scaling factor (see
Sec. III 3). This scaling is the simplest possible, being
the same for all inertia tensor elements. It is easy to
think of more realistic models which involve scaling dif-
ferent modes differently, but this will remain something
to be investigated in the future. It is obvious that late in
the fission process, the inertia corresponding to the sep-
aration of the fragments will approach the reduced mass,
while the inertia of the fragment deformations might have
a larger scale factor more characteristic of simple models
for beta vibrational states. Such a model is beyond what
I attempt in this preliminary study.
The expressions used to find the Werner-Wheeler in-

ertia are given in Appendix A of [8]; the gradients of the
inertia are found by differentiating Eq. (A9) of that ref-
erence with respect to the qi, and employing appropriate
coordinate derivatives of Eqs. (A13a) and (A13b). The
integrals defining the Ai coefficients and their gradients
are performed analytically, and those for the inertia itself
by applying a Gauss-Legendre quadrature formula with
128 abscissa points. The quadrature is broken into four
parts, in order to avoid integrating over points of discon-
tinuities in higher-order derivatives. The intervals in z of
the integration are (for shapes with necks) [l1 − c1, z1],
[z1, l3], [l3, z2], and [z2, l2 + c2], with each interval ap-
proximated by a numerical quadrature with 32 abscissas.
Nix [52] presented analytic forms for the inertia tensor
elements utilizing the original form for the middle body
given in Eq. 3. Similar analytic expressions for the iner-
tia tensor using the alternative form for the middle body,
Eq. 4, have been derived, but through extensive testing
it has been demonstrated that equivalent accuracy and
speed of calculation are achieved by use of the numerical
quadrature formulas, with the use of algebraicly much
simpler expressions. The analytic forms derived for this
alternative shape function require careful analysis of var-
ious limiting cases for the values of the parameters α, β,
and σ2. The numerical approach is much simpler.

E. Dissipation tensor

The earliest dynamical calculations of fission includ-
ing dissipation started from the minimal assumption of
extending the liquid-drop model to consider the shear
viscosity of a simple fluid [8, 66]. With such a simple
assumption for the nature of dissipation, it was found
that dissipation led to more elongated shapes for fission-
ing nuclei than was the case for non-dissipative motion.
This is due to the increase in damping associated with
higher shape multipoles for shear viscosity. The calcula-
tions of fragment kinetic energies compared to data im-

plied a motion which was significantly dissipative, but
underdamped.
Even at that time it was realized that individual nu-

cleons have a long effective mean-free path inside nuclei,
primarily due to the Pauli exclusion principle. This long
mean-free path is the reason for the success of the shell
model in describing nuclear structure. It is an irony of
history that for over a decade starting in the 1930’s most
serious nuclear physicists felt that a shell model was im-
possible for nuclei because of the very large cross sections
of free nucleons; such large cross sections implying very
short mean-free paths. Only after the success of apply-
ing the shell model to nuclear structure was the effect of
the Pauli principle understood to contribute to a much
longer effective mean-free path than the free n-n cross
section would imply.

1. The wall formula

In the 1970’s the awareness of the shell model led al-
most immediately to consideration of models for nuclear
dissipation which emphasized the one-body nature of nu-
cleonic motion in a mean field, as opposed to the shear
viscosity which is valid for constituents with very short
mean-free paths. The first concrete model based on one-
body dynamics, which involved several simplifying as-
sumptions, was the so-called wall-formula dissipation [9].
In this model, the movement of the surface of the nuclear
potential (the ‘wall’) couples energy from the motion of
the wall into the average velocities of the nucleons col-
liding with the wall. These nucleons were assumed to
be free-streaming particles occupying a Fermi sphere in
momentum space, interacting only with the surface of
the mean-field potential, which could be moving with re-
spect to the average velocity of all the nucleons. The
wall-formula energy dissipation rate is then proportional
to the surface integral of the square of the normal ve-
locity of the nuclear surface with respect to the average
velocity of the nucleons,

dE

dt

]

wall

= ρ〈v〉
∮

v2ndS. (22)

For a simple zero-temperature Fermi gas, 〈v〉 = 3
4
vF,

where vF is the Fermi velocity and ρ is the mass density
of the nucleons.
If the Fermi velocity of nucleons at normal nuclear

density is used, this dissipation model leads to very over-
damped motion. In addition, the tensorial nature of wall-
formula dissipation leads to less elongation of fissioning
nuclei than is the case for non-dissipative motion. This is
due to a relative decrease of wall damping with multipole
order, in contrast to the opposite behavior for two-body
shear viscosity. In the initial studies of the wall formula,
it looked like the data on fragment kinetic energies could
be explained by such highly overdamped motion also,
because the lack of the prescission kinetic energy which
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had occured in the two-body dissipation calculations, was
compensated for by the increased Coulomb energy of the
fragments when they fly apart from the less elongated
scission shapes [9].

2. The window formula

Another type of one-body dissipation may be thought
of classically as the ballistic transport of momentum from
one part of a nuclear shape to another [9]. A simple
example would be two nuclei suffering a peripheral colli-
sion, but getting close enough together that their surfaces
partly merge, lowering the mean field in a small region;
that is, opening a ‘window’ between the two nuclei. If
nucleons randomly pass through the window, they will
have an average velocity characteristic of their original
‘home’ nucleus, which is generally different from that of
the ‘new home’ nucleus. Thus the average velocity of
nucleons in the recipient nucleus will be changed. This
rate of momentum change behaves like a dissipative force
acting on the relative velocity of the two nuclei [9]. A
number of calculations of damping in heavy-ion collisions
and the transport of angular momentum between colli-
sion partners have been performed utilizing the window-
dissipation model. A similar consideration of nascent fis-
sion fragments in the late stages of fission suggests there
is a slowing down of the relative motion of the two frag-
ments, again due to the random transport of nucleons
from one nucleus to the other through a narrow neck
between them. This dissipative force has been named
‘window’ dissipation. If one specializes to the case of
two nuclei (fragments) with no angular momentum mov-
ing either together or apart only along a line connecting
their centers, the window dissipation is [9]

dE

dt

]

window

=
1

2
ρ〈v〉∆σṘ2 (23)

where Ṙ is the rate of change of the distance of separation
between the mass centers of the fragments and ∆σ is the
area of the window.

3. Wall-and-window dissipation

After recognizing that the wall dissipation was appro-
priate for a single nucleus, and the window dissipation
along with wall dissipation independently inside each of
two almost separated nuclei, a combination of the two
models was introduced [44]. This model originally had
an abrupt transition between the two models at a speci-
fied neck radius, but was relatively quickly slightly mod-
ified in [67] to effect a smooth transition between the
pure wall and the wall-and-window dissipation. To lead
to the proper limits, a simple ansatz was used. For nu-
clei having no neck, the pure wall formula is used; for
separated nuclei, the window dissipation for the separa-
tion coordinate, and the wall dissipation applied to each

fragment separately, where the normal velocity employed
is with respect to that of the individual fragment or nu-
cleus, and not to the average velocity of the total system.
For shapes between the formation of a neck and scission,
a linear combination of the two dissipation mechanisms
was used.

dE

dt

]

W+W

= τ
dE

dt

]

wall+wind

+ (1− τ)
dE

dt

]

wall

, (24)

where

dE

dt

]

wall+wind

= ρ〈v〉
[

1

2
∆σṘ2+

∮

v2n,LdSL+

∮

v2n,RdSR

]

,

vn,L = n̂L · (~vwall − ~vD,L),

n̂L is the outward normal to the surface of the left nascent
fragment, ~vD,L is the drift velocity of the left fragment,
with similar definitions holding for the right-fragment
quantities n̂R, ~vn,R, and ~vD,R. This drift velocity was
approximated as the velocity of the mass center of the
appropriate fragment in the earliest implementation of
the model, but soon replaced by the ‘force-free’ drift ve-
locity, defined so that the net force along the axis of sep-
aration on the left or right fragment due to collisions of
the nucleons initially inside that fragment is zero. The
interpolation factor τ is arbitrarily defined to smoothly
transition between the pure wall dissipation for shapes
without necks and the pure window for the separation,
and pure wall inside each fragment for fragments from
scission outwards.

τ = cos2(π[Smin/Smax]/2),

where Smin is the area of the neck, and Smax is the lesser
of the maximum areas of the left and right fragments. For
shapes with no neck, τ = 0, and for separated fragments,
τ = 1.

4. Surface-plus-window dissipation

Right from the introduction of the extreme one-body
or wall dissipation model, it was realized that the high
dissipation rate depended upon the ‘randomization hy-
pothesis’ [9]; that is, that the average velocity or mo-
mentum of the nucleons that collide with the wall at
a particular moment are distributed in a Fermi sphere
in momentum space characteristic of an equilibrium dis-
tribution with no net velocity along the normal to the
wall. This randomization might occur for a classical sys-
tem if the shape of the nuclear mean field (container)
is sufficiently irregular, or if some residual two-body in-
teractions would quickly lead to some isotropization of a
distorted Fermi surface caused by earlier wall collisions.
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Indeed, the result that the wall collisions lead to dissipa-
tion depends upon the relative phases of the distortions
of the container and the Fermi surface. A simple model
of the isoscalar giant quadrupole and octupole resonances
which accurately predicts the mass number dependence
of the energy of these resonances results from simply as-
suming that these distortions have a specific phase re-
lationship for harmonic motion [68, 69]. The restoring
force in this model has exactly the same magnitude as
does the dissipative force in the wall formula, which as-
sumes that the surface and Fermi surface are out of phase
for harmonic motion. Semiclassical and quantum models
both give a great reduction in the dissipation for small-
amplitude quadrupole motion [70–72], demonstating that
the randomization hypothesis fails for highly symmetric
deformations.

The reason for preferring a one-body dissipation model
is the observation described in Sec. II E 1 that the mean
free path of nucleons near the Fermi energy is relatively
long. This is due to the Pauli exclusion principle forbid-
ding scattering into already occupied states. Recogniz-
ing that the Pauli principle depends upon the density,
one must conclude that this inhibition on collisions must
go away in the surface of the nucleus as the density de-
creases towards zero [73]. Heuristically, the probability
of two-body collisions must involve a convolution of the
density with the inverse of the mean free path. One may
conclude that it is plausible to infer that the two-body
collision rate peaks in the surface region. Starting only
from the assumption that dissipation from either source
is concentrated in the nuclear surface region, it is possi-
ble to approximate the dissipation rate as an expansion
in powers of the ratio of the surface diffuseness to the nu-
clear radius [74]. The leading term of this expansion has
exactly the same form as the wall dissipation, but with
a coefficient involving the probability of two-body colli-
sions near the nuclear surface, instead of just the Fermi
velocity.

The unknown reduction of the strength of the wall dis-
sipation due to possible distortions of the Fermi surface
and the similar functional form for two-body collsions
concentrated in the nuclear surface led to the postula-
tion of the surface dissipation model [45, 75–78].

dE

dt

]

surface

= ksρ〈v〉
∮

v2ndS (25)

Ignorance of the details of the two contributions leads
to the simplest possible modification of the window dis-
sipation model, the introduction of the empirical param-
eter ks.

By combining the surface dissipation model with the
window dissipation, which, since it involves momentum
transfer between nascent fragments or colliding nuclei,
should not be renormalized, leads to the surface-plus-
window (SPW) dissipation model

dE

dt

]

spw

= τρ〈v〉
[

1

2
∆σṘ2+ ks

∮

v2n,LdSL+ ks

∮

v2n,RdSR

]

+ (1 − τ)
dE

dt

]

surface

, (26)

where the quantities other than ks are exactly as defined
following Eq. 24.
The SPW dissipation model was developed in 1985,

but was not published outside of some relatively inacces-
sible conference proceedings [45, 75–78]. Despite its lack
of wide dissemination, this dissipation model has been
implemented by other authors [23, 65, 79–81].
It turns out that fission-fragment total kinetic ener-

gies (TKE) do not clearly distinguish among ks values in
the range 0.2–0.5 [45], although it is clear that the data
are inconsistent with the original wall-and-window model
(ks = 1) [15]. Because of an earlier unsuccessful attempt
to relate observed widths of isoscalar giant multipole res-
onances to any existing dissipation models [68, 69], it was
decided to see what would be the consequences of assum-
ing that the mechanism of nuclear dissipation was univer-
sal, applying equally well to the isoscalar giant multipole
resonances, which can be thought as incompressible vi-
brations about the ground-state shape of a nucleus, as to
the much slower motions characteristic of fission. There
may be many theoretical objections to this assumption
of a simple constant characterizing dissipation, indepen-
dent of multipole order, elongation, and temperature,
but in the same spirit in which the irrotational inertia
is used, this simple ansatz for the dissipation mechanism
is adopted to learn how it may be consistent with, or
contradicted by, measurements. By applying the surface
dissipation model to the measured widths of the isoscalar
giant quadrupole and octupole resonances, an empirical
value of ks = 0.27 was deduced. The comparison of the
simple model of oscillations about a sphere is compared
to the data in Fig. 4. Although not perfect, this relatively
close reproduction of the data is to be compared to that
for other dissipation models displayed in Refs. [68, 69].
With the dissipation strength fixed in this manner, the

same model was applied to fission. At the time, it was not
feasible to calculate large numbers of trajectories for a
Langevin equation, so only mean-value trajectories were
calculated using essentially equations 1 and 2 with both
the stochastic term and the microscopic contribution to
the energy surface ignored. For these calculations, the
axial Legendre polynomial shape parametrization, with
8 symmetric shape parameters was used [15, 50]. It was
later determined that the results found using the 3QS
shape parametrization are very close to those shown. In
order to get a more accurate estimate of the final TKE,
after scission the fragments were approximated as de-
formable coaxial spheroids, as outlined in Sec. II H [8].
The resulting TKE values are plotted as a function of
Z2/A1/3 in Fig. 5. The 1985 Viola systematics [84] are
also shown in the figure. The Viola two-parameter fit,



13

0 50 100 150 200 250

Mass Number  A

0

5

10

15

Is
os

ca
la

r 
G

ia
nt

 M
ul

tip
ol

e 
W

id
th

  Γ
n (

M
eV

)

n = 3 octupole

n = 2 quadrupole

ks = 0.27

FIG. 4. Isoscalar giant quadrupole and octupole widths used
in 1985 to fix the strength ks of the surface dissipation. The
width data are from Refs. [82, 83].

determined by comparison to a data set with about an
85% overlap with the one plotted here, has a χ2 per point
of 3.1. The SPW model calculations shown, which have
not been adjusted to the data, have a χ2 per point of
3.6. The wall-and-window dissipation model gives a χ2

per point of 7.7. Because of this success of the model, the
surface-plus-window dissipation model is adopted as the
starting point for the fission simulations described below.
Some might object to the assumption of dissipation

being independent of the excitation energy and having a
relatively mild dependence upon the deformation of the
nucleus, just given by its definition by means of a surface
integral (Eqs. 25,26). Many authors have used data to in-
fer large increases of dissipation strength with excitation
energy or temperature [85–87]. The study by Lestone
and McCalla [88] convincingly demonstrates that most,
if not all, such strong increases in inferred dissipation are
artifacts of the use of a statistical decay model which ne-
glects certain known physical effects. Thus, in the spirit
of choosing the simplest possible non-trivial model with
few arbitrary constants, I will use this simple dissipa-
tion model and allow the confrontation with data to de-
termine whether there is a need for more sophisticated
treatments.

F. Nuclear temperature

Following the minimally complicated path already de-
scribed, I choose a simple quadratic dependence of nu-
clear excitation energy on temperature:

E∗ = athT
2, (27)
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FIG. 5. Data on symmetric or average fission-fragment kinetic
energies for highly excited systems compared to the 1985 Vi-
ola two-parameter fitted systematics and to the predictions of
both the wall-and-window and the surface-plus-window dis-
sipation models with a purely macroscopic potential energy.
The data are from: 1, solid circles from Ref. [89], corrected
in [90], 2, solid square from Ref. [91], 3, downward-pointing
solid triangles from Ref. [92], 4, upward-pointing solid trian-
gles from Ref. [93]. 5, solid diamonds from Ref. [94], 6, open
circles from Ref. [95], 7, open squares from Refs. [96–98], tabu-
lated in [90], 8, open upward-pointing triangles from Ref. [99],
9, open downward-pointing triangles from Ref. [100], and 10,
open diamonds from Ref. [101].

where ath = A/8.6 MeV−1. The excitation energy E∗ is
defined locally as the difference between the initial total
energy of the nucleus and the sum of the kinetic and po-
tential energies. To avoid numerical problems with very
small or slightly negative values of E∗, the temperature
has a lower limit of Tc = 0.002 MeV.

G. Solving the Langevin equations

Equations 1 and 2 may be combined and solved as 10
first order stochastic differential equations for the vari-
ables qi and pi. There are detailed discussions of solu-
tion methods in the review articles [22, 23]. Stochastic
differential equations pose some difficulties as compared
to the ordinary differential equations used for determinis-
tic trajectories. For the latter, predictor-corrector meth-
ods have been very successful, as judged by applying
an energy-conservation test to the results. The random
force, which in principle is different at each time step,
makes such algorithms useless. But it turns out that the
stochastic equations may be integrated by assuming a
constant random force over the time step, provided the
time step is short enough that the momenta and coor-
dinates do not undergo a large change during the short
time. It is always possible to find such a step, since the
change in q or p over the step is proportional to ∆t, while
the size of the random force is proportional to (∆t)−1/2.
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Because of the highly nonlinear nature of both the coordi-
nates and the dissipation and inertia tensors, it is highly
inefficient to adopt a single time step which will guarantee
an accurate solution of the equations. Instead, I use an
adaptive step size based upon a Runge-Kutta algorithm
with a truncation error estimate in each step [102]. The
random force is fixed at the beginning of the time step,
and an approximate solution at the end of the step, along
with a truncation error estimate are determined. When
the relative truncation error is below 10−4, the step is ac-
cepted, and a new random force is calculated for the next
step. If the error is too large, the step size is halved, but
the random force vector is retained, but multiplied by√
2. At the end of this reduced step, a new random force

is used for the second half of the original step. When
the relative error gets very small, the step size is doubled
for subsequent steps, up to a maximum step, for which I
have chosen the value of 2.5× 10−23 s.

1. Starting conditions for induced fission

To approach as closely as possible the experimental
situation of an excited compound nucleus created by the
absorption of a neutron, ideally one would start the sys-
tem out with an equilibrium distribution of coordinates
around the ground-state minimum, with a distribution
of momenta whose average magnitudes would reflect an
excitation energy of the sum of the neutron kinetic en-
ergy and the one-neutron separation energy of the com-
pound system. Because the characteristic time scale of
low-multipole shape oscillations in the ground-state min-
imum is of the order of 10−21 s, and the fission lifetime for
thermal-neutron induced fission of, for example, 235U or
239Pu is roughly of the order of 10−15 s, it is not feasible
to run simulations of roughly 108 time steps to observe
a single fission. In addition to this obvious difficulty, the
difficulty of describing shapes in the neighborhood of the
ground state in the 3QS shape parametrization causes
singularities which make such a simulation doubly im-
practical.
I have verified, using a simplified dynamical macro-

scopic model, in which the microscopic correction energy
is ignored, and the shapes are described in 4-, 6-, or 8-
parameter axial Legendre polynomial shapes [50], that
these systems at much higher excitation energies will fis-
sion with a time scale similar to that estimated from
simple statistical arguments [88]. In addition, this simpli-
fied model exhibits the expected equipartition of energy
in kinetic and potential energy in the collective normal
modes, characterized by the appropriate temperature for
a given excitation energy. This test verifies that the basic
equations and solution techniques give the appropriate
limiting distributions at long times.
The practical solution to this difficulty of dealing with

very long times to reach fission is to recognize the power
of the transition-state approach. Those trajectories that
do lead to fission will be in quasi-equilibrium as they pass

over (or near) the fission saddle point, the configuration
with the largest available phase space of any configura-
tion leading to fission. Because the gradient of the po-
tential energy is by definition zero at the fission saddle
point, it is possible to perform a normal-mode analysis of
the dynamical system at the saddle [7]. Such an analysis
leads to five uncoupled normal modes, four with positive
squared frequencies and one with a negative squared fre-
quency. The latter is the fission mode, which will grow
exponentially for any small displacement away from the
saddle point. For a non-dissipative model in thermal
equilibrium, the distributions of the coordinate displace-
ments with respect to the saddle point and the momenta
are gaussian functions centered at zero, with widths pro-
portional to the square root of the temperature [7]. Since
the actual systems I am modeling are dissipative, the
normal-mode problem becomes slightly changed. As out-
lined in Ref. [103], the dissipative normal-mode solution
leads to 2N normal modes, where N is the dimensionality
of the system; in this case N = 5. For moderate dissi-
pation values, as in the SPW model, the unstable fission
mode becomes an exponentially damped inertial mode
which is not relevant for fission, and an exponentially
growing mode driven by the potential. The other modes
may split into paired damped-harmonic-oscillator modes
with complex-conjugate frequencies, or in some cases to
two overdamped modes with different decay constants,
similar to the inertial fission mode.
For the unstable fission mode, Kramers [4] gave an

exact stationary solution to the Fokker-Planck equation
for the phase-space probability for the situation when the
potential is parabolic, and the inertia and dissipation are
constant. I use this solution, as elaborated in Ref. [13],
to select the distribution of starting momenta along the
unstable fission eigenvector near the saddle point. For
the other normal modes, to simplify the treatment, I use
the frequencies and distributions for the non-dissipative
system.
Explicitly, for neutron-induced fission, I use the follow-

ing algorithm to determine the random starting condition
for each trajectory:

1. Choose the central starting shape coordinates. In
practice, in order to avoid wasting time on trajec-
tories that end up going to more compact shapes
and ending up in a local minimum (fission isomer),
I choose a central coordinate which is shifted to the
outside of the outermost fission saddle point (sec-
ond or third barrier) by a small increment along
the non-dissipative fission eigenvector. I have ver-
ified that there is no discernable difference in final
distributions from starting from this position com-
pared to starting exactly at the saddle point. The
less elongated starting shape simply leads to many
more trapped trajectories, which make the compu-
tations significantly less efficient.

2. Find the excitation energy at this deformation by
comparing the potential energy to the starting total
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energy. This allows the local temperature to be
defined.

3. Randomly sample the Kramers velocity distribu-
tion for this temperature to select a starting ve-
locity along the fission eigenvector. As in the ear-
lier step, I only consider positive velocities to avoid
large numbers of trapped trajectories.

4. Define a new temperature for the remaining four
degrees of freedom by reducing the available energy
by the amount of kinetic energy in the fission mode.

5. Choose random coordinate increments and mo-
menta along the non-fission eigenvectors by sam-
pling the appropriate gaussian distributions [7].

6. Rescale the magnitude of the total momentum vec-
tor if the total kinetic plus potential energy is larger
than the initial excitation energy. This can occur
because I independently sample the probabilities
for each bound normal mode for simplicity, and
have not considered the more difficult to calculate
multidimensional joint probability.

2. Starting conditions for spontaneous fission

A truly physical model of spontaneous fission would
require calculating barrier penetrabilities with a more re-
alistic inertia model than that used in this study. Such
semi-realistic calculations are beyond the scope of this
study, and are extremely difficult for five-dimensional
barriers. In lieu of such an approach, I have adopted an
extremely simple heuristic approximation. I choose the
mesh point along the bottom of the fission valley whose
energy is closest to the ground-state energy for the fis-
sioning isotope [34, 37]. I define the potential energy and
the 3QS coordinates on minimeshes around this point,
by the use of splines, exactly as described in Sec. II C 2.
I calculate the energy on all 85 points on the minimesh,
and store the coordinates for all the points whose energy
is within 0.001 MeV of the ground-state energy. This
criterion selects around 200–500 shapes for the systems
so far tested. The mean coordinates and standard de-
viations of the coordinates are defined from this ensem-
ble of possible exit points from the barrier. I randomly
sample starting coordinates from gaussian or rectangular
distributions of various widths centered at the mean exit
point found, and begin with zero momentum. Because
of the approximations involved in both the independent
sampling of each coordinate, and the spline approxima-
tions for the coordinates, the actual energies of the points
randomly selected can vary from the actual ground-state
energy. To mitigate this, the first coordinate σ1 is var-
ied to give a potential energy within a certain window
around the ground-state energy. The values used for the
energy window and the widths of the resulting distribu-
tions are discussed in Secs. IVC3 and IVD. This tech-
nique has been supplemented in the case of 240Pu(SF) by

including a small admixture of trajectories beginning in
the symmetric fission valley, again with a distribution of
starting coordinates. The relative probability of exiting
in the neighborhood of either valley cannot be calculated
with any precision, and is employed as a free parameter
to improve the modeling of the symmetric yield, when
necessary.

3. Keeping the shape inside the mesh

Preliminary test calculations with a reduced Langevin
term in the momentum equation led me to increase
from an initial guess the size of the fragment-eccentricity
meshes, the number of neck mesh points, the extent of
the more closely spaced part of the R1 mesh and to the
maximum value of R1. The great majority of Langevin
trajectories then lie within this extended mesh. How-
ever, due to the random nature of the Langevin force, it
is possible for a system to attempt to evolve outside the
boundaries of the mesh, or to otherwise approach shapes
for which the inertia tensor may be singular. An exam-
ple of the latter is when a shape evolves to resemble two
spheroids with a cusp between them (σ2 ≪ 0). Because
of the nature of the finite-range nuclear energy, there
is no force acting to prevent such shapes, which have a
singular inertia tensor. Depending upon the overall elon-
gation, longer shapes may tend to evolve to very prolate
ends, again with a cusp trying to form between them.
These shapes can exceed the maximum fragment eccen-
tricity allowed in the mesh. Another type of shape that
can occur occasionally has highly oblate end fragments,
again falling below the minimum values of εf allowed on
the mesh of −0.5. In lieu of just throwing away all tra-
jectories which try to leave the mesh, or lead to cusps
between the end fragments, I elected to define conserva-
tive pseudopotentials which push trajectories away from
such shapes. It was discovered that three such pseudopo-
tentials prevented the great majority of pathological ter-
minations of fission trajectories. I define three separate
dimensionless pseudo-curvature-energy terms:

Bcvi = Fcv(xi),where i = 1, 2, 3, (28)

and Fcv(x) is a function which is 0 for x ≤ 0, and has
the form

Fcv(x) = exp(x)− 1− x− x2 (29)

for x > 0; xi = βi(κi − κi0), β1 = 55, κ10 = 1.2,
β2 = −10, κ20 = 0.37, β3 = 4, and κ30 = 2.3,

κ1 = −a23
c23

if σ2 < 0, z1 ≤ l3 ≤ z2, and a3 > 0.15;

0 otherwise, κ2 = min (
a21
c21

,
a22
c22

), and κ3 = max (
a21
c21

,
a22
c22

).
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The conservative pseudo-curvature-energy terms have
zero value, first and second derivatives at their respec-
tive thresholds, and then rise rapidly as the system tries
to move into the ‘forbidden’ region. One may think
of these functions in analogy to an imaginary ice rink,
where the outside edges, instead of having a wall, have
a smoothly rising curved ice surface which pushes out-
of-control skaters leaving the regular surface back onto it
with conserved total energy.
To assess how much of an effect these conservative ar-

tificial energy terms have on actual fission calculations,
the number of time steps for which one of the pseudo-
curvature energies was greater than 0.001 MeV was tal-
lied. For a sample of 1000 235U(n, f) fission trajectories
with thermal neutrons, there were a total of 728, 336 time
steps calculated. Of these, the pseudo-curvature energy
exceeded 0.001 MeV for 1.9% with Ecv1, 0.5% with Ecv2,
and 0.2% with Ecv3. Only 6 trajectories had any pseudo-
curvature energy at scission, all with less than 1 MeV,
and only two trajectories had to be discarded because of
reaching an unphysical shape. In contrast, without the
pseudo-curvature-energy terms, the same test calculation
had 120 trajectories which terminated due to reaching
unphysical shapes, and the entire simulation took 1.3
times as long to achieve fission in 118 fewer cases. The
problems with systems leaving the mesh become more
severe for reactions induced by higher energy neutrons;
with correspondingly higher efficiency being effected by
these ‘walls’ to the mesh.

H. Post-scission model

Experience with earlier macroscopic fission dynamical
studies [8, 15, 44] has demonstrated the need to go be-
yond just calculating the Coulomb interaction energy at
scission when modeling fragment total kinetic energies
(TKE). Unless the motion is so highly dissipative that
the fragment deformations are effectively ‘frozen’ dur-
ing the initial separation, the interaction of the dynam-
ically changing fragment deformations as they separate
will change the acquired kinetic energy from the initial
interaction energy by up to a few MeV. When comparing
to data as is done in Fig. 5, such differences are signifi-
cant.
A multipole expansion of the interaction energy [5]

shows that the most important terms to consider involve
the monopole and quadrupole moments of the fragments.
A simple method to approximate these effects is to model
the separating fragments as spheroids. A further simpli-
fication is to constrain the spheroids to be coaxial. This
freezing of angular orientation variables will lead to a
very slight overestimation of the final TKE, but simple
estimates of the torques involved suggest that the frag-
ments will not rotate very far until they are well apart.
When one wishes to model the fragment angular momen-
tum distributions, important for modeling gamma deex-
citation of the fragments, more careful consideration of

the angular degrees of freedom will become important.
With the coaxiality constraint, the system then has

three degrees of freedom; the deformation of each frag-
ment and the separation of their centers of mass. The
mass asymmetry is of course fixed for separated frag-
ments. The deformation of a spheroid may be described
many different ways; I choose to use the shape moments
σL and σR, where:

σi =

√

< z2 >i

< z0 >i
−
[

< z >i

< z0 >i

]2

,

where the moments of the spheroids are defined just as
following Eq. 16, by replacing the integration limits by
−ci and +ci, with ci the semi-symmetry axis of the L or R
spheroid. The notation σi is used for historical reasons,
being defined exactly like the standard deviation of a
distribution, often designated as σ. In the context, with
the subscript i being L or R, it should not be confused
with the symmetric 3QS coordinates defined in Eq. 6,
which have the subscripts 1, 2, or 3.
For this very simplified post-scission model, which at-

tempts to account for the Coulomb interaction of the
fragments as their deformations change as they separate,
to save time, I use only the macroscopic energy. Thus the
fragments will relax in time to spheres, instead of to their
possibly deformed ground states. Because there is no dis-
sipation acting on the separation coordinate, and because
the integration of the post-scission motion is carried out
until the fragments have relaxed to spherical shapes, I
do not consider the Langevin term in the equations of
motion. The fluctuations in the dynamical evolution of
the spheroids would only give small changes to the final
kinetic energies calculated, and are not worth the extra
complication. These simplifying assumptions lead to the
equations of motion:

µ
d2R2

dt2
= −∂V

∂r

ML

d2σL

dt2
= − ∂V

∂σL

− 1

2

dML

dσL

σ̇2
L − ηLσ̇L

MR

d2σR

dt2
= − ∂V

∂σR

− 1

2

dMR

dσR

σ̇2
R − ηRσ̇R. (30)

The inertiasMi are the irrotational inertias for spheroidal
deformations, which can be calculated analytically. The
diagonal dissipation tensor elements ηi correspond to
the pure surface dissipation model; the window between
the fragments is gone, with the only remaining dis-
sipation due to the interaction of the fragment inter-
nal nucleons either with or in the neighborhod of the
moving surface of the fragments. The potential energy
contains only the nuclear macroscopic energy and the
diffuse-surface Coulomb energy, calculated using exactly
the same surface-integral formulas as used for the single
prescission shape. With the fragments having the mass
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numbers A1 and A2, the following definitions lead to the
values of the inertia and dissipation coefficients:

µ = the reduced mass F1F2,

Mi = Fi(1 +
Fi

2c3i
),

Fi =
Ai

A
,

ci =
√
5σi

ηi =
πρ〈v〉
8

ksGi

[

Fi
3

2

ci
5

2

]

,

αi = 1− Fi

ci3
,

Gi =

[

1

αi
2

]

[(−27 + 6αi)
√
1− αi+Qi (27− 24αi + 8αi

2)],

Qi =
log[

√

(1− αi) + xi]

xi
if αi < −0.01,

Qi =
arcsin(xi)

xi
if αi > 0.01,

xi =
√

|αi|. (31)

For values of |αi| ≤ 0.01, a series expansion in powers of
αi is used for Gi.
The starting values for the post-scission dynamics are

taken from the scission configuration from the Langevin
simulation of each trajectory. The values of R2, Ṙ2, σi,
and σ̇i for the scission shape are held continuous at scis-
sion, which is defined by the neck radius reaching the
specified value (see Sec. III). The equations of motion
are integrated until the value of R2 reaches 20 R0, where
R0 is the radius of the fissioning nucleus. With the values
of the surface dissipation coefficient used in all the calcu-
lations presented in this study, the fragment nuclei have
relaxed to spheres by this time. The final kinetic energy
(TKE) is calculated by adding the remaining Coulomb
interaction energy to the calculated kinetic energy at this
late time. The TKE is corrected by adding the calculated
nuclear interaction energy of the fragments at scission
and adding the remaining Wigner energy, which is the
difference between the final value of BW = 2 and the
value of Eq. 21 at the scission shape.

III. PARAMETERS IN THE MODEL

There are a considerable number of approximations
made in this model. Some are done for convenience, and
others reflect ignorance of certain physical effects. I have
adopted a limited number of quantities which may be
varied to assess the sensitivity of the results to model
details, and in some cases to empirically include effects
beyond the ability of the model to specify with precision.
I also include certain known physical effects, such as the
fact that many experimental data sets are the results
of experiments with limited mass resolution. As I show

later, the model sometimes is quantitatively quite accu-
rate when compared to certain data. Some adjustment
of parameters is done to optimize one class of observables
to allow the assessment of how well the model allows pre-
diction of certain other quantities. This allows a partial
assessment of whether the model may be useful as a pre-
dictive tool for evaluating certain quantities that have
not or cannot be measured for interesting isotopes.
But at the outset, I will stress that with one small ex-

ception, described in Sec. III 1. the potential-energy sur-
face is taken as specified by the macroscopic-microscopic
mass model [34, 37]. The microscopic-model parameters
are essentially as determined in 1974 [62], with small in-
terpolating corrections as discussed in Ref. [37]. The pa-
rameters of the macroscopic model are determined nearly
entirely from global fits to nuclear masses [34, 37, 47],
which involve only relatively small deformations, includ-
ing some information on a few measured fission-barrier
heights used to slightly modify the model constants de-
termined mostly by nuclear masses. The entire portion
of the potential surface relevant to fission lies at much
larger deformations, with the details of the fission po-
tential surface being a major extrapolation of the model
outside the space where its constants were determined.
To the extent that certain observable quantities such as
multi-humped barriers, barrier heights, fission-isomer en-
ergies [39], mass asymmetry of fission-fragment yields
[38, 48, 104] correspond with measured values provides
a powerful test of the global nature of the model. No
parameters of the macroscopic-microscopic model have
been adjusted to any fission observables in this study.

1. Stutinsky smoothing range

I do not wish to delve deeply into the details of the
Strutinsky procedure for calculating the microscopic cor-
rections to the macroscopic potential energy. There is
an extensive literature on the subject, starting from the
beginning of the use of the technique. There is one impor-
tant difference in studies of fission as compared to nuclear
ground states; that is, the occurrence of larger deforma-
tions in the former. The Strutinsky smoothing range that
has proven very successful for studies of nuclear masses
[34, 37], is 1.0BS~ω, where ~ω corresponds to the sepa-
ration of major shells for spherical nuclei and BS is the
surface area of the shape normalized to that of a sphere.
The optimum smoothing range is determined empirically
to lie within a range where the calculated microscopic en-
ergy has roughly ‘plateaued’ for small variations of that
parameter. The plateau condition is satisfied when the
range is in the neighborhood of the separation of major
shells. When the deformations are extended well beyond
those of nuclear ground states, but well before scission,
the separation of major shells can be considerably larger
than near the ground state, as is illustrated in Fig. 7
of Ref. [105]. Thus, for large deformations, the smooth-
ing range which works well and has been adopted for
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mass modeling may be too small to reach the plateau
region. This is discussed in Ref. [106]. Following that
study closely, for this work, I have adopted the value of

γ = 1.4BS~ω. (32)

This value is used for all the calculations presented, and
is not varied.

2. Starting coordinates and widths

To implement the prescription described in Sec. IIG 1,
the starting conditions should be randomly sampled from
the gaussian distributions of normal-mode displacements
and momenta defined there. It is obvious that a sig-
nificant fraction of trajectories starting from the saddle
point would end up trapped in the fission-isomer or the
third-minimum regions, not contributing to fission in any
reasonable time. In addition to the approximations de-
scribed in the section IIG 1, I have allowed the coordinate
and momentum widths from the transition-state analysis
to have arbitrary multipliers. Empirically, I have found
that a nonzero coordinate width leads to a significant
number of trajectories becoming trapped in a minimum
inside the outer saddle. This leads to a major increase
of computational cost to calculate any particular num-
ber of fissioning Langevin trajectories. In nearly all the
calculations I will present, the coordinate-width multi-
plier will be set to 0. With limited testing, I have not
found any systematic variation of observables such as
yields with this multiplier, only that as the value of it
increases, the efficiency of the calculation suffers signif-
icantly. I find that the final distributions are not very
sensitive to the initial assumptions about the momen-
tum width, and generally use the default value of 1.0.
For the ranges of physical parameters checked so far, the
action of the Langevin random force over the trajectory
seems to overwhelm variations of the starting widths of
the momentum distributions. The effective value of the
momentum width is reduced for fission at low excitation
energies by the process of enforcing energy conservation
which leads to reducing the randomly selected starting
momentum vector as described in Sec. IIG 2.

3. Inertia tensor scaling

The use of a scaling parameter to vary the magnitude
of the inertia tensor is discussed in Sec. II D.

4. Dissipation tensor scaling

The SPW dissipation model contains the empirical
constant ks, which multiplies the surface-dissipation in-
tegral. This parameter is varied to investigate the effect
of changing the overall strength of this contribution to

the dissipation. Since the window dissipation models the
change in relative momentum between two parts of the
system due to the flow of nucleons between the parts, it
is not physical to just multiply it by a scaling factor, so
it remains unchanged when ks is varied.

5. Scission neck radius

I define scission in this model as occurring when the
minumum neck radius falls to a specified value in fm de-
noted by Rsc. The chosen value can be varied to analyze
how sensitive the results are to this parameter.

6. Mass resolution

A majority of existing detailed fission measurements of
yields and TKE’s have been done using dual ionization
chambers or silicon detectors which measure the kinetic
energies of both fragments. There is an inherent uncer-
tainty of the fragment masses deduced from such mea-
surements which is hard to calculate exactly, but which
is estimated to be in the neighborhood of 3–5 mass units.
The largest part of this uncertainty occurs because of the
inability to measure the number of neutrons emitted in
an individual event. Another significant uncertainty is
due to correcting the observed signals for the energy not
being measured in an ionization chamber or solid-state
detector due to energy losses in non-sensitive parts of the
apparatus and in the target itself. To the extent that the
average number of neutrons emitted varies with the mass
of the fragments, in principle the mass uncertainty may
also be a function of the fragment mass. This complica-
tion will be ignored because of the difficulty of modeling it
accurately. In order to compare calculations of this model
to such data, I introduce a constant mass-resolution un-
certainty. At the end of each trajectory calculation, the
calculated mass of one fragment has an increment added
to it which is chosen from a gaussian-distributed ran-
dom number with standard deviation ∆A. Including
this random mass ‘smearing’ has not only the obvious
consequence of broadening the calculated mass distribu-
tion, and increasing the apparent symmetric yield, but
also the less obvious effect of changing the slope of the
TKE(A) function in the region of maximum yield, where
it has a nearly linear behavior. This quantity has often
been measured and tabulated. As pioneered by the Cosi
fan Tutti spectrometer measurements at ILL, Grenoble
[107], recently, experiments which measure both the en-
ergies and velocities of fission fragments are beginning to
produce data sets with much improved mass resolution
[108]. Yields with mass resolutions approaching 1 u will
provide a much more stringent test of models than do the
historical lower-resolution distributions.
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7. Additional fission modes

For many years various measurements of fragment
yields and TKE yields have been interpreted in terms
of distinct modes of fission. By mode, I mean a sub-
set of events which seem to have a particular average
peak yield, and possibly a distinctly different average en-
ergy compared to the entire distribution of fission events.
For subactinide fission in the radium region, the sepa-
rate modes may be particularly distinct, with a triple-
humped mass distribution, with very different average
TKE’s for events in the different mass peaks, and dif-
ferent energy dependences of their relative probabilities
[109]. Frequently, the distribution between or among dif-
ferent modes apparently changes with the energy of the
system. In the context of this model, more information
is available from the Langevin trajectories than experi-
ments can be expected to yield. As seen in the analysis
of the potential-energy surface presented in Fig. 3, be-
cause of the properties of the shapes in the two identified
valleys in the potential energy for 236U, one would ex-
pect that systems following the asymmetric valley would
obviously have an asymmetric mass distribution, and a
higher TKE because the scission point will be much more
compact in that valley, as seen by the disappearance of
the neck for shapes with a separation of less than 2.15R0.
The symmetric mode will have a symmetric mass distri-
bution, and a significantly lower TKE because scission
will occur at much more elongated shapes.

For many actinide nuclei, only one outer saddle point
can be easily identified by immersion analysis of the sur-
face. As described previously, I choose to start the system
off near the identified saddle point, because I are unable
to practically calculate the trajectories of particles in the
outermost minimun of the surface, waiting until particu-
lar trajectories eventually make their way over the bar-
rier to fission. It is at least plausible to assume that
some fraction of systems will find themselves exiting into
the symmetric valley, while it is totally impractical to
accurately calculate this fraction directly because of the
inherent uncertainties of the model, as reflected in, e.g.
the theoretical error in mass models [34, 37]. The inher-
ent uncertainty in the model means the relative energies
of the valleys and the ridge near their beginnings must
reflect this uncertainty. For this reason I will introduce
an empirical parameter which describes the probability
the system finds itself in the symmetric valley; in which
case it is started out at a point in that valley whose en-
ergy is not far from that of the asymmetric valley. A
random-number generator is used to select an appropri-
ate number of trajectories that start in the symmetric
valley.

Just as the exact relationship of the energies of the
valleys are inherently uncertain in the macroscopic-
microscopic model, so too, the ‘real’ height of the ridge
separating the valleys may be higher or lower than cal-
culated in the model. In the case when too many trajec-
tories find their way into the symmetric valley to prop-

erly model the observed symmetric fission probability, I
employ a random probability to discard a fraction of the
trajectories which enter the symmetric valley. Because of
the nature of the potential surfaces explored so far, I find
that trajectories reaching the symmetric valley almost
always remain there, so discarding a fraction of them is
the simplest way to proceed to reproduce observed mass
yields. Of course, if the only data being studied were
mass yields, this exercise would be futile. However, since
the model describes TKE’s, TKE(Afrag), and other ob-
servables, it is possible to find out whether or not this
addition or subtraction of another fission mode leads to
a more consistent picture of the fission process.

8. Random neck rupture

The default definition of scission adopted in this work
is that it occurs when the neck radius decreases to a pre-
specified value. The plane of scission is perpendicular
to the axis of symmetry and located at the minimum
neck radius. The details of the precise physical nature of
the scission process lie outside the scope of the relatively
slow shape dynamics modeled in this study, but almost
certainly involve shorter timescales more characteristic of
the Fermi motion of nucleons, and the quantum dynamics
of those wavefunctions with significant probability in the
neck region. Additionally, even in the restricted context
of this dynamical model, keeping only five coordinates
does not allow much additional freedom once the nascent-
fragment masses and deformations have been specified.
In addition, one expects the inherent quantum nature of
regions of low density to lead to some ’fuzziness’ of the
exact point of rupture of the neck. The idea of random
neck rupture is quite old [110, 111]. Although the physi-
cal ideas underlying our conception of random neck rup-
ture differ somewhat from those in Refs. [110, 111], the
resulting empirical definition of the variance of the neck
position bears a slight resemplance to the earlier work.
To investigate how this ignorance of the exact point of
scission affects the model results, I have allowed the pos-
sibility of randomly varying the axial (z) coordinate of
the scission plane away from the point of minimum neck
radius. This random scission model uses a gaussian ran-
dom number with a specified standard deviation to be
added to the default location of the scission plane. Be-
cause low-probability shifts with large values make no
physical sense, the gaussian distribution is truncated by
use of rejection to limit its maximum shift to a number
slightly (usually 0.5 fm) larger than the standard devia-
tion of the gaussian distribution sampled.

IV. RESULTS

I present distributions of quantities calculated for a
sufficiently large number of Langevin trajectories that
the statistical uncertainties of the studied quantities are
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sufficiently low for meaningful comparisons. Most of the
results shown are for 1–5×105 trajectories. The process
for selecting the random starting conditions for each tra-
jectory is outlined in Sec. IIG 1. For neutron-induced
fission, the starting total energy is the sum of the neu-
tron kinetic energy and the neutron separation energy.
This starting energy is corrected for the model ground-
state microscopic correction [34, 37], since the potential
surface is defined with respect to the macroscopic spheri-
cal energy. The starting coordinate shape is usually held
fixed as a small displacement outside the outermost sad-
dle point. The starting momentum vector is chosen as
described previously, with a possible renormalization to
limit the total energy. When scission occurs, the mass
of each fragment is defined. The proton number of each
fragment is scaled exactly with the mass, with the values
kept as real numbers, not integers. The coordinates for
the last three time steps are used to define quadratic ap-
proximations to the time dependence of the coordinates,
giving the exact point of scission and the scission val-
ues of the moments and time derivatives to specify the
starting conditions for the post-scission motion. If a fi-
nite mass resolution is used, the mass split is randomly
broadened to reflect the experimental uncertainty of the
mass resolution and stored. The mass split used for the
post-scission motion is maintained at the actual mod-
eled value, since the real mass split cannot be affected
by the uncertainty in its measurement. The events are
finally binned in 1 u mass bins, and 1 MeV TKE bins,
with selected distributions saved for analysis. Certain
other quantities are calculated and used to extract av-
erages and standard deviations of interesting quantities
which might not be measurable, such as fission dynam-
ical times, scission temperatures, fragment translational
kinetic energy at scission, etc. In all the plots of model
results given below, the error bars are 1-σ statistical bin-
ning uncertainties. Experimental data points only have
error bars when they have been specified in the experi-
mental data sets.
The term default model used below refers to an un-

scaled Werner-Wheeler inertia, the original strength of
the SPW dissipation, ks = 0.27, no distribution of ini-
tial shape coordinates (for induced fission), the nominal
statistical widths of the starting momentum distributions
defined by the starting excitation energy or temperature,
a scission neck radius of 1.0 fm, only asymmetric-mode
fission, and a mass resolution parameter characterized by
the experiment simulated.

A. 236U

The fission of 235U induced by a neutron, the earliest-
discovered and most studied fissioning system, is the first
nuclide I consider. A few of the important features in the
potential-energy surface for 236U are presented in Fig.
3. Following the prescription described previously, the
starting shape is found by displacing by 0.15 times a nor-

malized fission eigenvector from the calculated outermost
(third) saddle point. The saddle point has a deformation
of R1 = 0.80 and an energy of 2.40 MeV. The start-
ing point has a deformation of 0.81 and an energy of 2.03
MeV. The ground-state microscopic energy is -1.08 MeV,
and the neutron separation energy is 6.60 MeV [37].
The 236U system will serve as a test case to establish

the effect of varying the model parameters on the pre-
dicted results.

1. Thermal-neutron induced fission

For the fission of 235U induced by a thermal neutron,
the default model with a neutron kinetic energy of 0.00
MeV is used. The first data compared to is from an evalu-
ation of several 2E measurements used to generate input
pre-evaporation distributions to sample for the Monte-
Carlo post-scission decay model CGMF [112, 113]. This
type of fragment yield data has an inherent uncertainty
in the mass identification of roughly 3 − 5 mass units,
due both to the neutron evaporation models and data
used to infer the pre-evaporation yields, and to system-
atic uncertainties in correcting measured fragment ener-
gies to infer the immediate post-evaporation values. The
default model calculations with a mass resolution param-
eter of ∆A = 4.0 give the yields shown in Fig. 6. The
TKE distribution is shown in Fig. 7, and the average
TKE as a function of fragment mass in Fig. 8. It is
remarkable that the mean mass of the heavy-fragment
peak is predicted to within 0.2 mass units, and the yield
is well represented over 3 orders of magnitude, except
for the symmetric region. It is worth repeating that the
potential-energy model has no parameters adjusted to
mass asymmetries observed in actinide fission. It is also
striking that the predicted mean kinetic energy is within
1.6% of that measured, even with an admittedly quite
crude model for post-scission fragment dynamics. The
predicted width of the TKE distribution is about 20%
too large. There is no other non-empirical model which
has made predictions for this quantity. There are some
significant discrepancies near the symmetric yield mini-
mum for the TKE(A) displayed in Fig. 8, but the pre-
dictions are within 4 MeV of the measurements for the
entire heavy-fragment yield peak from A = 135 to A =
160.
There exist other data sets in which some or all of the

quantities presented in the previous three figures have
been measured. I compare the identical model calcula-
tions to the measurements of Straede, et al. [114] in Figs.
9–10 This data displays an effective mass resolution in
the yield that is narrower than that of the previous data
set. I show the results of the same Langevin trajectories
with a mass resolution of 3.0 u compared to the Straede
data. The TKE probability distribution is not plotted
because the model results do not depend upon ∆A. The
Straede data exhibits the mean value of 172.2 MeV, with
σTKE = 12.2 MeV. This width is coincidentally almost
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FIG. 6. Calculated pre-evaporation fragment yields as a func-
tion of fragment mass number A from the default model with
a mass resolution ∆A = 4.0 u for thermal-neutron-induced fis-
sion of 235U, compared to evaluated experimental data [113].
The upper part has a linear yield scale, while the lower part
shows the same points with a logarithmic yield scale.

exactly the same as from the model, but with a much
more symmetric distribution (smaller third moment) in
the data than in the model. The relatively large dif-
ference between the two data sets may suggest that the
systematic uncertainty in the absolute value of the mean
TKE for thermal-neutron-induced fission is of the order
of 1.0–1.5 MeV, and the measured value of σTKE is uncer-
tain at least to the 20% level. There is an interesting dis-
crepancy between the mass resolution inferred from the
yield data, and that from the TKE(A) measurements. I
will show below that the slope of the modeled TKE(A)
curve in the region of the mass-yield peaks is sensitive to
the mass resolution. For the Straede data, the mass yield
suggests a resolution of 3.0 u, while the slope of TKE(A)
in the region A = 135–160 suggests a resolution as low as
4.0 u. Of course, since the default model predicts a much
larger TKE for A ∼ 122 − 134, the apparently steeper
model slope in the A ∼ 135− 140 region may be a reflec-
tion of similar, but smaller deficiencies of the model for
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FIG. 7. Calculated pre-evaporation total fragment kinetic en-
ergy distribution from the default model for thermal-neutron-
induced fission of 235U, compared to evaluated experimental
data [113].
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FIG. 8. Calculated pre-evaporation average total fragment
kinetic energies as a function of fragment mass number from
the default model with a mass resolution ∆A = 4.0 u for
thermal-neutron-induced fission of 235U, compared to evalu-
ated experimental data [113]

masses above 134.

Even without employing any of the model parame-
ters, the simulations capture most of the features of the
data, in some cases with high quantitative precision. The
CGMF data set appears to have more symmetric yield
than the model, but the Straede symmetric yield is close
to the model with the increased mass resolution. One
may surmise that the symmetric yield inferred from such
2E measurements is significantly more uncertain than the
peak yields.

From these comparisons, one may conclude that for
thermal-neutron-induced fission of 235U, the default
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FIG. 9. Calculated pre-evaporation fragment yields as a func-
tion of fragment mass number A from the default model with
a mass resolution ∆A = 3.0 for thermal-neutron-induced fis-
sion of 235U, compared to the data of Straede [114]. The
upper part has a linear yield scale, while the lower part shows
the same points with a logarithmic yield scale.

model gives very good predictions of < AH > and σA

for the data measured in 2E experiments, which have in-
herent mass resolutions in the range of 3–4 u. The mean
TKE is slightly overpredicted before any model varia-
tions are considered, while the TKE width is close to
one data set and about 20% too large for another one.
The TKE(A) is very well predicted for values of A above
about 135, and in some cases near symmetry, a region
with about 95% of the total yield. This prediction of
TKE(A) means that the predicted shapes in the heavy-
mass and light-mass peaks are well represented. The
model predicts significantly too much kinetic energy for
mass splits from about 114/122 to 102/134.
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FIG. 10. Calculated pre-evaporation average total fragment
kinetic energies as a function of fragment mass number A
from the default model with a mass resolution ∆A = 3.0
for thermal-neutron-induced fission of 235U, compared to the
data of Straede [114].

2. Post-evaporation yields

A different class of data for the same fission reaction
exists in the form of evaluated prompt yields. These
data represent experiments which attempt to deduce the
yields of fission fragments after prompt neutron emis-
sion, and before beta decay processes have occurred. In
order to compare model results to such tabulations, the
primary yields from the model must be corrected for neu-
tron evaporation by use of a suitable model. For this pur-
pose I use a semi-empirical Monte-Carlo neutron evapo-
ration model which uses experimental data on the aver-
age number of neutrons, the distribution of average neu-
tron number as a function of fragment mass, the fission
neutron kinetic-energy distribution, and the multiplicity
distribution of prompt neutrons [116]. The yields of post-
evaporation fragments as a function of their mass number
from the default model are compared to the evaluation
of England and Rider [115] in Fig. 11. The two most
obvious deviations of the model from the evaluation are
the detailed structure near the yield peaks seen in the
data compared to the smoother model, and the major
underestimation of the width of the mass-yield peaks by
the default model. It is interesting that the model gives
almost the correct symmetric yield, while still getting the
widths so poorly. In order for the model to represent this
data, it becomes necessary to employ the random neck
rupture.

3. Effect of varying model parameters

In this section I discuss the effect of varying some of
the model parameters introduced in Sec. III.
A first test is of the approximation mentioned previ-
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FIG. 11. Calculated post-evaporation fragment yields as a
function of fragment mass number A from the default model
for thermal-neutron-induced fission of 235U, compared to the
evaluation of England and Rider [115]. The upper part of
the figure has a linear yield scale, while the lower part has a
logarithmic yield scale.

ously to not allow the starting coordinates for the Monte-
Carlo trajectories to vary. Two different runs with the de-
fault model of approximately 105 trajectories are made,
one with all trajectories starting at the same deforma-
tion point, and the other one with the starting points
randomly distributed along the transverse eigenvectors
as outlined in Sec. IIG 1. For the width of the gaus-
sian distribution of transverse coordinates, I use a renor-
malization factor of 0.5 from the actual value from the
transition-state model. This is to prevent too large a
fraction of trajectories from terminating at unphysical
shapes. The run with no variance of the starting coordi-
nates has more than 99% of its trajectories fission, while
the run with half the canonical standard deviation in the
starting shape coordinates has about 90% of the trajec-
tories fissioning. The mean value of the heavy mass, its
standard deviation, the mean TKE and its standard de-
viation are all statistically identical for these two runs.
The comparison of the prompt yields to the evalua-

tions shown in Fig. 11, shows that the only way within
the model to model the mass-yield widths properly is to
include a random neck rupture as discussed in Sec. III 8.
It is found that a random-neck parameter in the range
of 1.0 to 1.5 fm is needed to reasonably reproduce the
observed prompt yield width.

The next parameter considered is the neck radius at
which scission is defined to occur. Heretofore, the value
of 1.0 fm for neck radius is used. Increasing the neck
radius from 1.0 fm to 2.0 fm in steps of 0.25 fm leads
to an increase of the mean mass of the heavy fragment
from 139.2 to 139.6, while the standard deviation of the
heavy-fragment mass yield increases very slightly from
5.97 to 6.11. This behavior reflects the property of the
asymmetric valley, whose energy is shown in Fig. 3; the
asymmetry of the valley decreases as R1 increases, and its
width becomes narrower (See Fig. 8 of [60]). The mean
TKE decreases over the same change in the neck radius
from 173.6 to 170.9 MeV. The standard deviation of the
TKE distribution decreases from 12.5 to 11.7 MeV.

Increasing the inertia scaling from 1.0 to 2.0 causes a
shift of the average heavy mass from 139.2 to 139.5, while
the mass width decreases from 5.97 to 5.85. The average
TKE drops more than 3 MeV, and the TKE width goes
from 12.5 to 12.2.

Varying the surface dissipation coefficient from -20% to
+20% from its default value 0.27 causes the mean mass
to increase by 0.13 u, and the mass width to decrease by
0.10 u. As was seen in the original studies, [45, 75–78],
over this range the mean kinetic energy is insensitive to
the strength of the surface dissipation. The TKE width
decreases as the dissipation strength decreases, as is sug-
gested by the structure of Eq. 2.

By varying these four parameters, I arrive at a rela-
tively good but not optimized representation of all three
data sets discussed previously. I first set the surface dis-
sipation to 50% of the default value. This is an arbitrary
lower limit, but within the initial range of values allowed
by the historical average kinetic energy calculations. This
reduction is chosen to reduce the TKE width to be closer
to measured values. Varying the scission neck radius and
the random-neck parameter to give a much improved re-
production of the evaluated prompt yields leads to the
values of Rsc = 1.7 fm, and the random-neck-rupture
parameter of 1.3 fm. The primary effect of varying the
inertia scaling is to change the average kinetic energy,
with relatively small effects on the mass width and the
TKE width. A value of 1.3 for the inertia scaling leads to
a mean TKE slightly higher than that for the first data
set [113], but below that for the second data set [114]. I
show in Figs. 12–17 the results calculated with this ad-
justed model compared to the three data sets already
presented.

The model gives a reasonable representation of many
of the gross features of the data sets; but exhibits a much
smoother behavior than the prompt yield data near the
peak yields. The TKE distribution reproduces the first
two moments well, but has a very different skewness than
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seen in the measurements. The symmetric yield is well
reproduced, but the shape of the symmetric yield valley
is narrower than that of the Straede measurements [114].
While the mass yield and the slope of the TKE(A) curve
for the first data set [113] are both consistent with a
mass resolution of order 3.5 u, the Straede data strongly
suggests a resolution of 3.25 from the slope of TKE(A);
the mass yield curve is more closely reproduced by a mass
resolution of 2.50 u. In all cases, the TKE(A) predictions
for roughly 95% of the yield are very well reproduced;
there is a significant discrepancy for fragments of masses
from about 120 to 130.
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FIG. 12. Calculated post-evaporation fragment yields as a
function of fragment mass number A from an adjusted model
with reduced dissipation, increased inertia, increased scission
neck radius, and a random neck rupture, for the thermal-
neutron-induced fission of 235U, compared to the evaluation
of England and Rider [115]. The upper part of the figure has
a linear yield scale, while the lower part has a logarithmic
yield scale.

As a final investigation of the parameter-dependence of
the model results, I discuss the mass resolution parame-
ter, ∆A. The most obvious effect of increasing the mass
uncertainty is to increase the width of the heavy (and
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Adjusted model; ∆A = 3.5; <AH> = 139.7, σA = 6.02
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Adjusted model; 1.3 fm random neck,

0.5 ηSPW, 1.3 M0, Rsc = 1.7 fm, ∆A = 3.5

FIG. 13. Calculated pre-evaporation fragment yields as a
function of fragment mass number A from an adjusted model
with reduced dissipation, increased inertia, increased scission
neck radius, a random neck rupture, for the thermal-neutron-
induced fission of 235U, compared to evaluated experimental
data [113].

light) mass peak(s), and to increase the apparent sym-
metric yield. But also, the slope of the TKE(A) curve in
its nearly linear region covering the peak of the yield, de-
pends rather sensitively on the mass resolution assumed
for the measurement. In Fig. 18, I show the results of
the adjusted model previously shown in Fig. 15 for sev-
eral different values of the mass resolution. The value of
4.0 u, which was initially chosen for the default model
because it lay in the middle of the band of estimated un-
certainties of resolutions for these types of experiments,
turns out to come very close to reproducing the slope of
the curve in the region of the heavy mass peak yield, from
A = 132 to 160. The value of 3.5 used in Figs. 13 and
15 is chosen as a slightly less optimum compromise value
to provide a good representation of both types of data
for that data set [113]. The ∆A = 3 calculation seems
to reproduce the data near symmetry better, but overes-
timates the curve more from A = 127 to about 135, as
well as having the wrong slope in the region of the max-



25

130 140 150 160 170 180 190 200
Total Kinetic Energy  Ek (MeV)

0.00

0.01

0.02

0.03

0.04

0.05

P
ro

ba
bi

lit
y 

 N
(E

k) 
 (

M
eV

-1
)

CGMF input data; <TKE> = 170.8, σTKE = 10.4

Adjusted model;    <TKE> = 171.1, σTKE = 11.4

FIG. 14. Calculated pre-evaporation total fragment kinetic
energy distribution from the adjusted model for thermal-
neutron-induced fission of 235U, compared to evaluated ex-
perimental data [113].
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FIG. 15. Calculated pre-evaporation average total fragment
kinetic energies as a function of fragment mass number from
the adjusted model with a mass resolution ∆A = 3.5 u for
thermal-neutron-induced fission of 235U, compared to evalu-
ated experimental data [113].

imum yield. Similarly, the value of 3.25 seems to give
the correct slope for the Straede data plotted in Fig. 17,
following the details of the experimental data with more
fidelity than one has any right to expect. These calcu-
lated trajectories are for a model which was adjusted only
to the mass yield, and to the mean and standard devia-
tion of the total TKE. The values of TKE(A) are entirely
a prediction of the dynamical model.
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FIG. 16. Calculated pre-evaporation fragment yields as a
function of fragment mass number A from the adjusted model
with a mass resolution ∆A = 2.50 u for thermal-neutron-
induced fission of 235U, compared to the data of Straede [114].
The calculated trajectories are identical to those used to cal-
culate the results in Fig. 13 except for the use of a different
mass-resolution filter. The upper part of the figure shows the
yields with a linear scale, while the lower part shows them
with a logarithmic scale.

4. Higher-energy induced fission

The fission of 235U induced by higher energy neutrons
is modeled by changing only the initial total energy of
the compound nucleus, as was mentioned in Sec. IIG 1. i
investigate the predictions of the neutron energy depen-
dence of observables using the adjusted model as deter-
mined by thermal-neutron fission with no further model
adjustments.
One quantity which has been measured for fissile sys-

tems is the average TKE as a function of the incident
neutron energy. As previously mentioned, there is a sys-
tematic uncertainty in the measured mean TKE for ther-
mal neutrons of roughly 1.0–1.5 MeV. Most experimen-
tal measurements are normalized to a currently accepted
value. The relative energy-dependence of the mean TKE



26

120 130 140 150 160 170

Fragment Nucleon Number  A

130

140

150

160

170

180

A
ve

ra
ge

 T
K

E
(A

) 
(M

eV
)

Adjusted model; ∆A = 3.25

Straede data

FIG. 17. Calculated pre-evaporation average total fragment
kinetic energies as a function of fragment mass number A
from the adjusted model with a mass resolution ∆A = 3.25 u
for thermal-neutron-induced fission of 235U, compared to the
data of Straede [114]. The calculated trajectories are identical
to those used to calculate the results shown in Fig. 15 except
for the use of a different mass-resolution filter.
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FIG. 18. Calculated pre-evaporation average total fragment
kinetic energies as a function of fragment mass number A from
the adjusted model for various mass resolutions ∆A from 0 to
5 u for thermal-neutron-induced fission of 235U, compared to
evaluated data [113]. The 498,254 calculated trajectories are
identical to those used to generate the model results shown
in Fig. 15, but use different mass-resolution filters.

has much less uncertainty, both as measured, and as mod-
eled. In Fig. 19 I show the predictions of the adjusted
model from which 0.2 MeV has been subtracted, to sev-
eral data sets and evaluations. The model predicts a
neutron energy dependence of TKE for 235U(n,f) which
is consistent with the measurements. Both the data and
the model exhibit a significant second derivative at ener-
gies below about 3 MeV which causes a positive slope at

the lowest energies, in contrast to what is measured for
239Pu(n,f) [117].
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FIG. 19. (Color online) Calculated average pre-evaporation
total fragment kinetic energy as a function of incident neutron
energy for 235U(n,f), using the same model as for Figs. 12–
17 (solid red circles). The model calculations have 0.2 MeV
subtracted to facilitate comparison of the predicted neutron
energy dependence with the several data sets. The solid black
points are the data used by Madland to derive the linear eval-
uation shown as a red dashed line [114, 117, 118]. The dotted
curve shows the 2014 evaluation of Lestone [119], while the
recent measurements of Duke [120] are shown by opoen red
squares. The calculated point at 6 MeV is for first-chance
fission only, while the data include about 6% second-chance
fission.
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Another quantity which is of much interest because
of its practical importance in designing and analyzing
systems where the average neutron energy is not in the
thermal range is the neutron energy dependence of frag-
ment yields. Deducing the number of fissions occurring
in a finite system is often accomplished by measuring the
concentration of specific fission-product isotopes whose
yield is not strongly dependent upon the energy of the
neutrons producing the fissions. Understanding the en-
ergy dependence of the yield may be extremely impor-
tant for analyzing modern reactor designs which utilize
non-thermal neutron spectra. If the yield depends upon
neutron energy in a way that is not reflected in current
data evaluations, the inference of a fission rate could be
in error.
Using the same model parameters, I present in Fig. 20

the model predictions for the average logarithmic deriva-
tives of the fragment yields between thermal and 3 MeV
neutron energy, compared to linear fits to the neutron en-
ergy dependences measured recently [121]. In order to be
able to compare to these measurements of prompt frag-
ment yields, the model predictions must be corrected for
neutron evaporation. For this purpose, I use the evap-
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oration model by Lestone used previously [116], which
is tied to the extensive data available on neutron mul-
tiplicities and correlations for thermal-neutron-induced
fission of 235U. For the 3 MeV calculations, two differ-
ent assumptions are made about the distribution of the
extra excitation energy between the fragments. In the
evaporation assumption labeled 1, the extra excitation
energy is allocated proportional to the mass number of
the fragment (thermal equilibrium), while the assump-
tion labeled 2 puts all the extra excitation energy into
the heavier of the two fragments, weighted by the frag-
ment mass.
Because the yield is always normalized to 200%, any

broadening of the yield distribution with neutron energy
must necessarily lead to a decrease in the peak yield,
which implies a negative logarithmic derivative near the
peak yield regions around A = 96 and 140. Similarly,
in any lower-yield region, broadening will lead to posi-
tive logarithmic derivatives. Both the experiment and
the model exhibit these features. Surprisingly, five of
the seven isotopes measured in the light-fragment region
are consistently predicted by the model. In the heavy
peak, the model lies above the data for the mass 130–
135 region, reflecting the fine structure in the yield seen
in Fig. 9, where the data exhibits local maxima for pre-
evaporation A = 135 and 137. It is reasonable to find
that an above average yield at thermal energy will lead
to a more negative logarithmic derivative. In the heavy-
peak region, the three heaviest isotopes are reasonably
consistent in the model, while four of the five lighter iso-
topes have too high derivatives; the A = 127 value is
consistent with the model.

B. 234U

The potential-energy surface for 234U is very similar
to that for 236U. There are three saddle points, occurring
at deformations very similar to those for the A = 236
isotope. The calculated fission isomer minimum has an
energy of 0.27 MeV, the second saddle at R1 = 0.52R0

has an energy of 3.65 MeV, the third minimum an energy
of 1.65 MeV, and the third saddle point at R1 = 0.79R0

has an energy of 2.66 MeV. The shapes of these equilib-
rium points are shown in Fig. 5 of Ref. [38]. Following
the same procedure as with 236U, I use a displaced start-
ing point with a value of R1 = 0.83R0 and an energy of
2.55 MeV.

1. Thermal-neutron induced fission

I employ the adjusted model with all the same pa-
rameters as used for 235U(n,f) to simulate the thermal-
neutron-induced fission of 233U. The calculated pre-
evaporation mass yields are compared to two experi-
mental data sets [122, 123] in Fig. 21, while the post-
evaporation yields are compared to the evaluated prompt
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FIG. 20. (Color online) Logarithmic derivative with respect
to neutron energy of the post-evaporation fragment yields for
235U(n,f). The plotted quantity is 100

3
[Y (E3)/Y (Eth) − 1],

where Y (E3) is the calculated post-evaporation fragment
yield for 3 MeV neutron-induced fission, while Y (Eth) is the
calculated yield for thermal-neutron-induced fission of 235U.
The points labeled post-evap 1 (open circles) and post-evap 2
(open triangles) utilize different assumptions about the distri-
bution of excitation energy in the heavy and light fragments
for 3 MeV neutron energy. See the text for details. The data
points (solid squares) are from linear fits to measured prompt
yields as a function of the energy of monoenergetic neutron
beams interacting with 235U targets from Ref. [121].
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yields [115] in Fig. 22. While the two data sets from
2E experiments are slightly different in the symmetric
yield region, the adjusted model predicts more symmet-
ric yield than either measurement. The post-evaporation
symmetric yield is significantly too high in the model.

By arbitrarily discarding 60% of the trajectories en-
tering the symmetric fission valley as discussed in Sec.
III 7, the symmetric yield approximates that measured
in one of the 2E experiments [122], as well as that in the
prompt yield evaluation [115]. There are no tabulated
TKE distributions, but the measured mean and stan-
dard deviation of the TKE distribution are published in
Ref. [124]. The prompt mass yield, the pre-evaporation
mass yield, the TKE yield, and TKE(A) for the 40%
symmetric-mode model are shown in Figs. 23, 24, 25,
and 26, respectively, compared to the appropriate data
sets.

The calculated distributions for 233U(n,f) and
235U(n,f) show many similarities, but a few surprising
differences. The adjusted model determined by consid-
eration of 235U(n,f) with thermal neutrons is used un-
changed for 233U(n,f) except for the 60% reduction of the
symmetric yield. The pre-evaporation mass yield distri-
butions in the peak yield regions are similar, with the
model exhibiting smoother behavior than the measure-
ments. The measured prompt yield is significantly flatter
than the model, and also exhibits more structure which
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FIG. 21. (Color online)Calculated pre-evaporation fragment
yields as a function of fragment mass number A from the
adjusted model with a mass resolution ∆A = 3.25 for thermal-
neutron-induced fission of 233U (red circles), compared to two
data sets [122, 123]. The upper part of the figure shows the
yields with a linear scale, while the lower part shows them
with a logarithmic scale.

is probably reflective of fragment shell influences; but in
both systems, the mean masses and the mass widths are
close to those observed. It is most likely a coincidence
that the mean TKE for the 234U system is exactly equal
to the data shown. As previously discussed, there are
systematic uncertainties in normalizing mean TKE val-
ues of the order of 1–1.5 MeV. It is interesting that what-
ever the normaliztion, the model predicts about 1.5 MeV
higher mean TKE for 234U than for 236U. Because of the
very low yield in the symmetric region, this conclusion is
robust in that it does not depend upon the assumption of
discarding 60% of the symmetric trajectories. The sim-
ulations presented in Figs. 21 and 24 have a mean TKE
differing from each other by only 0.05 MeV. For both the
U isotopes, the model predicts slightly too much frag-
ment kinetic energy in the very low yield mass region
from about A = 121 to 130. The different slopes appar-
ent in the two data sets shown in Fig. 26 suggest that the
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FIG. 22. Calculated post-evaporation fragment yields as a
function of fragment mass number A from the adjusted model
for thermal-neutron-induced fission of 233U, compared to eval-
uated prompt yields [115].

experiments have different mass resolutions. The mass
resolution of 3.25 u seems to provide a good represen-
tation of the mass yields, but the slope of the TKE(A)
curve suggests a slightly higher mass uncertainty would
be optimum. All such speculations would become unim-
portant if one were to allow for the possibility of an ef-
fective mass resolution which depends on the fragment
mass, reflecting the differing average number of neutrons
evaporated for different fragment masses. As mentioned
previously, high quality data with mass resolutions ap-
proaching 1 u will be a very useful tool in evaluating the
quality of this and other models.

2. Higher-energy induced fission

I proceed to calculate the mean TKE as a function of
neutron incident energy exactly in parallel to the proce-
dure outlined in Sec. IVA4 for 235U(n,f). This quantity
has not been measured as of this writing. The calcu-
lated TKE(En) for this isotope is significantly different
than that for 235U(n,f). The latter, as earlier discussed,
has a significant negative second derivative component
at lower neutron energies. By contrast, the calculated
TKE(En) function for the former system is very nearly
linear, with only the hint of a very slight negative sec-
ond derivative at the lowest energies. The slope of the
curve is between -300 and -350 keV/MeV. The slope of
the corresponding curve for 235U(n,f) reaches a maxi-
mum negative value above 3 MeV neutron energy of -250
to -280 keV/MeV. This linear dependence is a robust pre-
diction of the model, not depending on the reduction of
the number of symmetric trajectories.



29

80 100 120 140 160

Fragment Nucleon Number  A

0

1

2

3

4

5

6

7

8

9

10

11
Y

ie
ld

 Y
(A

) 
(%

)
England and Rider evaluation

Adjusted model; discard 60% sym

70 80 90 100 110 120 130 140 150 160

Fragment Nucleon Number  A

10
-3

10
-2

10
-1

10
0

10
1

Y
ie

ld
 Y

(A
) 

(%
)

Evaluation; <AH> = 138.2, σA = 5.17

Model:        <AH> = 138.0, σA = 4.61

FIG. 23. Calculated post-evaporation fragment yields as a
function of fragment mass number A from the adjusted model
for thermal-neutron-induced fission of 233U, with 60% of sym-
metric trajectories removed, compared to evaluated prompt
yields [115]. The upper part of the figure shows the yields
with a linear scale, while the lower part shows them with a
logarithmic scale.

C. 240Pu

For modeling 239Pu(n,f), I proceed much in the same
way as for 235U(n,f). In Fig. 28 I show the outermost
(second) minimum and saddle point for 240Pu, along with
the symmetric and asymmetric valleys and the ridge be-
tween them. This nuclide does not have a third asym-
metric barrier in the macroscopic-microscopic potential
model I use. Otherwise, the nature of the valleys is very
similar to those shown in Fig. 3 for 236U. There is one
very important difference, however. In the case of 236U,
the ridge near the starting point in the asymmetric fis-
sion valley has an energy very near the total available
energy for thermal neutron-induced fission, and it rises
for initial elongations outside the third saddle point. The
system then has a very low probability of making its way
into the symmetric valley. For 240Pu, by contrast, the
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FIG. 24. (Color online) Calculated pre-evaporation fragment
yields as a function of fragment mass number A from the ad-
justed model with 60% of the symmetric trajectories removed,
and a mass resolution ∆A = 3.25 for thermal-neutron-induced
fission of 233U, compared to two data sets [122, 123]. The up-
per part of the figure shows the yields with a linear scale,
while the lower part shows them with a logarithmic scale.

much more compact starting configuration has a signifi-
cantly lower ridge separating it from the symmetric valley
for shapes more elongated than the starting configura-
tion, and because the total energy available for thermal-
neutron-induced fission is significantly greater than the
height of the ridge, the system has a much higher proba-
bility of passing between the valleys in the early part of
the time evolution than does the 236U system. Just as
in Fig. 3, the last point along the asymmetric valley at
R1 = 1.5 has no neck remaining.

1. Thermal-neutron induced fission

For thermal-neutron-induced fission of 239Pu, I start
the system out using similar approximations as used for
235U(n,f). In order to avoid the slight local maximum in
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FIG. 25. Calculated pre-evaporation total fragment kinetic
energy distribution from the adjusted model for thermal-
neutron-induced fission of 233U, for which the only data avail-
able are the mean and standard deviation of the experimental
distribution [124].
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FIG. 26. (Color online) Calculated pre-evaporation average
total fragment kinetic energies as a function of fragment mass
number from the adjusted model with 60% of the symmetric
trajectories discarded, and a mass resolution ∆A = 3.25 u
for thermal-neutron-induced fission of 233U, compared to two
data sets [122, 123].

the potential along the asymmetric valley visible in Fig.
28, which causes a great increase in the average time for
a successful fission trajectory, I start the system farther
away from the outer saddle. The outer saddle point has a
value of R1 = 0.58, with the energy 2.68 MeV. The start-
ing point has R1 = 0.85 with an energy of 0.21 MeV. Fig.
29 shows the fragment yields calculated using the same
adjusted model used for the 236U system, compared to
data. For 240Pu, a slightly larger scission neck radius of
1.8 fm is used. There is too much symmetric fission yield
in the model calculation, possibly in part due to the rea-
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FIG. 27. (Color online) Similar to Fig. 19. The solid data
points, the Madland systematics [117], the Lestone evalua-
tion [119], and the solid circles (model) are the same as in
that Figure, and apply to 235U(n,f), while the open squares
are calculated using the same adjusted model, with 60% of
the symmetric trajectories discarded, for 233U(n,f). The data
point for 233U(n,f) at thermal energy is from Ref. [124]. The
calculated points at 6 MeV are for first-chance fission only,
while the data include about 6% second-chance fission.
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FIG. 28. The calculated energies of the second minimum,
the second (outermost) saddle point, the mass-symmetric and
mass-asymmetric valleys, and the ridge between them as func-
tions of the coordinate R1 for 240Pu.

sons discussed previously. In order to get the yield curve
to more closely represent the yield in the symmetric re-
gion, I arbitrarily remove 85% of the symmetric trajec-
tories, as discussed in Sec. III 7. The calculated prompt
yields are shown in Fig. 30, while the pre-evaporation
yields are shown in Fig. 31. The TKE yield from the
model with reduced symmetric yield is compared to data
in Fig. 32, and the predicted TKE(A) is shown in Fig.
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FIG. 29. Calculated pre-evaporation fragment yields for
thermal-neutron-induced fission of 239Pu as a function of frag-
ment mass number A from the adjusted model with a mass
resolution ∆A = 3.50, compared to experimental data [125],
with a linear scale.

33. In decided contrast for the 236U results, there is a sig-
nificant deviation of the details of the mass yield in the
peak-yield region for 240Pu. Although the model with
the parameters set from the U case gives the first and
second moments of the mass peaks very well, the data
has a much larger third moment than the model, even
though the model does show more third moment than it
did for U. The pre-evaporation mass yield in the sym-
metric region is slightly too high, even though the post-
evaporation yield is well represented by the model with
85% of the symmetric trajectories removed. The model
TKE yields, although the first and second moments are
close to the data, exhibits a large asymmetry, as was seen
in 236U. It is interesting that the TKE(A) is well repro-
duced for all fragment masses less than about 155, which
accounts for about 97% of the total yield. The large devi-
ations seen for A < 130 in the U isotopes are not present,
while the model underestimates the TKE for fragments
of masses 155–167.

2. Higher-energy induced fission of 239Pu

The process of simulating fission induced by neutrons
of higher energies proceeds just as outlined for 235U(n,f).
The same starting coordinates are used, with the total
energy available increased by the kinetic energy of the
incident neutron giving rise to a larger average starting
momentum. I show in Fig. 34 the calculated neutron en-
ergy dependence for first-chance fission, compared to the
data of Akimov [126] and the linear evaluation by Mad-
land [117]. The model, which has only been changed
from that used for 235U(n,f) by the removal of 85% of
the symmetric trajectories, shows a linear dependence
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FIG. 30. Calculated post-evaporation fragment yields as a
function of fragment mass number A from the adjusted model
for thermal-neutron-induced fission of 239Pu, compared to the
evaluation of England and Rider [115]. The model uses the
same parameters as for 235U (n,f) except for a scission neck
radius of 1.8 fm instead of 1.7 fm. 85% of symmetric trajec-
tories have been discarded to more closely approximate the
symmetric yield. The upper part of the figure shows the yields
with a linear scale, while the lower part shows them with a
logarithmic scale.

with very little evidence of a second derivative, but with
a slope significantly less than that in the data and eval-
uation. The latter has a slope of about -350 keV/MeV,
while the model has a slope of about -100 keV/MeV. A
second model calculation is shown in the Figure, which
uses the same model parameters, but without discarding
any symmetric trajectories. This calculation gives too
much symmetric yield, see Fig. 29, but has a slope closer
to that observed, about -230 keV/MeV.

In Fig. 35, I show the calculated neutron-energy depen-
dences of the yields for 239Pu(n,f), compared to measure-
ments [121]. The calculations are performed in exactly
the same way as those presented in Fig. 20 for 235U(n,f).
In this case, the model results differ significantly from
most of the measurements. It is quite possible that there
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FIG. 31. Calculated pre-evaporation fragment yields as a
function of fragment mass number A from the adjusted model
with with 85% of the symmetric yield discarded, for thermal-
neutron-induced fission of 239Pu, compared to experimental
data [125]. The scission neck radius of 1.8 fm is used instead
of 1.7 fm for the case of 235U (n,f) shown previously, while
the mass resolution ∆A = 3.50 u. The upper part of the fig-
ure shows the yields with a linear scale, while the lower part
shows them with a logarithmic scale.

remain some unidentified systematic errors in the data.
Since fission yields are always normalized to 200%, it is
necessary that slopes in the regions of peak yields must
become negative if there is any broadening of the mass-
yield peaks. Only one of the 14 measured slopes for 239Pu
is negative, a highly unlikely result. As shown in Fig. 20,
for 235U(n,f), 12 of 15 experimental slopes are negative,
as would be expected for a measurement which can only
be performed for mass values with yields of roughly 0.1%
or higher, thus sampling mostly masses in the neighbor-
hood of the yield peaks. While there is reason to expect
that the data may not be correct for all mass values, that
of course does not mean that the model is necessarily
right for this fissioning isotope.
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FIG. 32. Calculated pre-evaporation total fragment kinetic
energy distribution from the adjusted model for thermal-
neutron-induced fission of 239Pu, compared to the experimen-
tal data of Wagemans [125].
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FIG. 33. Calculated pre-evaporation average total fragment
kinetic energies as a function of fragment mass number from
the adjusted model with 85% of symmetric trajectories dis-
carded, and with a mass resolution ∆A = 3.5 u, for thermal-
neutron-induced fission of 239Pu, compared to the experimen-
tal data of Wagemans [125].

3. Spontaneous fission of 240Pu

To model spontaneous fission of 240Pu, I employ the
crude approximation described in Sec. IIG 2 to define a
distribution of barrier exit-point coordinates, from which
the system is started at rest. I use the same model pa-
rameters as used for the thermal-neutron-induced fission
of 239Pu. I use gaussian coordinate distributions with the
standard deviations found in the procedure described in
Sec. IIG 2. The first 3QS coordinate σ1 is varied to make
the starting potential within 0.5 MeV of the ground-state
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FIG. 34. (Color online) Calculated average pre-evaporation
total fragment kinetic energy as a function of incident neutron
energy for 239Pu(n,f), using the same model as for Figs. 30–
33 (solid red circles). The model calculations have 0.5 MeV
subtracted to facilitate comparison of the predicted neutron
energy dependence with the data set. The solid black points
are the data used by Madland to derive the linear evaluation
shown as a red solid line [117, 126]. The same model with all
symmetric trajectories included, used to calculate the results
shown in Fig. 29, predicts the energy dependence shown by
the green solid squares. The calculated points at 6 MeV are
for first-chance fission only.
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FIG. 35. (Color online) Same as Fig. 20, for 239Pu(n,f).

,

energy of -1.83 MeV [37]. However, no trajectories start-
ing in the asymmetric valley are discarded. I find a sym-
metric yield consistent with the available data by start-
ing 0.5% of the trajectories in the symmetric valley. Be-
cause of trajectory abnormal terminations, actually only
0.27% of the trajectories (about half of those started in
the symmetric valley) actually contribute to the distribu-
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FIG. 36. Calculated pre-evaporation fragment yields as a
function of fragment mass number A from the adjusted model
with with 0.27% of the trajectories starting in the symmet-
ric valley, while the remainder start in the asymmetric valley,
for spontaneous fission of 240Pu, compared to experimental
data [125], [127]. The mass resolution applied to the model
is ∆A = 3.0 u. The upper part of the figure shows the yields
with a linear scale, while the lower part shows them with a
logarithmic scale.

tions. This small admixture gives a good representation
of both the uncertain symmetric yield, and the measured
TKE(A) for symmetric fragments. The TKE distribution
is changed almost not at all by leaving out this small sym-
metric component. To summarize, the adjusted model
determined earlier from 235U amd 239Pu(n,f) by ther-
mal neutrons is used with only the mass resolution and
the symmetric admixture determined from the mass yield
data.

The calculated mass yields are compared to two data
sets in Fig. 36. The mean mass of the heavy-mass peak
is reduced only very slightly compared to the thermal-
neutron prediction, while the width, which does depend
upon the assumed mass resolution, is reduced by more
than the roughly 1 u by which the experimental mass
width is reduced compared to that for thermal fission. By
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FIG. 37. Calculated pre-evaporation total fragment kinetic
energy distribution from the adjusted model for spontaneous
fission of 240Pu, compared to the experimental data of Schille-
beeckx [128].
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FIG. 38. Calculated pre-evaporation average total fragment
kinetic energies as a function of fragment mass number from
the adjusted model with 0.27% of trajectories starting in the
symmetric valley, and with a mass resolution ∆A = 3.0 u, for
spontaneous fission of 240Pu, compared to the experimental
data of Wagemans [125] and Schillebeeckx [128].

employing a mass resolution ∆A of 3.0 MeV, the model
has the same width as the data. The very skewed distri-
bution seen in the data for thermal fission is even more
pronounced for spontaneous fission. Even though the
model exhibits a small amount of skewness, it totally fails
to reproduce the details seen in the data. Although the
data uncertainty gets fairly large in the mass 80 and 160
regions, the model appears not to model the fall-off seen
in these extreme mass regions. This is in contrast to the
thermal-neutron distributions, for which the model gives
a very good representation to the largest masses for which
the data is reliable, while providing too much symmetric

yield for the pre-evaporation distribution (see Fig. 31),
and giving a good reproduction of both the symmetric
and large-mass yields for the post-evaporation evaluated
data (Fig. 30).
The TKE distribution is shown in Fig. 37. The model

predicts well the 1–1.5 MeV shift of the mean TKE to
higher energy for spontaneous fission, [125], [128]. while
predicting a large reduction of the standard deviation of
the TKE distribution, which experimentally is measured
to be close to that for thermal-neutron-induced fission
[125], or only slightly reduced [128]. Finally, it is some-
what surprising that the predicted TKE(A) distribution
shown in Fig. 38 for a mass resolution of 3.0 u, essentially
exactly fits the data to the accuracy with which it has
been measured.

D. Spontaneous fission of 252Cf

The 252Cf potential-energy surface is quite different
from that of 240Pu, having four more protons and eight
more neutrons. It does possess a double-peaked barrier,
but this is more compact than that for Pu; the second
minimum at R1 = 0.37R0 has a calculated energy of -1.20
MeV, while the second barrier at R1 = 0.45R0 has an en-
ergy of 2.36 MeV. The FRLDM ground-state energy is
-3.08 MeV [37]. There is a well-defined asymmetric valley
extending from R1 = 0.65 to 1.40 which vanishes before
R1 = 1.5, even though the neck radius is still 2.5 fm at
the last point at R1 = 1.4. The symmetric valley does
not exist inside of R1 = 0.85, but extends out beyond
R1 = 1.9, as it does for the lighter isotopes considered.
Between R1 = 0.85 and 1.40 there are from zero to three
additional valleys, most of which are not persistent in
the sense that their character is stable over several R1

values. The conclusion from this is that there is a signif-
icantly larger range of elongations over which fissioning
nuclei evolve, and the potential energy is ‘flatter’ in the
transverse directions than one would infer for 236U, e.g.
from Fig. 8 of [60].
Just as in the case of 240Pu(SF), I start the trajectories

at an ensemble of starting configurations with average
coordinates as determined following Sec. IIG 2; that is,
at the approximate barrier exit point in the asymmetric
fission valley. I independently sample from gaussian dis-
tributed increments to all the coordinates as determined
from the coordinate standard deviations found while de-
termining the exit-point coordinates. The σ1 coordinate
is varied to restrict the potential energy of the starting
point to within 0.5 MeV of the ground-state energy of
-3.08 MeV. All trajectories are started at rest. The scis-
sion neck radius Rsc = 2.0 fm is used.
The calculations, corrected for neutron evaporation

[116], are compared to the England and Rider evalu-
ated prompt yields [115] in Fig. 39. In addition to
the exhibited incorrect first and second moments of the
heavy-fragment peak, this calculation also has an average
prescission TKE of 188.1 MeV, compared to the experi-
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FIG. 39. Calculated post-evaporation fragment yields as a
function of fragment mass number A from the adjusted model,
for spontaneous fission of 252Cf, compared to an evaluation
[115]. All trajectories start in the neighborhood of the exit
point in the asymmetric valley, and the scission neck radius
is 2.0 fm, compared to 1.8 fm used for Figs. 36–38

mental value of 183.6 MeV.

A general feature of the actinide potential-energy sur-
faces investigated so far in this study is that the asym-
metry of the fission valley decreases as the elongation
R1 increases. By decreasing the average elongation at
scission by increasing the scission neck radius, and in-
creasing the value of the random-neck-rupture parame-
ter from its value of 1.3 fm which worked reasonably well
for both U and Pu, and also eliminating all trajectories
in the symmetric valley, it is possible to represent more
accurately the gross properties of the mass yields. The
remaining mass splits near symmetry are due to the ran-
dom neck rupture process only. The post-evaporation
yields from this ‘modified model’ are compared to the
evaluation [115] in Fig. 40. The pre-evaporation yields
from this ‘modified model’ are compared to one evalua-
tion [113] in Fig. 41. The TKE distribution is shown in
Fig. 42, while the TKE(A) results are shown in Fig. 43.

The need to modify the scission details to get a some-
what reasonable representation of the mass yields means
that the model at this stage of development is not pre-
dictive of yield details for some systems, despite the very
good prediction illustrated in Fig. 6, at least for the case
of spontaneous fission. Whether this is also true for in-
duced fission is not yet known, because of the limited
mass region for which induced fission calculations have
been completed. This situation was seen in a less drastic
way for the relatively minor changes needed to better rep-
resent the yields for 233U(n,f), 239Pu(n,f), and 240Pu(SF)
presented previously. But I show these results from the
modified model because of the rather remarkable repre-
sentation of the average TKE which is achieved by only

adjusting the model to the mass yield, and then calcu-
lating the TKE values which result. When calculating
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FIG. 40. Calculated post-evaporation fragment yields as
a function of fragment mass number A from the ‘modified
model’, for spontaneous fission of 252Cf, compared to an eval-
uation [115]. The dissipation and inertial parameters are the
same as used in the adjusted model, but a scission neck ra-
dius of 2.6 fm, and a neck rupture parameter of 2.1 fm are
used. The upper part of the figure shows the yields with a lin-
ear scale, while the lower part shows them with a logarithmic
scale.

the 252Cf(SF) <TKE> for the original adjusted model,
I find 188.1 MeV, with a standard deviation of 12.4. For
the ‘modified’ model, adjusted only to the mass yields,
the calculated value is 183.7 ± 9.5 MeV, while the ex-
perimental value is 183.6 ± 10.9 MeV. an error of less
than 0.1% for the first moment. In the case of 252Cf(SF),
the second moment is underestimated by roughly 15%,
as was the case for 240Pu(SF). This is a similar magni-
tude of discrepancy, but with the opposite sign to the
case for induced fission. The TKE(A) results are close to
the measurements for the peak-yield region, but deviate
more significantly than was the case for U and Pu in both
the symmetric region, and in the very heavy mass region
above about A = 160 and the corresponding low-mass re-
gion. In Figs. 41 and 43, I show the effect of varying the
mass resolution from 3.0 to 4.0 u. The 4.0 mass uncer-
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FIG. 41. (Color online) Calculated pre-evaporation fragment
yields as a function of fragment mass number A from the
‘modified model’, for spontaneous fission of 252Cf, compared
to experimental data [113]. The dissipation and inertial pa-
rameters are the same as used in the adjusted model, but a
scission neck radius of 2.6 fm, and a neck rupture parame-
ter of 2.1 fm are used. The results with two different mass
resolutions are shown; ∆A = 3.0 u (black circles) and 4.0 u
(red squares). The upper part of the figure shows the yields
with a linear scale, while the lower part shows them with a
logarithmic scale.

tainty gives an overall better representation of TKE(A),
but the details in the case of either mass resolution are
not as well represented as they were for 240Pu(SF). The
larger mass uncertainty destroys the approximate repre-
sentation of the mass yield in the symmetric-mass region
achieved with ∆A = 3.0. By contrast, the larger un-
certainty comes much closer to the yield in the A > 160
region. For the prompt yields in Fig. 40, the values of Rsc

and the random neck parameter, and the discarding of
all the symmetric trajectories, which give a good repre-
sentation of both the symmetric yield and the peak-yield
mass regions, deviates very significantly from the pro-
nounced shoulders seen in the evaluation for A < 94 and
A > 156. It is useful to keep in mind that only about
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FIG. 42. Calculated pre-evaporation total fragment kinetic
energy distribution from the modified model for spontaneous
fission of 252Cf, compared to experimental data [113].
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FIG. 43. (Color online) Calculated pre-evaporation aver-
age total fragment kinetic energies as a function of fragment
mass number from the modified model with a mass resolu-
tion ∆A = 3.0 u (black circles) and 4.0 u (red squares), for
spontaneous fission of 252Cf, compared to experimental data
[113].

2% of the total yield lies above A = 156 in the prompt
yield. It is interesting that so many gross features of
the mass and energy distributions come quite accurately
from a model which ignores all the physics inherent in
the effect of barrier penetrability on the distribution of
starting points for fission trajectories. One could specu-
late that the pronounced shoulders in the yield at large
A might be from a feature in the potential surface that
is not found in the macroscopic-microscopic model em-
ployed here, or some variation in a more accurate esti-
mation of the barrier-penetration probability that favors
large asymmetries more than the simple approximation
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employed here, or some other not-understood factor.

V. DISCUSSION

A. Summary

This paper presents a dynamical study of fission of
actinide nuclei, both spontaneous and induced by neu-
trons of energies of up to the threshold for second-
chance fission. The model represents a merger of
a simple classical dissipative dynamical model with a
macroscopic-microscopic potential-energy model. The
potential model has been fit to ground-state nuclear
properties, and has previously been shown to be success-
ful in predicting fission-barrier heights throughout the
nuclear chart and the complex structure of actinide fis-
sion barriers [39, 40]. It is used in this dynamical model
unchanged from its static form. The dynamical model
consists of a scaled hydrodynamical inertia and a scaled
one-body dissipation model which was previously shown
to predict mean fragment kinetic energies when used in
a non-stochastic dynamical model for mean trajectories.
A very simple model for the thermal properties of nuclei
is employed, with the potential surface remaining un-
changed for the temperatures encountered. The model
employs a minimal number of physical parameters which
are varied to optimize the reproduction of mass yields,
while only one parameter has been varied to reproduce
the average fragment TKE for 236U, and is used un-
changed for all the other systems studied. A very simple
model of the interactions of separating deformed frag-
ments is used to improve the modeling of the fragment
kinetic energy over simple estimates based only on the
Coulomb interaction energy at scission.
The model, with essentially no data on fission entering

its definition, does a very good job of predicting a number
of observables, such as the mean mass asymmetry seen
in fission, the approximate width of the mass yields of
the heavy and light peaks, and the approximate average
fragment kinetic energy and width for thermal-neutron
induced fission of 235U. With adjustment of the dissipa-
tion strength, the inertia scaling, the radius of the neck
at scission, and a random neck rupture distribution, it
gives a very good representation of the yields measured.
One of the parameters, the inertia scaling, is used to fit
the mean fragment TKE. With these model constants
fixed, the model predicts very well the neutron-energy
dependence of the average TKE for 235U(n,f), and the en-
ergy dependence of the fragment yields. The symmetric
yield increases even without invoking any changes in the
level-density parameter, the number of events starting
out in the symmetric valley, or any postulated weaken-
ing of shell structure with excitation energy. Fine details
of the mass yields which may reflect detailed fragment
structure effects, are missed because of the frozen isospin
assumption, which is made to reduce the dimensionality
of the model.

With the same model applied to 233U(n,f), the mass
yields and the average TKE are well reproduced. To fit
the still relatively uncertain symmetric yield, 40% of tra-
jectories entering the symmetric valley are removed. The
incident neutron energy dependence of the TKE is pre-
dicted to be significantly different from that for 235U(n,f).
A sufficiently accurate measurement of this observable
would provide an important test of the predictive power
of this model.

When applied to 239Pu(n,f), the model with the same
parameters as determined for 235U(n,f) predicts the mean
masses of the asymmetric yield peaks and their standard
deviations with small errors. However, the model pre-
dicts about a factor of 6 too much symmetric yield, and
does not reproduce well the large experimental third mo-
ment of the yield peak compared to 235U(n,f). By arbi-
trarily removing 85% of the trajectories which reach scis-
sion in the symmetric valley, a very good reproduction
of the prompt yield in the symmetric region is achieved.
The fine details of the prompt yield near the maxima are
missed to about the same extent as was seen for 236U.
With the model fixed only by considering mass yields,
the predicted mean TKE is within 0.4 MeV of the ex-
perimental value, and the standard deviation is within
3% of the expermental value. The predicted TKE(A) is
again very accurate for fragment masses from 128 to 154.
There is a slight overestimation for A = 122 to 127, but
much less so than the model predicts for 235U(n,f) for
thermal neutrons. The model deviates more significantly
for the very low yields for A ≥ 155. The predicted neu-
tron energy dependence of <TKE> is linear, but with a
slope significantly less than seen in the data. The pre-
dicted dependence of the mass yields on neutron energy
is inconsistent with the available data, which may have
systematic errors [121].

The same model applied to 240Pu spontaneous fission
again finds the mean masses of the heavy and light peaks
quite well, with a similar missing of the fine details and
extreme skewness of the measured yield peaks. The
model, again only adjusted to mass yields by adding a
0.27% admixture of trajectories starting in the symmet-
ric valley, predicts relatively well the difference between
the mean TKE for spontaneous fission compared to that
for thermal-neutron fission of 239Pu [125],[128], but it sig-
nificantly underpredicts the second moment of the TKE
distribution. It provides a surprisingly good prediction
of the measured TKE(A).

When the same model is applied to the spontaneous
fission of 252Cf, the average mass and the second mo-
ments of the asymmetric yield peaks are significantly in
error, as is the predicted mean TKE. An arbitrary read-
justment of the scission neck radius, the random-neck
rupture parameter, and discarding all trajectories which
enter the symmetric valley leads to a model which re-
produces the mean masses and slightly underestimates
their second moments. It is striking that this modi-
fied model, arbitrarily changed to fit the prompt and
pre-evaporation mass yields, gives essentially the exact
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experimental mean TKE, and underestimates the sec-
ond moment of the TKE by about 15%. The TKE(A)
measurements are reasonably well predicted for the mass
range 137 to 160, but deviate significantly in both the
symmetric region and the very asymmetric range.

B. Conclusions

A number of general conclusions may be drawn from
the systems so far investigated.
There does not appear to be any deep mystery about

fission. A straightforward extension of the ideas of Bohr
and Wheeler from 1939 [129], the inclusion of shell effects
on the nuclear potential energy by means of the proce-
dure developed by Strutinsky [35], and the assumption
that fission dynamics is dissipative and essentially clas-
sical leads to very good predictions of the average mass
split in actinide fission. In addition, there seems to be
a surprisingly good prediction of fragment kinetic-energy
distributions from a rudimentary model with a universal
set of parameters. Of course, many details about yield
distributions do reflect the quantum-mechanical nature
of the single-particle structure of the nucleus, but only
as a perturbation on the dominantly classical dynamical
behavior,
An analysis of the macroscopic-microscopic potential-

energy surface, and the reproduction of the mass yield
over 3 orders of magnitude in some cases show no evi-
dence of more than one independent asymmetric fission
mode. Analyses of experimental results have often been
performed in terms of two or three independent asymmet-
ric fission modes; for an example see Ref. [114]. However,
the need for such extra modes seems to be a result of
assuming a gaussian yield distribution from each mode.
Since the observed yields are not gaussian, more than
one mode is then required. But the model calculations
give a very good representation of the shape of the non-
gaussian asymmetric yield peaks, starting from a single
asymmetric valley in the potential energy, in addition to
giving significant details of the TKE distributions which
are consistent with the existing measurements. Applica-
tion of Occam’s sRazor would suggest that the analysis
of yield and TKE distributions in terms of multiple gaus-
sian functions is not warranted.
These calculations show, somewhat surprisingly, that

the results are not very sensitive to the exact value of
dissipation strength. This is similar to the conclusions
drawn decades ago and outlined in Sec. II E 4. One might
have suspected that the more detailed modeling of widths
and correlations in a Langevin model might have pre-
dicted some details which would lead to a more refined
constraint on the strengh of dissipation. I have rather ar-
bitrarily limited consideration of the dissipation strength
in the surface-plus-window model to from half of to twice
the value deduced in 1985. Over this range, the only
quantity observed to depend sensitively on the dissipa-
tions strength is the average saddle-to-scission time. The

TKE width for 235U(n,f) decreases slightly with decreas-
ing dissipation strength, with the value for the dissipation
strength of 0.5 of the default value still being too large;
for 252Cf(SF), exactly the opposite behavior is seen, but
the TKE width prediction remains less than that mea-
sured even for dissipation strengths as low as 0.25. of the
default value of 0.27. The mean kinetic energy seems to
be very well predicted by the value of this scale factor of
0.5 for the four isotopes considered, but similar results
could be found for a range of a factor of two in either di-
rection with only a very slight readjustment of the other
model parameters from those adopted.

The maximum average temperature of the nucleus at
scission is within 10% of 0.4 MeV for all the results pre-
sented here. This conclusion does not depend strongly on
the assumed strength of dissipation. The average temper-
ature for thermal-neutron-induced fission of 235U varies
only from 0.33 to 0.42 MeV as the dissipation scaling
is varied from 0.25 to 1.0. This low temperature at scis-
sion would seem to justify post facto the assumption that
the zero-temperature potential energy is a good approx-
imation to the free energy. This temperature does not,
of course, reflect the excitation energy of the fragments
when neutron evaporation occurs, long after the shape
dynamical processes have ceased. The excitation energy
of the fragments at this late time will contain, besides
the excitation at scission, the deformation energy of the
fragments at scission, which will have been damped out
by the time of neutron emission.

The average dynamical fission (saddle-to-scission) time
is in the range of 3–7×10−21 s for all the systems studied,
including varying the the dissipation scale factor from
0.25 to 1.0. With the ‘adjusted-model’ dissipation scale
of 0.5, all average dynamical fission times are less than
5× 10−21 s.

Despite the success of modeling certain aspects of
240Pu(SF), the need to change the model scission pa-
rameters significantly to reproduce the mass yields of
252Cf(SF) would suggest that a more sophisticated model
of the distribution of exit points after barrier penetration,
used as starting points for the dynamical trajectories,
would be desirable.

The model seems to give a very good prediction of the
dependence of both energy and mass yield observables
on incident neutron energy for induced fission, but this
conclusion must remain tentative until significantly more
fissioning isotopes have been modeled and compared to
not-yet-measured data.

Of a more speculative nature, the fact that some of
the gross observables seem to be predicted when mak-
ing small excursions in Z,A space indicate that it might
be possible to use a more mature version of this model
to predict fission distributions for poorly-measured or
nearly-impossible-to-measure minority actinide isotopes.
Whether this is feasible will require examining more sys-
tems for which reasonable data is available. Since it has
already been shown that the potential-energy model pre-
dicts differences for different isotopes of the same fission-
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ing element [38, 39], this model will capture subtle dif-
ferences between such isotopes. It is reasonable to think
that the correlations among different mass and TKE ob-
servables for such systems are better constrained by this
type of model than by the usual independent evaluations
of different types of observables in existing data evalua-
tions, where such correlations are usually not included.

C. Future directions

One of the more interesting explorations of the cur-
rent model would be to examine fission of Th and Ra
isotopes, which exhibit a transition to yield distributions
where symmetric fission is of a comparable magnitude to
asymmetric fission.
Another straightforward but involved calculation

would be to implement yield and TKE calculations for
higher neutron energies for induced fission. This requires
modeling multiple-chance fission. To do this in the con-
text of this model requires considering potential surfaces
for the desired element with atomic mass numbers of
A− 1, A− 2, . . . , A−n for n+1th chance fission and also
having a realistic model for the energy dependence of the
n-th chance fission cross sections, which cannot be calcu-
lated in this model.
It seems clear that the simplest extension of this model

would be to modify the post-scission dynamics to in-
clude the beyond-macroscopic potential energy of the
fragments. Including the extra binding energy of nearly
magic fragments should lead to higher TKE being cal-
culated for such systems. This would mitigate the rapid
fall-off of the TKE probability distribution at the up-
per end and the lack of events at higher energies seen
in the data. Whether this improvement would lead to
a less skewed TKE distribution remains unclear until
such an improvement is implemented. In addition to
this improvement, it would be feasible to add consider-
ation of the angular momentum of the fragments, which
might guide modeling of initial spin distributions for
post-scission decay models.
A more difficult extension of the model would be to

include the isospin of the nascent fragments. The results
of [130, 131] indicate that much of the fine-scale structure
in the yield seen in experiments might be much better
predicted by including this effect, although it might be
difficult for conceptual reasons to implement it in this
dynamical treatment.
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