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Abstract—We use panel data to analyze the determinants of speakilgnguage proficiency. Borjas (1994) argues that there may
fluency and wages of immigrants. Our model takes account of t " ; ;
problems that may bias OLS estimates of the impact of speaking fluen 9 a pqsmve Correlatlon between unObse_rVEd hete_mgenelty
on earnings. First, subjective variables on an ordinal discrete scale, siighearnings and speaking fluency equations, leading to an
as self-reported language ability, can suffer from misclassification errogggward bias in the estimated effect of speaking fluency. In
The model decomposes misclassification errors into a time-persistent :
a time-varying component. Second, the model accounts for correla@ er words, the effect (_)f Iangl‘!ag_e fluency on earnings may
unobserved heterogeneity in language and earnings equation. The ni@nlower than OLS estimates indicate.
finding is that these two generalizations of the standard model both leadOn the other hand. unobserved heterogeneity may also
to substantial changes in the estimated effect of speaking fluency Ion d d d b" d . his is th if
eamings. ead to downward-biased estimates. This is the case i
foregone earnings of individuals who engage in language
| Introduction education increase with_ their unob;erv_ed abili_ty. (See_WiIIis
_ . and Rosen (1979).) This explanation is consistent with the
INGUISTIC s_k_llls are an important component of hostindings of Chiswick and Miller (1995), who use instrumen-
country-specific human capital of migrant workers. Ifal variables (V) estimation to correct for the unobserved
f[he economic literature, two |ssues_related to language Hdterogeneity bias. They compare biased OLS and asymp-
immigrants hav_e attracted the attention _01_‘ researche_rs: whically unbiased IV estimates, using data for various coun-
are the determinants of language proficiency of migrantsies. Although their results show substantial variation and
and what is the relation between fluency in the host couitre |V estimates often have large standard errors, most of
try's dominant language and labor market performancefeir estimates lead to the conclusion that OLS leads to a
Studies by, for instance, Carliner (1981), McManus, Gouldypstantial negative bias in the estimate of the speaking
and Welch (1983), Grenier (1984), Kossoudji (1988)Iuency effect on earnings.
Rivera-Batiz (1990), Chiswick (1991), Dustmann (1994), An alternative explanation for the negative bias is mis-
and Chiswick and Miller (1995) analyze these issues f@[assification error in the language variable. With categori-
various countries. Most of these studies conclude that 1a8y yariables based on subjective evaluations such as self-
guage pro_f|C|ency is positively relf_:lted to educgtl_on 'ev?éported speaking fluency, there are two types of
and negatively related to age at arrival, and that it improvgsisciassification errors: errors that are purely random and
substantially with the time spent in the host country. Mor‘?hdependent over time, and, errors that are time persistent,

over, the empirical studies have almost unanimously foufjdl e sense that certain individuals always have the same

that language efficiency has a positive effect on eaminggengency to over- or under-report. Using cross-sectional

data only, these two types of misclassification cannot be

on cross-sectional data. It typically uses self-reported Iaﬁ'i'sentangled. For example, Hausman et al. (1998) model job
guage ability as a measure for language proficiency, bu nges, and they mention recall error and misunderstand-

If-reported variable on lan roficiency is likel . . . p
self-reported va ab € on language proficiency 1s likely tl%g of survey questions as potential sources of misclassifi-
suffer from misclassification errors. Individuals may over-

. . ) tion. Whereas the first may lead to errors that are inde-
or under-evaluate their language fluency. This misclassifi- ; .
: : . . endent over time, the latter may largely reflect a time-
cation may bias the parameter estimates in models for the

determinants of language proficiency, because these mo(?eqrsastent characteristic of certain respondents. In the cross-

are typically nonlinear models for discrete dependent va ectional study of Hausman et al. (1998), the distinction

ables. Hausman, Abrevaya, and Scott-Morton (1998) de etween these two types of errors is unidentified. For panel
onstrate that even small probabilities of misclassificatidffte Nowever, misclassification errors that are independent

may lead to substantially biased parameter estimates iQugr time and thos_e that are “”?e per5|_stent are_|dent|f|ed.
(binary) probit model he methodological contribution of this paper is that we
To study the relationship between earnings and Iangua'%syelc’p a panel data model that explicitly takes account of
most of the studies just cited use ordinary least squatd§ Sources of the OLS bias just discussed. The model
(OLS) in which the earnings variable is regressed on a sefG@NSISts of two equations: an ordered response equation for
human capital variables and on (an) indicator variable(s) f"guage proficiency, and an earnings equation in which
language proficiency is one of the explanatory variables. We
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correlated random individual effects in the two equation,613 men who provide information on self-assessed lan-
Here, we use flexible, bivariate nonparametric specificguage fluency. Due to missing information on explanatory
tions, following Heckman and Singer (1984). variables, 83 of these could not be used in the analysis,
We apply our model to male immigrants in (West) Gelleaving 1,530 observations in the first wave. Due to attrition,
many, using panel data for 1984-1993, with information dhe panel is unbalanced. Approximately 15% of the obser-
speaking fluency in seven waves. Both the variation withirations are lost between waves 1 and 2. Attrition is smaller
individuals in the panel data and the rich set of backgrouid later waves. The numbers of observations used for the
variables available in the survey have given us a privilegathalysis are 1,530 in 1984; 1,299 in 1985; 1,237 in 1986;
position from which to estimate a richer model of th&,210 in 1987; 1,069 in 1989; 1,024 in 1191; and 958 in
relationship between language and earnings than previd@93.
studies. We use the standard regressors in these models to model
By comparing different specifications, we determine tHanguage proficiency.The years-since-migration variable
consequences of both types of bias separately. Apart frpicks up the effect of exposure to the host country’s lan-
random individual effects reflecting unobserved heterogguage. We include the year of entry to incorporate potential
neity, both equations in our model also contain residudifferences between groups of migrants who came to Ger-
error terms. If the residual error terms in the two equatiomsany in different years. We also include age at entry and
are assumed to be uncorrelated, the model is identifiedal years of education, as well as dummy variables indi-
without exclusion restrictions. Our most general specificaating the immigrants’ nationality (Turkish, Yugoslavian,
tion allows for correlation of these residual error terms iGreek, Italian, or Spanish). In all these countries, German is
the two equations. For nonparametric identification of theeither the dominant language nor the first foreign language
earnings equation in this specification, we need instrumemdsight at school. It is therefore likely that the individuals in
in the speaking fluency equation which do not directly affeotur sample spoke little or no German upon immigration.
wages. Here, we draw on the rich set of background vari-In addition, we include several dummy variables that refer to
ables available in our survey. the education level of the immigrant’s father. This information
Our results indicate that the OLS bias on the effect @ drawn from the third wave of the panel, which contains
speaking fluency on earnings is significant and substantiaformation on several parental characteristics. Definitions and
We establish both a positive bias due to correlated unafummary statistics of all the independent variables we use are
served heterogeneity, and a negative bias due to misclaggiplayed in table Al in appendix A.
fication errors. All our estimates of the effect of speaking Our earnings variable is the natural logarithm of gross
fluency on earnings are positive, and our largest estimaterignthly earnings. In the earnings regressions, we include
approximately eight times larger than the smallest one. only individuals who are in full-time employment during
The paper is organized as follows. Section Il presents ttfee month to which the earnings information refers.
data. Section Il presents the model for language ability andTable 1 presents bivariate frequency distributions of self-
earnings. Section IV discusses the empirical results, amgported speaking fluency in consecutive years for the first
section V concludes. four waves. The nondiagonal cells refer to changes in
. Data reported speaking fluency. There are many transitions from
good to intermediate, from intermediate to bad or very bad,
The data we use is drawn from the German Sociahd so on. Although some deterioration of speaking fluency
Economic Panel (GSOEP), an annual panel that startedsdrin principle possible, the large number of below-diagonal
19841 We use the boost subsample of the GSOEP consigbservations strongly suggests that the self-reported lan-
ing of households with a foreign-born head who immigrategliage ability measure suffers from misclassification errors
to West Germany from Turkey, Yugoslavia, Italy, Greece, d¢ihat vary over time.
Spain. The first wave of immigrants includes approximately Table 2 summarizes the changes in the speaking fluency
1,500 households. All adults in this sample answer quesriable (treated as a cardinal variable with values 1, 2, 3, 4,
tions about their economic behavior, as well as about theind 5) between two consecutive years, again for the first
economic and social integration. We use the seven wavfesr waves. These numbers illustrate the magnitude of
(1984-1987, 1989, 1991, and 1993) in which questions pntential misclassification in this type of data. The distribu-
language fluency are included. Language information is ri@n of the changes is nearly symmetric, with similar num-
reported in the 1988, 1990, and 1992 surveys. bers of deteriorations and improvements. Overall, about
Speaking fluency is reported on a five-point scale, wii/% of individuals do not report any changes, and 19%
possible answers “very bad” (1), “bad” (2), “intermediatefeport a deterioration by one category and 2.2% by more
(3), “good” (4), and “very good” (5). In our analysis, wethan one category. The large number of respondents whose
consider males only. The first wave of the sample includsslf-reported fluency deteriorates suggests that many are

1See Wagner, Burkhauser, and Behringer (1993) for details on thé Chiswick and Miller (1995) provide a systematic discussion of the
GSOEP. determinants of language fluency.
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TaBLE 1.—QROSSTABULATIONS OF REPORTEDSPEAKING FLUENCY, 1984-1987  fluency during the first year(s) after their arrival in the host

1 2 3 4 5 Total country. This would lead to a negative relationship between

vertical: 1984: horizontal: 1985 t_he probgblllty_ of mlsc_lassmcatlon and years since migra-

tion. To investigate this, we also present the classification

% ‘71 83 6‘; 1% 11 11882 changes separate_ly for those_with years since migrat_ion
3 3 78 253 137 14 485 above and including the median, and below the median
‘51 c1> 2; 1?3 2&?? 1{?3 ;1359 (which is fifteen years). Results are displayed in the last two
Total 15 197 450 473 184 1310 Tows of table 2. They do not suggest that the number of

misclassifications falls with years since migration. If any-

vertical: 1985; horizontal: 1986 thing, the opposite seems to be true: the number of people

1 4 6 3 1 0 14 who report a deterioration of speaking fluency is larger
g f gg 2% 1082 1% 1470‘:3 among those with years of residence above the median than
4 0 8 120 259 47 434  among the more recent arrivals. The reason that we do not
5 1 1 8 62 95 167 find any evidence of evaluation problems of more recent
fowl 12172 42r 432182 U9 immigrants may be that this effect exists only shortly after
vertical: 1986; horizontal: 1987 immigration, and our sample contains hardly any recent
1 4 6 1 2 0 13 immigrants.
2 3 95 61 8 1 168 In addition to the potential misclassification errors re-
3 9 % & 8 22 vealed by the tables, some people may persistently over- or
5 0 0 9 57 92 158 under-report their language ability. For example, a respon-
Total 8 159 422 448 143 1180  dent who always reports “good” may indeed always have
1: very bad; 2: bad; 3: intermediate; 4: good; 5: very good. good proficiency. He may also be on an “intermediate” level
either too optimistic in the first year, or too pessimistic ignly, a’?d pers_lg,ten_tly over-report. This type of time persis-
the second year. tent m_|scla55|f|cat|on error is not shown by the cross-
The total variance in the language indicator (on tH&Pulations.
cardinal 1-to-5 scale, all years) is 0.891. This overall vari- [ll.  The Model

ance can be decomposed in a within-individual variance of . . e
0.253, and a between-individual variance of 0.638. To In section Il, we demonstrateq that mlsc_la55|f|cat|on in
illustrate the potential importance of misclassification, ag-(fa I{Hf?/\(/)i{:]?r?-ilggi%? daugael \\ig:lizlﬁfns ilr? tsmgs\;gﬂg?)ll'el?sfgité r::)ost
sume that all reported deterioration is misclassification, th%tlsclassification The cross-tabulations do not helb to detect
misclassification errorg, are nonnegatively correlated ovel" ' . e . P
time with a time independent variance, and that the distfl-Second source of misclassification (time-persistent over-
bution of uy — u;_; is symmetric arouﬁd zero. Then theorunder-evaluanon of th_e true If'mgqage prof|C|er_1cy),wh|ch
variance oftthe rT;éasurement error satis¥iés,) — P(y, — may add to the overall misclassification problem in our data.
Vi-1 = —1), wherey, is observed speaking fluen?:iﬁa;ble In _th_|s section, we first de_velop a panel da_ta model
2 gives an estimate for this lower bound on the variance ¥pla|n|ng self-reporte_d_spegkmg fluency on a dls_c_rete_ or-
the measurement error &y, — v, = —1) = 0.214 inal scale that explicitly incorporates misclassification
t t*l —_— - . . T

Thus, under the assumption that deterioration is impossib?é?pap'“t'es' The panel Qata hature of th? modgl_allc_)ws us
and some auxiliary assumptions, most of the within-ind® d|st|ngm__<,h bet\/_v(_een_ time-persistent mls_,classmcatlon er-
viduals variance, and at least 24% of the total variance, &> and misclassification errors _that are mdepgndent over
explained by me'asurement error 'time, the two types of classification errors previously dis-

A possible explanation of misciassification might be th ssed. We c_hoose a flexible but neverth_eless t.rgcte}ble way
immigrants have problems in evaluating their speaki aa parameterize these two sources of misclassification. We

so allow for individual specific heterogeneity, which will
_ _ be captured by a nonparametric mass point distribution.

CZ\T(T SSS;J”:‘pgog\j( lf‘“f' Ehe)bfge‘é;qlrj“"i 'l;nN‘YU;) S :Vgi(t& - We then combine this model with a wage equation that is
U= -1)=P(y - Y= —1). T ‘ used to determine the effect of speaking fluency on wages.

TABLE 2.—CATEGORY CHANGES BY YEARS SINCE MIGRATION, 1984—-1987

Deterioration Improvement
Changes -4 -3 -2 -1 0 1 2 3 4
All respondents 0.03 0.14 2.03 19.19 57.42 19.00 2.03 0.14 0.03
Years since migration less than 15 0.05 0.05 2.42 18.59 59.50 17.63 1.56 0.15 0.05
Years since migration at least 15 0.06 0.29 4.39 20.04 54.77 20.68 2.58 0.12 0.00

All numbers are percentages, pooled over the pairs of waves 1984-1985, 1985-1986, and 1986-1987. Observations with years since migrat®nll@8s tdsérvations with years since migration at least
15: 1707. Years since migration is measured at the time of the first of the two waves.
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Correlation between the unobserved heterogeneity terms in thén the model with misclassification errors, we distinguish
two equations is allowed for by a bivariate mass point distthetween the reported categary and the true categorg;;.
bution. The model allows us to study the bias due to correlat€He latter is defined by the latent index function (2). The
unobserved heterogeneity as well as measurement (thatingk betweeny; and z; is modeled generalizing existing
misclassification) error in estimates of language proficiency amodels in the literature that explicitly allow for misclassi-
earnings. The most general version of this model also allofisation errors, such as in Lee and Porter (1984), Hausman
for correlation in the residual error terms. et al. (1998) and Douglas, Smith Conway, and Ferrier
(1995). The former two studies distinguish only two re-
A. An Ordered Response Model with Time-Independent aggmes, and thus work with two misclassification probabili-
Time-Persistent Misclassification ties (the probability that the second regime is observed

Speaking fl is ob q dinal le with fi iven that the first is true and vice versa), which are both
peaking fluency s observed on an ordinal scale With fiig, » 104 a5 fixed parameters independent of everything else.

categories. Because .of the small nymber of observationﬁjguglas, Smith Conway, and Ferrier (1995) work with three

}he :extzemedcaStegozlgs! we cct)mb|r}ed !%veﬁ. l_an(i 2 3{6 dered) regimes, but they impose the restriction that two

“ier:{tifme diz?e" (y-’ r_e ;1)'”'22 dc‘,:aoeogdc,),rl(;a_s_ g) y\;/(h;rei |)s misclassification probabilities are equal to zero, leaving
ST 9 A them with four additional parameters to be estimated.

the individual and the time period. In the sequel, we will All three studies analyze cross-sectional models that do
usey;, for the observed variables anzg for the underlying I . ) ! X X
not distinguish between time-varying and time-persistent

true categorical variables. But first we present the standard o . . . o
. ) . misclassification error. Our interpretation of misclassifica-
random-effects ordered probit model, in whighandy;, .. =~ . ) ,
tion is essentially the same: we assume that there is some

coincide: (unobserved) “true” classification scale and a true (unob-
vE = XiB + o + e, (1) served) continuous scoyg. Together with the fixed cutoff
pointsm; andm,,* this determines what someone’s evalu-
zo=j if mo<yi<m, j=1,2,3, (2) ation on a discrete scale should look like, that g,
Misclassification then implies that the reported fluengy
€, i.i.d. N(O,o?), (3) differs from the true fluency;. Following the three studies
just referred to, we assume that the probabilities of misclas-
o, i.i.d. N(O,c?), (4) sificationp;x = P[yi = K|zi = j] (k # j) depend on only
k and j, and (conditional on these) not on respondent
€, «; and X, independent. (5) characteristics. This is a common assumption in this type of

model, which is restrictive, but necessary for identification
Here x;; denotes the vector of explanatory variablesyithout relying on functional form assumptions, and with-

including a constant. Some of thg are constant over time gyt additional information orz; (such as an alternative,
(country-of-origin dummies, year of entry, age at entryppjective measurement of language proficiency).
others vary over time (years of education, family composi- The difference from the existing cross-sectional studies is
tion and marital status, years since migration), but not mugkpt, in the panel data context, not only the probabilities of
or in a systematic way (years since migration, for examplepisciassification in one specific period play a role, but also
Due to the lack of time variation iRy, the data do not allow {he correlation between classifications in different time

for estimating fixed-effects models or random-effects Mogerigds of the same respondent. The two extreme assump-
els in which the individual effects; are correlated witli..  tions would be:

We do, however, relax the normality assumption @n
Following Heckman and Singer (1984), we replace equation s Time independence: Whether a given respondent mis-
(4) by the assumption that; follows a discrete distribution classifies in one period is independent of whether he

with M mass points: misclassifies in any other period.
e Persistence: A respondent who over-reports (or under-
reports) once will always tend to over-report (or under-

The error terme; is i.i.d. white noise reflecting random report).
variation in speaking fluency. In a model without explicit . . .
misclassification errors, this term picks up measurementOUr model captures both of these extremes in a parsimoni-
errors that are independent over time. If misclassificati@ys Way, and lets the data decide which one is more relevant.
errors are explicitly incorporated, there is less scope forr approach is based on the following assumptions.
meaningful interpretation oé;;, and we would expect its

impact (that isg.) to be smaller. By means of normaliza “In a cross-sectional context, we have also looked at models that relax
ti th t b d t _ -0 the assumption that the thresholds are the same for all individuals. This did
lon, the category bounds are setrfg = —o, my = 0, not change the conclusions about the importance of the misclassification
m, = 10, andmg = oo, probabilities. See Dustmann and van Soest (2000).

Ploy =ad=po k=1,...,M. (6)
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e We identify four subpopulations: those who nevetri,)p3,. The probability that this happens in one wave is
misclassify ((0,0), fractionryg); those who sometimes given by (o + m11) P21. If (7710 + 711) = 1, the two-wave
under-report but never over-report ((1,0); fraction); probability is the product of the two one-wave probabilities,
those who over-report but never under-report ((0,1and the misclassification events in the two waves are inde-
fraction mg1); and those who under- as well as overpendent. Ifp,; = 1, someone whose fluency is at an
report ((1,1), fractionmy, = 1 — mgy — w1 — ™).  intermediate level and who once reports “bad” fluency will

e The distributions ok, «;, ande;; are the same in eachalways report bad fluency as long as the true fluency
of the four subpopulations. remains at the intermediate level. Thus, in this case, mis-

e Given the subpopulation and conditional on the truglassification is time persistent. For other values of the
speaking fluencies Z;), misclassification events inparameters, intermediate positive correlation structures are
different periods are mutually independent and indebtained. Negative correlation is not possible and is not
pendent of the;. plausible in the current context.

e The probabilities of under-reporting in the subpopula- The panel is unbalanced. We assume that whether informa-
tions (1,0) and (1,1) do not depend band are given tion on individuali is available in wave or not is independent
by p21 = Plyi = 1z = 2], psr = P[yit = 1|zx = Of{e, t=1,...,T}and . This implies that we do not allow
3], andps, = Py = 2|z, = 3]. for sample selection bias or attrition bias.

e The probabilities of over-reporting for the subpopula- The model can be estimated by maximum likelihood. The
tions (0,1) and (1,1) do not depend band are given assumptions just given imply that computing the likelihood
by piz = P[Vit = 2|z = 1], p1s = P[yi = 3|z; = contribution for each individual requires numerical integra-
1], andpas = Plyi = 3z = 2]. tion in one dimension if the specification with normally

distributed individual effects in equation (4) is used, as in

These assumptions imply, for example, that the probabihe binary response case of Butler and Moffitt (1982). If the

ity that an individual in subpopulation (1,0) withy = z, = discrete distribution in equation (6) is used instead, no
2 gives answery;; = 1 andyj; = 2 is given byp,i(1 —  numerical integration is required.

p»1). For someone in subpopulation (1,1), this probability is

p-1(1 — po1 — p23). For the other subpopulations, theB. Speaking Fluency and Earnings

probability is zero because these subpopulations nevel:l_O analyze how speaking fluency affects earnings of

under-report. Probabilities that are not conditional ugen i K dd the followi ¢ laini
can be written as weighted means of the probabilities giv%lq -me WOrKers, we a € following equation explaining

above, weighting with the probability distribution of tkg 0g monthly earningsv:

These probabilities still take the subpopulation as given,,,, _ . /pw * W o_w

however. In practice, we do not observe in which subpopu- = XiP™ Y o e (7)

lation the respondents are. Likelihood contributions are e have included the underlying latent speaking fluency

therefore obtained by taking the weighted mean of tRheirriable,y?, instead of the discrete variables, or y;;,. We

probabilities for the subpopulations, using the probabilitiqRink thaty% better reflects the impact of speaking fluency

oo, Tow, Mo andmy; as weights. on earnings, which should not depend upon the categories
Obviously, this is not the only way to model misclassifithat were used in the questionnaire.

cation explicitly. Compared to other ways, however, our As before, we assume that all errors are mean zero, and

model, has the advantage that it is parsimonious (misclage neither allow for correlation between individual effects

sification is modelled using nine parameters:giXj, K = and idiosyncratic errors nor for correlation between the

1, 2, 3,j # k) andrqq, o1 andiryg), but still comprises the error terms and the;,:

two extreme cases of time-independent and time-persistent

misclassification. The former is obtainedrf, = 1; in this €1, o' and X, independent. (8)

case, conditional upon the values of true speaking fluencg

2., events of misclassification are independent over timgo" the individual heterogeneity terms', we again use a
The latter is obtained if, for examplpg; = ps; = 1. In this Heckman-Singer specification. We dlstm_gwsh twcv)V cases:
case, a fractiont,, + ;) always reports “bad” speaking. Uncorrelated unobserved heterogeneity &nd o' are
fluency whatever their real speaking fluency. independent).
In general, our model allows for any correlation between
misclgassification in two different timeyperiods (conditional Pl(ei, &) = (e, am] = pip I m=1,..., M.
upon true speaking fluency). For example, the probability (9)
that someone is fluent on an intermediate level in both time
periods and reports bad fluency twice is given iy + Correlated unobserved heterogeneity énd «;" are not
necessarily independent):

5 Examples and the FORTRAN code with all the likelihood contribu
tions are available upon request from the second author. Pl(ai, @) = (o, )] =P k=1,...,K. (10)
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According to equation (9), the bivariate distribution ofmmigrants in our sample, however, are first-generation
(aj, @) hasM?2 mass points, obtained by combining thémmigrants, with their parents typically residing in the
mass points of the two marginal distributions. On the othbome countries. Migration is very likely to cut links with
hand, equation (10) allows foK arbitrary mass points. parental networks. On the other hand, there may still be
Equation (9) is a special case of (10Kif= M2. The results family-specific unobservable effects that are transmitted
we present are based upkn= 9 andM = 3. Comparing between generations and that may invalidate the exclusion
the results with equation (9) imposed with those imposingstriction. Because we also condition on the respondent’s
(10) shows how allowing for correlated (time-persistenwn education level, however, we do not expect this to be
unobserved heterogeneity in speaking fluency and earnirgiarge problem. In the restricted models, exclusion restric-
equations affects the estimated impact of language fluertiyns are not necessary for identification. To make the
on earnings. results comparable, however, we impose the exclusion re-

If the explicit misclassification errors included in thestrictions in the restricted models as well.
speaking fluency model are the only source of measuremento summarize, our model encompasses both correlated
error, measurement error is automatically accounted for bgobserved heterogeneity and misclassification and mea-
including y% as a right-hand variable. In this case, thereurement errors. Unobserved heterogeneity is included
seems to be no reason to allow for correlation between ttieough the random individual effects. It induces a bias on
idiosyncratic errorsg;; andeji. Comparing the results of thethe OLS estimate of speaking fluency in the earnings equa-
model in which these misclassification errors are and are nioih that has the same sign as the correlation coefficient. As
included shows how they affect the estimates of the impaetplained in section |, there are economic arguments for a
of language fluency on earnings. positive (Borjas, 1994) as well as for a negative (Willis &

If our stylized model of misclassification errors does ndRosen, 1979) sign of the correlation coefficient and the bias.
encompass all time-varying measurement error in observEge data will have to show which of the two is relevant.
speaking fluency, them; may still contain measurement On the other hand, misclassification errors and measure-
error. This would mean thatj; suffers from measurementment errors always lead to a negative bias on the OLS
error. Following the standard argument in linear regressiestimate. These are incorporated in the most general version
models, and assuming that > 0, this would lead to a of our model in three ways: time-independent misclassifi-
negative correlation betweesf ande;. cation, time-persistent misclassification, and correlation be-

Therefore, in the most general version of our model, weveen the residual erroks; andey. It is not a priori clear
also allow for correlation betweetff ande;. We assume which of the three is most important for the bias; the
that empirical analysis has to determine this.

w — w

E(€|telt) po-eo-e . (11) |V Results
We estimate models in whighis an unknown parameter, as
well as models in whiclp is set equal to zero.

The model that imposes equation (9) gnek 0 implies
thaty?%, the true (unobserved) speaking fluency on a-co
tinuous scale, is strictly exogenous in the wage equatid?m
Even in this case we cannot estimate the wage equation
separately, becausg is not observed. Using equation (10A. Results Speaking Fluency
instead of (9) relaxes the exogeneity assumption through th
individual effects. Allowing for a nonzerg relaxes this
assumption further.

We first present the results for the speaking fluency

equation. We then discuss the estimates of the earnings
ﬁquation in the simultaneous model for speaking fluency

d earnings.

TWe have estimated a large variety of specifications: with
linear and nonlinear effects of year of entry and years since
Without exclusion restrictions, the general model Witﬁ“gg_atggts\gm nig‘ilgvétsh?g;t%ﬁplgtdtlmti_lr?gf,ﬁ;rfdg-nsttr%_
correlated individual effects and correlated error terms persi : meation, With y distr
uted random effects and with Heckman-Singer type random

speaking fluency and wage equations is not identfiedr e .
identification, we need to exclude variables from the ear fiects. F.OW selected spemﬂcaﬂqns are presented in table 3.
ey all incorporate Heckman-Singer type random effects,

ings equation that are in the speaking fluency equation. ased upon the discrete distribution in equation (6), with

identification mainly relies on the father’s education lev © mass points. In terms of aoodness of fit. the models
and we assume that the father’s education level has no dire ass p : 9 ’
ith this type of random effects performed better than the

effect on earnings. One reason why this assumption hA . o
been criticized in the wage literature is that networking b, ogslsofwrl]gré dr(]etl)sfnllgg)é (tchStgitrJ#i}Z? J?t?ﬂggseg?iﬁé E?ﬁgr
the father may help the child’s earnings prospects. Tparameters

e _— . _ . The first two specifications in table 3 (models 1 and 2) are
This is easy to see by substituting equation (1) in (7). The model I% dard | d del ith d ff ith
linear because/’, is included and not, so that functional form or Standard panel data models with random eftects, with no
distributional assumptions do not help. explicit misclassification errors. The first comes closest to
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TABLE 3.—ESTIMATION RESULTS SPEAKING FLUENCY

Model 1 Model 2 Model 3 Model 4

Coef StdE Coef StdE Coef StdE Coef StdE
Constant —1.386 1.042 —9.622 3.095 -10.811 3.004 —9.433 3.336
Year entry — — 0.090 0.040 0.087 0.038 0.081 0.051
Age entry -0.471 0.019 —0.449 0.019 —0.445 0.024 —-0.477 0.041
d turkish 0.612 0.577 0.161 0.605 0.118 0.558 -0.122 0.619
d yugos 4.642 0.618 4.379 0.638 4.226 0.613 4511 0.702
d greek 2.196 0.636 1.397 0.623 1.412 0.568 1.409 0.642
d italian 0.083 0.577 0.235 0.588 0.332 0.551 0.526 0.615
feducl?2 — — 0.781 0.447 0.787 0.411 0.761 0.458
feducl3 — — 2.162 0.476 2.221 0.442 2.193 0.490
feducl4 — — 4.489 0.958 4,719 0.860 4.878 0.973
feducl5 — — 4715 1.676 4.624 1.391 4.672 1.473
feducl6 — — 0.817 0.573 1.001 0.523 1.089 0.610
yrs s migr 0.120 0.019 0.159 0.026 0.157 0.026 0.165 0.028
yrs educ 0.790 0.075 0.735 0.083 0.740 0.079 0.732 0.089
married —0.455 0.369 —0.297 0.372 —0.075 0.337 —0.166 0.362
O 5.223 0.085 5.215 0.085 4.063 0.298 4.264 0.270
pl2 0.141 0.037 0.293 0.067
p13 0.016 0.011 0.029 0.020
p21 0.036 0.011 0.448 0.082
p23 0.084 0.029 0.114 0.044
p31 0.001 0.001 0.006 0.011
p32 0 — 0 —
o0 0.177 0.118
o1 0.700 —
10 0.123 0.038
p1 0.187 0.019 0.190 0.021 0.181 0.019 0.174 0.019
a; 20.961 0.631 20.688 0.646 20.502 0.867 20.881 1.117
p2 0.405 0.035 0.399 0.034 0.407 0.031 0.395 0.036
a» 12.593 0.476 12.892 0.498 13.236 0.636 13.193 0.865
ps 0.307 0.035 0.314 0.034 0.309 0.031 0.331 0.036
az 7.369 0.404 7.693 0.404 8.154 0.514 8.005 0.694
log lik —5261.30 —5242.65 -5220.90 —5204.11

the cross-sectional specifications in existing studies. Neithmrt more fluent than the other three groups. Differences
the year of entry nor the father’s education level dummiesnong individuals from the other three origin countries
are included. All these variables are included in model 2rurkish, Italian, and Spanish immigrants) are insignificant.
The final two specifications use the same explanatory vari-Years of education has a significant positive effect that is
ables as model 2, but explicitly allow for misclassificationsimilar in all specifications. The more highly educated speak
Model 3 allows for time-independent classification errorghe host country language more fluently than those with a

and model 4 also allows for time-persistent misclassificgyyer education level. This is in line with the existing
tion. Model 4 is the most general model; it encompasses té\%pirical evidence.

other three. In model 2, we include dummy variables for the educa-

Most of the estimates and significance levels of the slogg, |evel of the immigrant's father, and the year of entry
coefficients are robust across the four specifications, angh, Germany. A likelihood ratio test indicates that, overall,

also across alternative specifications that are not presenied | o is significantly better than model 1. The father's

Age at entry has a significant negative impact, as in other ; o . .
. . C . education level is significant, and speaking fluency in-
studies. There are two explanations for this. First, learning a

foreign language becomes more difficult with age, leadi eases V\.’ith the fathgr’s educationql degree. (The eX.CIUO.IEd
to slower acquisition of language capital among those w tegory S fathers with no educ_atlon.) .An explanatl_on IS
immigrate later in life. Second, older migrants have at immigrants from faml-lles with a higher .educatltl)nal
shorter payoff period on country-specific human capital, aR@ckground may be more likely to develop an interest in all
this creates a disincentive effect. those goods to which language proficiency gives access.
The country dummies reflect distance in culture anti€y may also grow up in a more open-minded environ-
language between home and host country. They also refl@&nt, which reduces barriers to contacts to foreign cultures
different degrees of self-selection from different origifeter in life. Furthermore, they have probably been more
countries. The base category consists of immigrants wigposed to foreign languages during their childhood.
Spanish origin. The estimates indicate that YugoslavianThe coefficient on the year of entry variable is signifi-
immigrants are more fluent than the other groups, ceteggntly positive in models 2, 3, and 4. Later cohorts of
paribus. Greek immigrants are less fluent than Yugoslaviaimmmigrants speak German more fluently, conditional upon
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years since migration, age at entry, country of origin, argtill, the likelihood value of model 4 is much higher than
so on’ that of models 2 and 8.

In all specifications, years since migration has a signifi- Some of thep; in model 4 seem quite large, suggesting
cant positive effect on language proficiency. Comparirthat probabilities of misreporting could be substantial for
models 1 and 2 shows that including the additional variabl#® groups with a tendency to over- or under-report. To
(in particular, year of entry) increases the estimated effecompare them with those in model 3, however, we should
The average marginal effect of one additional year ¢dok at marginal probabilities of misclassification, taking
residence on the probability of being fluent or very fluent igto account that we never observe to which of the three
0.5 percentage points and 0.7 percentage points accordingreups ((0,0), (0,1), or (1,0)) a respondent belongs. For
models 1 and 2, respectively. This is larger than the earli@xample, the probability that someone with bad fluency
finding of Dustmann (1994) for Germany, but still ratheteports fluency on an intermediate level is G:G@93 =
small compared to findings for other countrfes. 0.205 in model 4, compared to 0.141 in model 3. The

The introduction of additional variables also changes tiobability that a randomly drawn individual with bad
coefficients on the country-of-origin dummies. A possibluency in two waves reports fluency on an intermediate
reason is that the migration density of different origitevel twice is 0.780.293 = 0.059 in model 4, and 0.13%
countries changed over time, so that the country-of-origth026 in model 3. The probability that someone with
dummies and the year of entry are correlated. reasonable fluency under-reports in one wave is

Models 3 and 4 explicitly account for misclassificatio-123:0.448 = 0.055 for model 4, and 0.036 in model 3.
error. The differences between likelihood values of modeldie probability that this happens twice is 0.:Q3148 =
2, 3, and 4 show that this improves the fit of the model. %027 for model 4, and 0.036= 0.0013 for model 3. Thus,
model 3, the estimated misclassification probabilities ha@odel 4 implies larger misclassification probabilities than
small standard errors, indicating that they are estimatgtpdel 3.
rather precisely. This specification allows only for misclas- The estimate of. reflects the importance of the idiosyn
sification errors that are independent over time. The pro®atic shocks. As expected, this is reduced in models 3 and
abilities of over-reporting jp1» andp,3) are substantial, and 4, &s compared to models 1 and 2, in whichd¢helso pick
their confidence intervals do not contain z&fthe estimate UP time-independent misclassification errors. Still, the re-
for py, of 0.141 indicates that someone with bad speakifyiction in o, is small. Apparently, there is either more
fluency has a 14% probability of reporting reasonable flifiosyncratic noise than just misclassification errors, or our
ency in a given wave. The under-reporting probabitigy is stylized model for misclassification is not able to pick up all
smaller, but its confidence interval still excludes zero. THeISCIassification errors.
other three misclassification probabilities are closer to zero.The individual effectsq;, are assumed to follow a dis
In particular, the estimates imply that individuals with goo#fibution with four mass points. By means of normalization,
speaking fluency in German hardly ever misclassify. ~ ON€ mass point is set equal to zero. We have estimated

In model 4, the complete misclassification frameworfiodels with five mass points, but the estimated probability
introduced in the previous section is used. The estimatef8f the fifth mass point s close or equal to zero. The implied
w4 is zero. This implies that there are individuals wh§tandard deviations of the; are 5.98, 5.84, 5.75, and 5.81
sometimes over-report (70.0%) and individuals who som.models 1, 2, 3, and 4, respectively. Thus, the models with
times under-report (12.3%), but there is no evidence gxplicit misclassification probabilities imply a somewhat
individuals who under-report as well as over-report; 17.7§4naller role fora;. We would have expected that the
of all individuals would never under- or over-report. Thdme-persistent heterogeneity in terms c_>f mlscla_ssmcatlon
estimates of these group probabilitiess are not very behaV|or_ Wpuld reduce the_role of the time-persistent het-
precise, however. Although the model is identified in theor§09eneity inw;, but comparing models 3 and 4 shows that

it is hard to distinguish the individual effects;, and the IS is notthe case. ,
idiosyncratic errorsg;,, from them,s and thepy, in practice. To gain furth_er insight into t_he o_llffe_rences between't'he
four sets of estimates and the implications of the classifica-

. H H x
7 Controlling for country of origin may be important: in the Unitedtlon errors, we compute SOTe summar_y .statlstlcysipfz_it,
States, cohort effects are largely explained by changes in the countryadid yii. The mean value ofi; (over individuals and time

origin composition (Borjas, 1987). g;gods) is approximately 10.2 in models 1 and 2, and

8 For instance, Chiswick and Miller (1995) find for Australia the effec : . . P
of residence to range between 1 and 3.5 percentage points per y roximately 9.2 in models 3 and4The misclassification

depending on the country of origin. Chiswick (1997) finds an effect gdrobability estimates of models 3 and 4 imply that over-

about 2.6 percentage points per year for Israel, evaluated at ten yeargeqhorting is more likely than under-reporting. Thus, models

residence. For low-skilled workers in the United States, Chiswick (1991)

finds that an additional year of residence increases fluency by approxi-

mately three percentage points. 10 Again, a formalchi-squared test is not appropriate, due to the one-
9 Because these probabilities are by definition nonnegative, standaided nature of the alternative.

t-tests or likelihood ratio tests opy, = O are inappropriate (Shapiro, *'Note that the normalization of;, is the same in all models: the cutoff

1985). points are set to zero and ten.
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TABLE 4.—ESTIMATION RESULTS WAGE EQUATION

Model W1 Model W2 Model W3 Model W4

Coef StdE Coef StdE Coef StdE Coef StdE
Const wage 7.0846 0.0228 7.3224 0.0275 7.4149 0.0320 7.4205 0.0342
d turkish —-0.0220 0.0107 —-0.0370 0.0116 —0.0315 0.0132 —0.0251 0.0136
d yugos —0.0213 0.0113 —0.0124 0.0133 —0.0200 0.0157 —0.0411 0.0218
d greek 0.0021 0.0113 —-0.0184 0.0141 —0.0188 0.0158 —0.0263 0.0170
d italian 0.0214 0.0114 —0.0133 0.0123 0.0069 0.0139 0.0049 0.0152
0.01 yrs s migr 0.0766 0.0710 0.6076 0.0948 0.4882 0.1141 0.1634 0.2134
Exp 0.0319 0.0012 0.0241 0.0013 0.0241 0.0015 0.0266 0.0022
0.01 exp sq —0.0555 0.0022 —0.0457 0.0025 —0.0444 0.0027 —0.0443 0.0027
Yrs educ 0.0312 0.0014 0.0160 0.0019 0.0134 0.0023 0.0111 0.0028
Married 0.1025 0.0086 0.1141 0.0097 0.1143 0.0093 0.1188 0.0102
Year 85 —0.0279 0.0116 —0.0240 0.0108 —0.0229 0.0106 —0.0234 0.0105
Year 86 0.0251 0.0109 0.0221 0.0101 0.0236 0.0099 0.0228 0.0099
Year 87 0.0311 0.0107 0.0279 0.0096 0.0303 0.0093 0.0288 0.0094
Year 89 0.0987 0.0118 0.0877 0.0113 0.0908 0.0112 0.0886 0.0115
Year 91 0.1138 0.0133 0.1024 0.0125 0.1065 0.0126 0.1036 0.0132
Year 93 0.1167 0.0129 0.0985 0.0126 0.1042 0.0124 0.1008 0.0132
0.01 sp fl 0.3121 0.0458 0.0949 0.0695 0.2858 0.1248 0.8617 0.3627
o(ew) 0.1988 0.0012 0.1873 0.0010 0.1841 0.0010 0.1862 0.2433
p(e, ew) —0.2268 0.1337
o(aW)* 0.1728 0.1933 0.1955 0.1931
p(a, a")* 0.4519 0.6784 0.8878
log lik -5082.37 —4877.91 —4805.54 —4804.22

*o(a¥) andp(a, a¥) are computed from the estimates of the parameters in equation (9) (model W1) or equation (10) (models W2 through W4), given in table A2 in appendix A.

3 and 4 predict lower genuine speaking fluency than mod&le cannot identify cohort effects in the earnings equation
1 and 2 (that is, lower means gf; and z;) but, due to separately.
over-reporting, models 3 and 4 predict that, on average,Following the existing literature in this field, we do not
reported fluency ¥;;) exceeds true fluencyzg). The mar address potential selectivity bias because we use earnings of
ginal distribution of the reported speaking fluency variablenly full-time workers. We thus implicitly assume that
Yit, is similar for all models, and similar to that in the datawhether someone has a full-time job is independent of the
The estimated variance gf; is 90.5, 90.9, 82.7, and 87.6error terms in the model, conditional on the covariates.
in models 1 to 4, respectively. It is smaller in models 3 and The model is estimated with maximum likelihood, jointly
4 than in models 1 and 2, indicating that the misclassific@ith the speaking fluency equation. We use the same regressors
tion mechanism adds to the variance of the reported fluerjgy the fluency equation as in model 2 in table 3. Thus, all our
variable. wage equation estimates impose the same exclusion restric-
According to models 3 and 4, the distribution of the trugons: education-level dummies of the immigrant's father are
discrete speaking fluency varialig is different from that included in the speaking fluency equation but not in the wage
of the reported variabley;. In model 4, the marginal equation. We do not present the estimates of the speaking
probability that the true fluency is bad is 0.155, whereas th@ency equation when estimated jointly with the earnings

probability that bad fluency is reported is only 0.141. Thggyation, because these are very similar to those when the
probability that the true fluency is good is 0.470, and ﬂk_epeaking fluency equation is estimated alone.

probability that the respondent reports that his fluency iS|, taple 4, we present the estimation results for the earnings

good is 0.502. This again shows that over-reporting is MOg ation for four different specifications. In model W1, we use

likely than under-reporting. Similar results are found fofe gpecification of the speaking fluency equation that does not
model 3. In all models, the mean g} per time period and gy o, for misclassification errors (cf. model 2 in table 3).

the probability of good fluency (true or reported) gradua”bhdf'vidual heterogeneity is specified through equation (9),

Increase over time, due to the increasing sample averag&fiich does not allow for correlation between individual effects
years since migration. in the two equations. The idiosyncratic errogg,andej, are
assumed to be independent (thatpisz 0 in equation (11)).
Thus, this model corrects for neither correlated unobserved
In the earnings equation, we use the same regressordieterogeneity nor for measurement errors.
the existing literature. (See Chiswick and Miller (1995), for We find that speaking fluency has a positive and signifi-
example.) We include years of education, potential laboant effect on earnings. The estimated standard deviation of
market experience and its square, a marital status dummiy, across individuals in this model is 9.1, so the point
and country-of-origin dummies. All specifications includestimate of 0.31 implies that a one-standard-deviation in-
year dummies to account for macroeconomic effects. Berease ofy; leads to a wage increase of approximately 2.8
cause potential experience is driven by age and educatiparcentage points.

B. Results Earnings Equations
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In Model W2, we allow for correlated unobserved heteft/2). Allowance for more general measurement errors than
ogeneity, using equation (10) instead of (9). A likelihoothe misclassification errors in our framework further re-
ratio test suggests that this is a significant improvemeidices the negative bias, and thus leads to even higher
model W1 is rejected against model W2. The estimates @dtimates of the language effect (W4 versus W3). Overall,
model W2 imply a strong positive correlation betwegn the measurement error corrections are more important than
anda}, and the implied estimate for the correlation coeffithe correction for correlated unobserved heterogeneity, so
cient is 0.49%2 This positive correlation implies a positivethat the estimate in the most general model exceeds the
bias in the estimated effect of speaking fluency in modestimate that corrects for neither of the two sources of bias
W1, which is removed in model W2. As a consequence, t{@/4 versus W1).
effect of speaking fluency is smaller in model W2 than it is Most of the other coefficients vary less across the four
in model W1. The effect remains significantly positive, anspecifications, and are in line with the findings in the
an increase of; by one standard deviation leads to a riskterature. The experience pattern is quadratic and increasing
in earnings of 0.9 percentage points. These results confidring most of the career path. Married workers earn sig-
the conjecture by Borjas (1994): ignoring the presence wificantly more than their unmarried colleagues, and years
unobserved heterogeneity leads to an upward bias in tffeeducation have a strong positive impact on earnings.
estimated effect of speaking fluency on earnings. Only the effect of years since migration varies substantially

Model W2 has not taken any account of possible migcross specifications. It is always positive, but small and
classification in the language variable. In model W3, thesignificant in models W1 and W4, but larger and signifi-
misclassification probabilities are added to the speakingnt in models W2 and W3. Years since migration and
fluency equation (cf. model 4 in table 3). This removes trepeaking fluency are positively correlated. As a conse-
negative bias in the speaking fluency coefficient due ¢uence, a negative bias on the coefficient of speaking
time-persistent and time-independent misclassification. Aluency induces a positive bias on the coefficient of years
lowance for misclassification leads to an increase in tlséhce migration. A similar explanation can be given for the
estimated effect of language on earnings, compared (tess dramatic) changes in the country-of-origin effects
model W2. An increase of7 by one standard deviationacross specifications.

(8.45 according to this model) leads to a wage rise of 2.4%.

This is somewhat smaller than the estimate in model W1. V. Conclusions

Accordingly, these results indicate that the negative bias due

to misclassification and the positive bias due to unobservedr his paper contributes to the large and growing literature

heterogeneity are of similar magnitude, and almost cané&l the determinants of immigrants’ language proficiency,
out. and the effect of language fluency on earnings. We draw

In model W4, we relax the assumption thpdgg, e¥) = 0, attention to the fact that misclassification error in self-
and estimatep = p(e, €¥). (See equation (11).) Thereported language indicators, usually used as a fluency
estimate ofp is —0.23 and is significant at the 10% levelmeasure, is substantial. This may lead to biased estimates of
but not at the 5% level. The negative sign suggests thg@efficients in the language fluency equation, and of the
conditional on the way we have already accounted féffect of language fluency on earnings. In addition, we
misclassification in the language equatiep,still contains address the problem of correlated unobserved heterogeneity
measurement error. Allowance for a nonzero valuepof When estimating language and earnings equations.
leads to a substantial increase in the estimate of the impacMethodologically, we add to the literature on misclassi-
of speaking fluency on earnings: an increase’pby one fication errors in a discrete response setting. We generalize
standard deviation (8.47) rises wages by approximately 2® approach by Hausman et al. (1998) to a panel data
percentage points. This point estimate has a larger standépgtext. We combine a random-effects ordered response
error than the estimates in the more restrictive modef§odel with an explicit mechanism of misclassification prob-
however. abilities, in which we distinguish between time-varying and

The differences in the results of models W1 through \Wme-persistent misclassification. The panel nature of our
are in line with the biases predicted from econometriata makes it possible to identify the two different sources.
theory. They can also explain the differences between OLI8is distinction seems plausible when using responses that
and IV estimates in Chiswick and Miller (1995). Allowancedre based on a subjective scale, such as with evaluations of
for correlated unobserved heterogeneity takes away a p@figuage fluency. We develop a model that is characterized
itive bias, and thus reduces the estimated effect of speakiiga relatively small number of additional parameters, but
fluency (the difference between W2 and W1). Allowance fdievertheless encompasses the extreme cases of time-
misclassification error, on the other hand, takes awayll§lependent misclassification errors, and purely time-per-

negative bias, and thus increases the estimate (W3 vergigient misclassification errors. _
We demonstrate that self-reported measures of speaking

12 This is computed from the estimated distribution f, ("), givenin flu€ncy suffer from misclassification errors. In fact, most of
table A2 in appendix A. the within-individual variation, and approximately 25% of
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the total variation in the language response variable, tis the explanatory variables. Although this is a common
explained by measurement error. The estimation resultsasisumption in the misclassification literature, it would be
the language determination equation indicate that the pratesirable to test for this in future research. This is possible
abilities of over-reporting are larger than the probabilities d@f alternative (objective) ways of measuring language pro-
under-reporting. Some probabilities of under-reporting afigiency become available. Another crucial assumption in
virtually zero. We also find evidence of time-persistertur models concerns the exclusion restrictions. Although we
misclassification, that is, a positive correlation betwedrave reason to believe that our main instruments (the
misclassification events in different time periods. Neith&ducation level of the immigrant’s father) are appropriate in
the way misclassification is modeled, nor the assumedr context, testing the robustness of our results for alter-
distribution of the individual heterogeneity, has much effeg@tive instruments remains for future research.
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TaBLE A1.—DESCRIPTION AND SUMMARY STATISTICS FORWAVE 1

Code Mean StD Explanation
yrs s migr 17.722 5.817 Years of residence in Germany
age 41.234 10.769  Age
age entry 23.512 8.648 Age at entry
d turkish 0.317 0.465 Dummy; 1 if Turkish
d yugos 0.197 0.398 Dummy; 1 if Yugoslavian
d greek 0.139 0.346 Dummy; 1 if Greek
d italian 0.208 0.406 Dummy; 1 if Italian
d spanish 0.136 0.343 Dummy; 1 if Spanish
yrs edu 9.941 2.042 Years of schooling
mar 0.84 0.408 Dummy; 1 if married
n children 1.206 1.248 Number of children
feduc |1 0.226 0.418 Father no education
feducl2 0.332 0.471 Father primary education
feducl3 0.292 0.455 Father basic education
feducl 4 0.038 0.191 Father intermediate education
feducl5 0.005 0.073 Father secondary education
feduc | 6 0.104 0.305 Father education missing

TABLE A2.—DISTRIBUTION OF (i, ') IN MODELS W1-W4

Model W1 Model W2 Model W3 Model W4
Coef StdE Coef StdE Coef StdE Coef StdE

p1 0.3014 0.0195

P2 0.5555 0.0207

oy 17.1047 0.3945

an 8.6285 0.2568

pY 0.1975 0.0151

py 0.1359 0.0129

aof —0.3009 0.0064

oy 0.3019 0.0071

p1 0.0972 0.0131 0.0757 0.0135 0.0728 0.0131
P2 0.0096 0.0031 0.0087 0.0030 0.0082 0.0030
ps 0.1443 0.0162 0.0981 0.0147 0.0985 0.0148
Pa 0.0257 0.0058 0.0256 0.0058 0.0256 0.0059
Ps 0.0414 0.0082 0.0279 0.0066 0.0281 0.0065
Pe 0.3508 0.0209 0.3687 0.0243 0.3689 0.0245
p7 0.1108 0.0130 0.1150 0.0136 0.1154 0.0136
Ps 0.1177 0.0144 0.1378 0.0160 0.1395 0.0162
oy 15.9872 0.5146 11.0237 0.7183 11.3831 0.7296
an 17.8976 2.2235 13.0770 2.7147 13.1153 2.8539
a3 18.2689 0.5819 16.6731 0.9770 16.8821 0.9795
oy 10.0385 0.6005 6.6656 0.7729 6.7511 0.7846
as 19.5036 0.8707 9.5354 0.7742 9.8033 0.7748
e 9.5964 0.3414 6.0511 0.4760 6.2100 0.4795
a7 4.7356 0.3880 —1.1294 0.6457 —0.8950 0.6508
ag 9.3753 0.3980 9.6016 0.5861 9.6192 0.5911
aof —0.2482 0.0179 —0.3581 0.0226 —0.4205 0.0445
oy 0.7772 0.0325 0.7138 0.0364 0.6495 0.0607
of 0.0058 0.0180 —0.1350 0.0271 —0.2265 0.0630
ay —0.6685 0.0173 —0.7448 0.0182 -0.7778 0.0286
af 0.3063 0.0204 0.3276 0.0323 0.2798 0.0469
ag —0.0624 0.0126 —0.1485 0.0132 —0.1805 0.0245
of —0.2682 0.0133 -0.3210 0.0142 —0.3143 0.0160
ag 0.1733 0.0144 0.0761 0.0199 0.0252 0.0379

Parameters are defined in equation (9) (model W1) or equation (10) (models W2 through W4). See table 4 for parameters of interest.
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