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#### Abstract

In [17] the author considered a compound Markov renewal process $\left(\widetilde{S}_{N_{t}}\right)$ where $\left(\left(J_{n}, S_{n}\right)\right)$ and $\left(\left(\widetilde{J}_{n}, \widetilde{S}_{n}\right)\right)$ are suitable independent Markov additive processes such that $\left(S_{n}-S_{n-1}\right)$ are positive random variables, and $N_{t}=$ $\sum_{n \geq 1} 1_{S_{n} \leq t}$. In this paper we present the analogous results for a more general situation where we consider a unique Markov additive process $\left(\left(J_{n}, Z_{n}\right)\right)$ in place of $\left(\left(J_{n}, S_{n}\right)\right)$ and $\left(\left(\widetilde{J}_{n}, \widetilde{S}_{n}\right)\right)$, and $Z_{n}=\left(\widetilde{S}_{n}, S_{n}\right)$. Some further results are also presented; in particular we relate in terms of large deviations the sequence $\left(\left(\widetilde{S}_{n}, S_{n}\right)\right)$ and the process $\left(\left(\widetilde{S}_{N_{t}}, N_{t}\right)\right)$.


## 1 Introduction

In [17] the author proves large deviation results concerning compound Markov renewal processes $\left(\widetilde{S}_{N_{t}}\right)$ (see (5)), where $\left(\left(J_{n}, S_{n}\right)\right)$ and $\left(\left(\widetilde{J}_{n}, \widetilde{S}_{n}\right)\right)$ are suitable independent Markov additive processes; thus the jump sizes $\left(\widetilde{S}_{n}-\widetilde{S}_{n-1}\right)$ and the jump waiting times $\left(S_{n}-S_{n-1}\right)$ of $\left(\widetilde{S}_{N_{t}}\right)$ are independent. In particular some results concern some level crossing probabilities and their estimation by importance sampling. There are several works which relate large deviations and importance sampling for the estimation of rare events: some of them are cited in this paper (here the rare event is a level crossing) and further references can be found in the Introduction of [17].

[^0]In this paper we consider a more general model with a unique Markov additive process $\left(\left(J_{n}, Z_{n}\right)\right)$, where $Z_{n}=\left(\widetilde{S}_{n}, S_{n}\right)$. Roughly speaking $\left(\left(\widetilde{S}_{n}-\widetilde{S}_{n-1}, S_{n}-S_{n-1}\right)\right)$ is a sequence of conditionally independent random variables given $J=\left(J_{n}\right)$ and, for each $n \geq 1$, the conditional distribution of ( $\left.\widetilde{S}_{n}-\widetilde{S}_{n-1}, S_{n}-S_{n-1}\right)$ given $J$ depends on $\left(J_{n-1}, J_{n}\right)$ only; for a more detailed definition see subsection 2.1. We present the extension of the results in [17] adapted to this more general model. We also illustrate the relationship in terms of large deviations between the sequence $\left(\left(\widetilde{S}_{n}, S_{n}\right)\right)$ and the process $\left(\left(\widetilde{S}_{N_{t}}, N_{t}\right)\right)$, where $N_{t}=\sum_{n \geq 1} 1_{S_{n} \leq t}$ (see (5)).

The interest of this generalization is motivated by some recent works in the literature. Here we cite the following papers: [1] with a ruin model in insurance with dependence between claim sizes and claim intervals (see also [6] for a related model in queueing theory); [2] where $\left(\left(\widetilde{S}_{n}-\widetilde{S}_{n-1}, S_{n}-S_{n-1}\right)\right)$ is a sequence of i.i.d. random variables, and the joint distribution of $\left(\widetilde{S}_{1}, S_{1}\right)$ is modeled by a copula (see e.g. [14] and [18] as references on copulas).

If the jumps are upwards (namely each random variable $\widetilde{S}_{n}-\widetilde{S}_{n-1}$ is positive) there is a natural interpretation in insurance. Indeed, if the insurance company has an initial reserve $b$ and receives premiums linearly at rate $c>0,\left(\widetilde{S}_{N_{t}}-c t\right)$ and $\left(b+c t-\widetilde{S}_{N_{t}}\right)$ are called claim surplus process and risk reserve process respectively (see e.g. [4], page 1); moreover $\left(\widetilde{S}_{n}-\widetilde{S}_{n-1}\right)$ are the claim sizes, $\left(S_{n}-S_{n-1}\right)$ are the claim waiting times and the ruin of the company occurs when ( $\left.\widetilde{S}_{N_{t}}-c t\right)$ crosses the positive level $b$. The model presented in this paper generalizes other known models in the literature, as the renewal model and the Cramér-Lundberg model (see e.g. [12], page 22); the Cramér-Lundberg model is also known in the literature as the compound Poisson model (see e.g. [3], pages 111 and 280).

The outline of the paper is the following. Section 2 is devoted to recall preliminaries. Large deviation principles and the results on level crossing probabilities are presented in sections 3 and 4 respectively. Finally concluding remarks and further minor results are presented in section 5.

## 2 Preliminaries

### 2.1 Generalities on Markov additive processes

Set $E=\{1, \ldots, m\}$, let $J=\left(J_{n}\right)$ be a $E$ valued Markov chain and let $\left(p_{i j}\right)_{i, j \in E}$ be the transition matrix of $J$. Furthermore let $\left(Z_{n}\right)$ be a $\mathbb{R}^{2}$ valued sequence of random variables such that $Z_{0}=(0,0)$ and $\left(Z_{n}-Z_{n-1}\right)$ is a sequence of conditionally independent random variables given $J$; moreover, in general, the conditional distribution of $Z_{k}-Z_{k-1}$ given $J$ depends on $\left(J_{k-1}, J_{k}\right)$ only. In view of what follows we use the notation $Z_{n}=\left(\widetilde{S}_{n}, S_{n}\right)$; moreover we denote the conditional distribution of $Z_{k}-Z_{k-1}$ given $\left(J_{k-1}, J_{k}\right)=(i, j)$ by $H_{i j}$ and the corresponding moment generating function by $\widehat{H}_{i j}$.

As far as the terminology is concerned, $\left(\left(J_{n}, Z_{n}\right)\right)$ is a Markov additive process, $\left(J_{n}\right)$ is the environment and $\left(Z_{n}\right)$ is the additive part. A reference for the presentation above of Markov additive processes is [4] (chapter 2, section 5, page 40, discrete time case) where the additive part is real valued; anyway the presentation can be easily adapted to more general situations.

Assume that $J$ is irreducible. Then, for each fixed $(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2}$, we can consider the matrices $F(\widetilde{\alpha}, \alpha)=\left(F_{i j}(\widetilde{\alpha}, \alpha)\right)_{i, j \in E}$ defined by

$$
F_{i j}(\widetilde{\alpha}, \alpha)=\mathbb{E}\left[e^{\widetilde{\alpha} \widetilde{S}_{1}+\alpha S_{1}} 1_{J_{1}=j} \mid J_{0}=i\right] \quad(\forall i, j \in E)
$$

The entries of these matrices could be infinite if $(\widetilde{\alpha}, \alpha) \neq(0,0)$ (if $(\widetilde{\alpha}, \alpha)=(0,0)$ the entries are finite, indeed the matrix $F(0,0)$ coincides with the transition matrix of $J$ ) and the latter is equivalent to

$$
F_{i j}(\widetilde{\alpha}, \alpha)=\widehat{H}_{i j}(\widetilde{\alpha}, \alpha) p_{i j} \quad(\forall i, j \in E)
$$

Thus, as far as the family of the moment generating functions $\left(\widehat{H}_{i j}\right)$ is concerned, we remark that some pairs $(i, j)$ can be neglected; indeed we can restrict our attention on the pairs $(i, j)$ such that $p_{i j}>0$. Moreover, if we consider the $n$-th power $F^{n}(\widetilde{\alpha}, \alpha)=\left(\left(F^{n}\right)_{i j}(\widetilde{\alpha}, \alpha)\right)_{i, j \in E}$ of $F(\widetilde{\alpha}, \alpha)$, we have

$$
\left(F^{n}\right)_{i j}(\widetilde{\alpha}, \alpha)=\mathbb{E}\left[e^{\widetilde{\alpha} \widetilde{S}_{n}+\alpha S_{n}} 1_{J_{n}=j} \mid J_{0}=i\right] \quad(\forall i, j \in E)
$$

Finally let us consider the set

$$
\mathcal{D}:=\left\{(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2}: F_{i j}(\widetilde{\alpha}, \alpha)<\infty(\forall i, j \in E)\right\}
$$

and let $n \geq 1$ and $(\widetilde{\alpha}, \alpha) \in \mathcal{D}$ be arbitrarily fixed (we point out that $\mathcal{D}$ is not empty since $(0,0) \in \mathcal{D})$. Then we can say what follows.

- By the conditional independence of the increments of $\left(Z_{n}\right)$ given $J$ we have

$$
\begin{equation*}
\mathbb{E}\left[e^{\widetilde{\alpha} \widetilde{S}_{n}+\alpha S_{n}}\right]=\mathbb{E}\left[\mathbb{E}\left[e^{\widetilde{\alpha} \widetilde{S}_{n}+\alpha S_{n}} \mid J\right]\right]=\mathbb{E}\left[\prod_{k=1}^{n} \widehat{H}_{J_{k-1} J_{k}}(\widetilde{\alpha}, \alpha)\right] \tag{1}
\end{equation*}
$$

we point out that (1) holds for all $(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2}$.

- Perron Frobenius Theorem provides the existence of a simple and positive eigenvalue $e^{\Lambda(\widetilde{\alpha}, \alpha)}$ of the matrix $F(\widetilde{\alpha}, \alpha)$ equal to its spectral radius; moreover

$$
\sum_{j \in E}\left(F^{n}\right)_{i j}(\widetilde{\alpha}, \alpha) h_{j}(\widetilde{\alpha}, \alpha)=e^{n \Lambda(\widetilde{\alpha}, \alpha)} h_{i}(\widetilde{\alpha}, \alpha) \quad(\forall i \in E)
$$

where $\left(h_{i}(\widetilde{\alpha}, \alpha)\right)_{i \in E}$ is an eigenvector with positive components, unique up to a positive constant.

- Let us consider an arbitrarily fixed initial distribution of $J$ (namely an arbitrarily fixed distribution of $J_{0}$ ). Then we have

$$
\begin{gathered}
\mathbb{E}\left[e^{\widetilde{\alpha} \widetilde{S}_{n}+\alpha S_{n}}\right]=\sum_{i \in E} \mathbb{E}\left[e^{\widetilde{\alpha_{n}}+\alpha S_{n}} \mid J_{0}=i\right] P\left(J_{0}=i\right)= \\
=\sum_{i \in E}\left(\sum_{j \in E} \mathbb{E}\left[e^{\widetilde{\alpha} \widetilde{S}_{n}+\alpha S_{n}} 1_{J_{n}=j} \mid J_{0}=i\right]\right) P\left(J_{0}=i\right)=\sum_{i \in E}\left(\sum_{j \in E}\left(F^{n}\right)_{i j}(\widetilde{\alpha}, \alpha)\right) P\left(J_{0}=i\right),
\end{gathered}
$$

whence we obtain

$$
\frac{\sum_{i \in E} h_{i}(\widetilde{\alpha}, \alpha) P\left(J_{0}=i\right)}{\max _{j \in E} h_{j}(\widetilde{\alpha}, \alpha)} e^{n \Lambda(\widetilde{\alpha}, \alpha)} \leq \mathbb{E}\left[e^{\widetilde{\alpha} \widetilde{S}_{n}+\alpha S_{n}}\right] \leq \frac{\sum_{i \in E} h_{i}(\widetilde{\alpha}, \alpha) P\left(J_{0}=i\right)}{\min _{j \in E} h_{j}(\widetilde{\alpha}, \alpha)} e^{n \Lambda(\widetilde{\alpha}, \alpha)}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{E}\left[e^{\widetilde{\alpha} \widetilde{S}_{n}+\alpha S_{n}}\right]=\Lambda(\widetilde{\alpha}, \alpha) \tag{2}
\end{equation*}
$$

We point out that, if we set $\Lambda(\widetilde{\alpha}, \alpha)=\infty$ for $(\widetilde{\alpha}, \alpha) \notin \mathcal{D}$, (2) holds for all $(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2} ;$ moreover we have

$$
\mathcal{D}=\left\{(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2}: \Lambda(\widetilde{\alpha}, \alpha)<\infty\right\}
$$

### 2.2 A class of conjugate laws for Markov additive processes

In this subsection we present a class of conjugate laws $\left(P_{\widetilde{\alpha}, \alpha}\right)_{\widetilde{\alpha}, \alpha: \Lambda(\widetilde{\alpha}, \alpha)<\infty}$ defined as follows. For each fixed $(\widetilde{\alpha}, \alpha) \in \mathcal{D}$ we have that $P$ is absolutely continuous with respect to $P_{\widetilde{\alpha}, \alpha}$ on each finite time interval $\{0,1, \ldots, n\}$ and the corresponding density $\ell_{n}^{P, P_{\widetilde{\alpha}, \alpha}}$ is

$$
\begin{equation*}
\ell_{n}^{P, P_{\widetilde{\alpha}, \alpha}}=e^{-\left(\widetilde{\alpha} \widetilde{S}_{n}+\alpha S_{n}\right)+n \Lambda(\widetilde{\alpha}, \alpha)} \frac{h_{J_{0}}(\widetilde{\alpha}, \alpha)}{h_{J_{n}}(\widetilde{\alpha}, \alpha)} . \tag{3}
\end{equation*}
$$

Then (see e.g. Proposition 5.10 and Theorem 5.11 in [4], pages 44-45) $\left(\left(J_{n}, S_{n}\right)\right)$ is again a Markov additive process under each $P_{\widetilde{\alpha}, \alpha}$ with transition matrix $\left(p_{i j}^{(\widetilde{\alpha}, \alpha)}\right)_{i, j \in E}$ for $\left(J_{n}\right)$ defined by

$$
p_{i j}^{(\widetilde{\alpha}, \alpha)}:=\frac{F_{i j}(\widetilde{\alpha}, \alpha) h_{j}(\widetilde{\alpha}, \alpha)}{e^{\Lambda(\widetilde{\alpha}, \alpha)} h_{i}(\widetilde{\alpha}, \alpha)}
$$

and distributions $\left(H_{i j}^{(\widetilde{\alpha}, \alpha)}\right)$ (which play the role of $\left(H_{i j}\right)$ under $\left.P\right)$ defined by

$$
H_{i j}^{(\widetilde{\alpha}, \alpha)}(d \widetilde{y}, d y):=\frac{e^{\widetilde{\alpha} \tilde{y}+\alpha y}}{\widehat{H}_{i j}(\widetilde{\alpha}, \alpha)} H_{i j}(d \widetilde{y}, d y)
$$

Furthermore, by Proposition 4.1 and by the first part of Lemma 4.2 in [13] applied with respect to each $P_{\widetilde{\alpha}, \alpha}$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{Z_{n}}{n}=\nabla \Lambda(\widetilde{\alpha}, \alpha) \quad P_{\widetilde{\alpha}, \alpha} \text { a.s.; } \tag{4}
\end{equation*}
$$

see e.g. [19] (Theorem 3.6, page 123) for the first part of Lemma 4.2 in [13]. Finally we point out that $P_{0,0}=P$.

### 2.3 Compound Markov renewal processes and main hypotheses

The following hypothesis plays a crucial role in the construction of our process of interest:
(A1): the distributions $\left(H_{i j}\right)$ are concentrated on $\left.\mathbb{R} \times\right] 0, \infty[$.
Now let us point out some consequences of (A1). The sequence $\left(S_{n}\right)$ is (almost surely) increasing and the random variables $\left(S_{n}\right)$ can be seen as the jump times of a counting process $\left(N_{t}\right)$. More precisely from now on we set

$$
\begin{equation*}
N_{t}:=\sum_{n \geq 1} 1_{S_{n} \leq t} \text { and } \widetilde{S}_{N_{t}}:=\sum_{n=1}^{N_{t}} \widetilde{S}_{n} \tag{5}
\end{equation*}
$$

and $\left(\widetilde{S}_{N_{t}}\right)$ is called compound Markov renewal process.
We have a generalization of the renewal model. Indeed we have the renewal model if the distributions $H_{i j}$ are all the same product measure $\widetilde{H} \otimes H$ concentrated on $] 0, \infty[\times] 0, \infty[$ (as pointed out above we can restrict our attention on $i, j \in E$ such that $p_{i j}>0$ ): in such a case $\widetilde{H}$ is the common distribution of jump sizes and $H$ is the common distribution of jump waiting times. In particular we have the Cramér-Lundberg model (or the compound Poisson model) if $H$ is an exponential distribution.

For each fixed $\widetilde{\alpha} \in \mathbb{R}$ such that

$$
\begin{equation*}
\mathcal{D}_{\widetilde{\alpha}}:=\{\alpha \in \mathbb{R}: \Lambda(\widetilde{\alpha}, \alpha)<\infty\} \tag{6}
\end{equation*}
$$

is nonempty, the restriction of $\Lambda(\widetilde{\alpha}, \cdot)$ on $\mathcal{D}_{\widetilde{\alpha}}$ is an increasing function and we can consider the inverse function $[\Lambda(\widetilde{\alpha}, \cdot)]^{-1}$ of $\Lambda(\widetilde{\alpha}, \cdot)$.

Then we can present some further hypotheses which play crucial role in this paper; in particular we refer to the concept of essentially smooth function (see e.g. [10], Definition 2.3.5, page 44).
(A2): (A1) holds; for each $\widetilde{\alpha} \in \mathbb{R}$ we have $\mathcal{D}_{\widetilde{\alpha}} \neq \emptyset$ and $\Lambda(\widetilde{\alpha}, \cdot): \mathcal{D}_{\widetilde{\alpha}} \rightarrow \mathbb{R}$ is surjective; moreover let us consider the function $\Psi_{\Lambda}$ defined as follows

$$
\Psi_{\Lambda}(\widetilde{\alpha}, \alpha):=-[\Lambda(\widetilde{\alpha}, \cdot)]^{-1}(-\alpha)
$$

(A3): (A2) holds; we have

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \log \mathbb{E}\left[e^{\widetilde{\alpha} \widetilde{S}_{N_{t}}}\right]=\Psi_{\Lambda}(\widetilde{\alpha}, 0) \quad(\forall \widetilde{\alpha} \in \mathbb{R})
$$

$\Psi_{\Lambda}(\widetilde{\alpha}, 0)$ is finite in a neighbourhood of the origin $\widetilde{\alpha}=0$, essentially smooth and lower semicontinuous.
(A4): (A2) holds; we have

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \log \mathbb{E}\left[e^{\widetilde{\alpha} \widetilde{S}_{N_{t}}+\alpha N_{t}}\right]=\Psi_{\Lambda}(\widetilde{\alpha}, \alpha) \quad\left(\forall(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2}\right) ;
$$

$\Psi_{\Lambda}(\widetilde{\alpha}, \alpha)$ is finite in a neighbourhood of the origin $(\widetilde{\alpha}, \alpha)=(0,0)$, essentially smooth and lower semicontinuous.

It is useful to point out what follows. By the identity $\Lambda\left(\widetilde{\alpha},-\Psi_{\Lambda}(\widetilde{\alpha}, \alpha)\right)=-\alpha$ we have

$$
\left\{\begin{array}{l}
\frac{\partial \Lambda}{\partial \alpha}\left(\widetilde{\alpha},-\Psi_{\Lambda}(\widetilde{\alpha}, \alpha)\right)+\frac{\partial \Lambda}{\partial \alpha}\left(\widetilde{\alpha},-\Psi_{\Lambda}(\widetilde{\alpha}, \alpha)\right)\left(-\frac{\partial \Psi_{\Lambda}}{\partial \widetilde{\alpha}}(\widetilde{\alpha}, \alpha)\right)=0 \\
\frac{\partial \Lambda}{\partial \alpha}\left(\widetilde{\alpha},-\Psi_{\Lambda}(\widetilde{\alpha}, \alpha)\right)\left(-\frac{\partial \Psi_{\Lambda}}{\partial \alpha}(\widetilde{\alpha}, \alpha)\right)=-1
\end{array}\right.
$$

whence we obtain

$$
\left\{\begin{array}{l}
\frac{\partial \Psi_{\Lambda}}{\partial \widetilde{\alpha}}(\widetilde{\alpha}, \alpha)=\frac{\frac{\partial \Lambda}{\partial \alpha}\left(\widetilde{\alpha},-\Psi_{\Lambda}(\widetilde{\alpha}, \alpha)\right)}{\frac{\partial \Lambda}{\partial \alpha}\left(\widetilde{\alpha},-\Psi_{\Lambda}(\widetilde{\alpha}, \alpha)\right)}  \tag{7}\\
\frac{\partial \Psi_{\Lambda}}{\partial \alpha}(\widetilde{\alpha}, \alpha)=\frac{1}{\frac{\partial \Lambda}{\partial \alpha}\left(\widetilde{\alpha},-\Psi_{\Lambda}(\widetilde{\alpha}, \alpha)\right)}
\end{array} .\right.
$$

Then the next (almost sure) limit holds as a consequence of (4) and the motivations below:

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left(\frac{\widetilde{S}_{N_{t}}}{t}, \frac{N_{t}}{t}\right)=\left(\frac{\frac{\partial \Lambda}{\partial \alpha}(\widetilde{\alpha}, \alpha)}{\frac{\partial \Lambda}{\partial \alpha}(\widetilde{\alpha}, \alpha)}, \frac{1}{\frac{\partial \Lambda}{\partial \alpha}(\widetilde{\alpha}, \alpha)}\right)={ }^{(7)} \nabla \Psi_{\Lambda}(\widetilde{\alpha}, \alpha) P_{\widetilde{\alpha}, \alpha} \text { a.s.. } \tag{8}
\end{equation*}
$$

The limit of the second component follows from (4) together with the definition of $\left(N_{t}\right)$ in (5) and from a well known result in renewal theory (see e.g. [5], Ex. 2.3.10, page 310), while the limit of the first component follows from the limit of the second component and from $\frac{\widetilde{S}_{N_{t}}}{t}=\frac{\widetilde{S}_{N_{t}}}{N_{t}} \frac{N_{t}}{t}$ (by taking into account that $N_{t}$ diverges to $\infty$ as $t \rightarrow \infty$ and by (4)).

## 3 Large deviation principles

In this section we refer to the concept of large deviation principle (see e.g. [10], page $5)$. Throughout this paper we use shorthand LDP for large deviation principle.

The two following Propositions 3.1 and 3.2 are an immediate consequence of the hypotheses ((A3) and (A4) respectively) and of Gärtner Ellis Theorem.

Proposition 3.1. Assume (A3) holds. Then $\left(\frac{\widetilde{S}_{N_{t}}}{t}\right)$ satisfies the LDP with rate function $\left[\Psi_{\Lambda}(\cdot, 0)\right]^{*}$ defined by

$$
\left[\Psi_{\Lambda}(\cdot, 0)\right]^{*}(\widetilde{x})=\sup _{\widetilde{\alpha} \in \mathbb{R}}\left[\widetilde{\alpha} \widetilde{x}-\Psi_{\Lambda}(\widetilde{\alpha}, 0)\right] \quad(\forall \tilde{x} \in \mathbb{R})
$$

This means that $\left[\Psi_{\Lambda}(\cdot, 0)\right]^{*}: \mathbb{R} \rightarrow[0, \infty]$ is a lower semicontinuous function and we have

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} \frac{1}{t} \log P\left(\frac{\widetilde{S}_{N_{t}}}{t} \in O\right) \geq-\inf _{\widetilde{x} \in O}\left[\Psi_{\Lambda}(\cdot, 0)\right]^{*}(\widetilde{x}) \quad(\forall O \text { open }) \tag{9}
\end{equation*}
$$

and

$$
\limsup _{t \rightarrow \infty} \frac{1}{t} \log P\left(\frac{\widetilde{S}_{N_{t}}}{t} \in C\right) \leq-\inf _{\widetilde{x} \in C}\left[\Psi_{\Lambda}(\cdot, 0)\right]^{*}(\widetilde{x}) \quad(\forall C \text { closed })
$$

Proposition 3.2. Assume (A4) holds. Then $\left(\left(\frac{\widetilde{S}_{N_{t}}}{t}, \frac{N_{t}}{t}\right)\right)$ satisfies the LDP with rate function $\Psi_{\Lambda}^{*}$ defined by

$$
\Psi_{\Lambda}^{*}(\widetilde{x}, x)=\sup _{(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2}}\left[\widetilde{\alpha} \widetilde{x}+\alpha x-\Psi_{\Lambda}(\widetilde{\alpha}, \alpha)\right] \quad\left(\forall(\widetilde{x}, x) \in \mathbb{R}^{2}\right)
$$

This means that $\Psi_{\Lambda}^{*}: \mathbb{R}^{2} \rightarrow[0, \infty]$ is a lower semicontinuous function and we have

$$
\liminf _{t \rightarrow \infty} \frac{1}{t} \log P\left(\left(\frac{\widetilde{S}_{N_{t}}}{t}, \frac{N_{t}}{t}\right) \in O\right) \geq-\inf _{(\widetilde{x}, x) \in O} \Psi_{\Lambda}^{*}(\widetilde{x}, x) \quad(\forall O \text { open })
$$

and

$$
\limsup _{t \rightarrow \infty} \frac{1}{t} \log P\left(\left(\frac{\widetilde{S}_{N_{t}}}{t}, \frac{N_{t}}{t}\right) \in C\right) \leq-\operatorname{iinf}_{(\widetilde{x}, x) \in C} \Psi_{\Lambda}^{*}(\widetilde{x}, x) \quad(\forall C \text { closed })
$$

In the next Proposition 3.3 we assume (A4) holds and we provide an explicit expression of $\Psi_{\Lambda}^{*}(\widetilde{x}, x)$. If $x>0$ this expression agrees with the expression in [20] proved in a different way for a wide class of cases; the interest of the next proposition is motivated by the expression of $\Psi_{\Lambda}^{*}(\widetilde{x}, x)$ for $x=0$.

Proposition 3.3. Assume (A4) holds. Let $\Psi_{\Lambda}^{*}$ be the rate function in Proposition 3.2 and, for any $\widetilde{\alpha} \in \mathbb{R}$, let $\mathcal{D}_{\widetilde{\alpha}}$ be the set in (6). Then we have

$$
\Psi_{\Lambda}^{*}(\widetilde{x}, x)=\left\{\begin{array}{ll}
x \Lambda^{*}\left(\frac{\widetilde{x}}{x}, \frac{1}{x}\right) & \text { if } x>0  \tag{10}\\
\sup _{\tilde{\alpha} \in \mathbb{R}}\left(\widetilde{\alpha} \widetilde{x}+\sup \mathcal{D}_{\widetilde{\alpha}}\right] & \text { if } x=0 \\
\infty & \text { if } x<0
\end{array} .\right.
$$

Proof. Let $\tilde{x} \in \mathbb{R}$ be arbitrarily fixed and let us distinguish three cases concerning $x \in \mathbb{R}$.
Case $x>0$. We check two complementary inequalities. First of all we have

$$
\begin{gathered}
\Psi_{\Lambda}^{*}(\widetilde{x}, x)=\sup _{(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2}}\left[\widetilde{\alpha} \widetilde{x}+\alpha x-\Psi_{\Lambda}(\widetilde{\alpha}, \alpha)\right]= \\
=x \sup _{(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2}}\left[\widetilde{\alpha} \frac{\widetilde{x}}{x}-\Psi_{\Lambda}(\widetilde{\alpha}, \alpha) \cdot \frac{1}{x}+\alpha\right]=x \sup _{(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2}}\left[\widetilde{\alpha} \frac{\widetilde{x}}{x}-\Psi_{\Lambda}(\widetilde{\alpha}, \alpha) \cdot \frac{1}{x}-\Lambda\left(\widetilde{\alpha},-\Psi_{\Lambda}(\widetilde{\alpha}, \alpha)\right)\right]
\end{gathered}
$$

where the latter equality follows from the identity $\Lambda\left(\widetilde{\alpha},-\Psi_{\Lambda}(\widetilde{\alpha}, \alpha)\right)=-\alpha$ (which holds by construction). Thus the first inequality $\Psi_{\Lambda}^{*}(\widetilde{x}, x) \leq x \Lambda^{*}\left(\frac{\widetilde{x}}{x}, \frac{1}{x}\right)$ holds. In order to obtain the complementary inequality, let us consider a sequence ( $\left.\left(\widetilde{\alpha}_{n}, \beta_{n}\right)\right)$ such that

$$
\lim _{n \rightarrow \infty} \widetilde{\alpha}_{n} \frac{\tilde{x}}{x}+\beta_{n} \cdot \frac{1}{x}-\Lambda\left(\widetilde{\alpha}_{n}, \beta_{n}\right)=\Lambda^{*}\left(\frac{\tilde{x}}{x}, \frac{1}{x}\right) ;
$$

moreover let us set $\alpha_{n}=-\Lambda\left(\widetilde{\alpha}_{n}, \beta_{n}\right)$, which is equivalent to $\Psi_{\Lambda}\left(\widetilde{\alpha}_{n}, \alpha_{n}\right)=-\beta_{n}$. Then

$$
\begin{gathered}
\Psi_{\Lambda}^{*}(\widetilde{x}, x) \geq \widetilde{\alpha}_{n} \widetilde{x}+\alpha_{n} x-\Psi_{\Lambda}\left(\widetilde{\alpha}_{n}, \alpha_{n}\right)= \\
=x\left[\widetilde{\alpha}_{n} \frac{\widetilde{x}}{x}-\Psi_{\Lambda}\left(\widetilde{\alpha}_{n}, \alpha_{n}\right) \cdot \frac{1}{x}+\alpha_{n}\right]=x\left[\widetilde{\alpha}_{n} \frac{\widetilde{x}}{x}+\beta_{n} \cdot \frac{1}{x}-\Lambda\left(\widetilde{\alpha}_{n}, \beta_{n}\right)\right](\forall n \geq 1)
\end{gathered}
$$

and the second inequality $\Psi_{\Lambda}^{*}(\widetilde{x}, x) \geq x \Lambda^{*}\left(\frac{\widetilde{x}}{x}, \frac{1}{x}\right)$ holds by taking the limit as $n \rightarrow \infty$ in the right hand side.
Case $x=0$. We check two complementary inequalities. Since (A4) implies (A2), for any $\widetilde{\alpha} \in \mathbb{R}$ it is defined the function $[\Lambda(\widetilde{\alpha}, \cdot)]^{-1}: \mathbb{R} \rightarrow \mathcal{D}_{\widetilde{\alpha}}$, and the following limit holds for the increasing function $\Psi_{\Lambda}(\widetilde{\alpha}, \cdot)$ :

$$
\Psi_{\Lambda}(\widetilde{\alpha}, \alpha)=-[\Lambda(\widetilde{\alpha}, \cdot)]^{-1}(-\alpha) \downarrow-\sup \mathcal{D}_{\widetilde{\alpha}} \text { as } \alpha \downarrow-\infty .
$$

Thus $-\Psi_{\Lambda}(\widetilde{\alpha}, \alpha) \leq \sup \mathcal{D}_{\widetilde{\alpha}}$ for any $(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2}$ and, by the definition of $\Psi_{\Lambda}^{*}$, we get

$$
\Psi_{\Lambda}^{*}(\widetilde{x}, 0) \leq \sup _{\widetilde{\alpha} \in \mathbb{R}}\left[\widetilde{\alpha} \widetilde{x}+\sup \mathcal{D}_{\widetilde{\alpha}}\right]
$$

Furthermore, by the definition of $\Psi_{\Lambda}^{*}$, we have $\Psi_{\Lambda}^{*}(\widetilde{x}, 0) \geq \widetilde{\alpha} \widetilde{x}-\Psi_{\Lambda}(\widetilde{\alpha}, \alpha)$ for all $(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2}$ and, by taking the limit as $\alpha \downarrow-\infty$ in the right hand side, we obtain $\Psi_{\Lambda}^{*}(\widetilde{x}, 0) \geq \widetilde{\alpha} \widetilde{x}+\sup \mathcal{D}_{\widetilde{\alpha}}$ for any $\widetilde{\alpha} \in \mathbb{R}$; thus

$$
\Psi_{\Lambda}^{*}(\widetilde{x}, 0) \geq \sup _{\widetilde{\alpha} \in \mathbb{R}}\left[\widetilde{\alpha} \widetilde{x}+\sup \mathcal{D}_{\widetilde{\alpha}}\right]
$$

holds by taking the supremum with respect to $\widetilde{\alpha} \in \mathbb{R}$.
Case $x<0$. It is trivial since we have $P\left(\frac{N_{t}}{t} \geq 0\right)=1$ for all $t>0$ and, by well known properties of large deviation principles, the rate function $\Psi_{\Lambda}^{*}(\widetilde{x}, x)$ has to be equal to $\infty$ outside the closed set $\mathbb{R} \times[0, \infty[$.

## 4 Results on level crossing probabilities

### 4.1 Preliminaries and exponential decay of $p(b)$ as $b \rightarrow \infty$

The results in this section concern the level crossing probabilities $(p(b))_{b>0}$ of $\left(\widetilde{S}_{N_{t}}-\right.$ $c t)$, where $c>0$ is a suitable constant as before. In detail we set

$$
p(b)=P\left(T_{b}<\infty\right) \text { where } T_{b}=\inf \left\{t \geq 0: \widetilde{S}_{N_{t}}-c t \geq b\right\}
$$

In order to avoid the trivial case $p(b)=1$ for all $b>0$, we need to consider $c$ large enough; indeed, if $c$ is large enough, we have $\widetilde{S}_{N_{t}}-c t \rightarrow-\infty$ and therefore the level crossing can fail with positive probability. We shall precise below that we have to consider $c>\frac{\partial \Psi_{\Lambda}}{\partial \widetilde{\alpha}}(0,0)$.

In view of the presentation of the results in this section some preliminaries are needed.

Let us consider the class of conjugate laws $\left(P_{\widetilde{\alpha}, \alpha}\right)_{\widetilde{\alpha}, \alpha: A(\widetilde{\alpha}, \alpha)<\infty}$ presented in subsection 2.2. This class of conjugate laws is described on a pair of parameters ( $\widetilde{\alpha}, \alpha)$; on the other hand, in order to use the methods in the proofs of similar results in the literature, we need to consider a family of densities which depends on only one parameter. Then we shall consider the family of conjugate laws $\left(Q_{\widetilde{\alpha}}\right)_{\widetilde{\alpha}:[\Lambda(\widetilde{\alpha}, \cdot)]^{-1}(0)<\infty}$ defined as follows:

$$
\begin{equation*}
Q_{\widetilde{\alpha}}:=P_{\widetilde{\alpha},[\Lambda(\widetilde{\alpha}, \cdot)]^{-1}(0)}=P_{\widetilde{\alpha},-\Psi_{\Lambda}(\widetilde{\alpha}, 0)} . \tag{11}
\end{equation*}
$$

For each law of the family $\left(Q_{\widetilde{\alpha}}\right)_{\widetilde{\alpha}:[\Lambda(\widetilde{\alpha}, \cdot)]^{-1}(0)<\infty}$ in (11), the density $\ell_{n}^{P, P_{\widetilde{\alpha}, \alpha}}$ in (3) will be denoted by $\ell_{n}^{P, Q_{\widetilde{\alpha}}}$ and, by taking into account the identity $\Lambda\left(\widetilde{\alpha},-\Psi_{\Lambda}(\widetilde{\alpha}, 0)\right)=0$, we have

$$
\ell_{n}^{P, Q_{\widetilde{\alpha}}}=e^{-\left(\widetilde{\alpha} \widetilde{S}_{n}-\Psi_{\Lambda}(\widetilde{\alpha}, 0) S_{n}\right)} \frac{h_{J_{0}}\left(\widetilde{\alpha},-\Psi_{\Lambda}(\widetilde{\alpha}, 0)\right)}{h_{J_{n}}\left(\widetilde{\alpha},-\Psi_{\Lambda}(\widetilde{\alpha}, 0)\right)}
$$

There are some (almost sure) inequalities which are useful in what follows. If we set

$$
M(\widetilde{\alpha})=\max \left\{\frac{h_{i}\left(\widetilde{\alpha},-\Psi_{\Lambda}(\widetilde{\alpha}, 0)\right)}{h_{j}\left(\widetilde{\alpha},-\Psi_{\Lambda}(\widetilde{\alpha}, 0)\right)}: i, j \in E\right\}
$$

we have

$$
\begin{equation*}
\ell_{n}^{P, Q_{\widetilde{\alpha}}} \leq M(\widetilde{\alpha}) e^{-\left(\widetilde{\alpha} \widetilde{S}_{n}-\Psi_{\Lambda}(\widetilde{\alpha}, 0) S_{n}\right)} \tag{12}
\end{equation*}
$$

Moreover, by construction, we have $S_{N_{t}} \leq t$ which implies

$$
\begin{equation*}
-\left(\widetilde{S}_{N_{t}}-c S_{N_{t}}\right) \leq-\left(\widetilde{S}_{N_{t}}-c t\right) \quad(\text { for any } c>0) \tag{13}
\end{equation*}
$$

The value $w$ in the next condition (A5) is called Lundberg's parameter and plays a crucial role in this section. The condition (A5) is the analogous of (A3) in [16]:
(A5): (A2) holds and there exists $w>0$ such that $\Psi_{\Lambda}(w, 0)-c w=0$ and $\frac{\partial \Psi_{\Lambda}}{\partial \tilde{\alpha}}(w, 0)-$ $c>0$.

Remark. We point out that (A5) implies the existence of a positive zero $w$ for the convex function

$$
f_{c}(\widetilde{\alpha})=\Psi_{\Lambda}(\widetilde{\alpha}, 0)-c \widetilde{\alpha}
$$

and moreover $f_{c}^{\prime}(w)>0$. Thus, since $f_{c}(0)=0$ follows from $\Psi_{\Lambda}(0,0)=0$, the derivative of $f_{c}$ at the origin is negative; thus we have $0>f_{c}^{\prime}(0)=\frac{\partial \Psi_{\Lambda}}{\partial \alpha}(0,0)-c$, which is equivalent to $c>\frac{\partial \Psi_{\Lambda}}{\partial \widetilde{\alpha}}(0,0)$. We also remark that, if (A5) holds, the level crossing can fail with positive probability; indeed we have $\widetilde{S}_{N_{t}}-c t \rightarrow-\infty$ since $\frac{\widetilde{S}_{N_{t}}}{t}-c$ converges to $f_{c}^{\prime}(0)<0$. Finally we point out that $Q_{w}=P_{w,-c w}$.

In the next Proposition 4.1 we prove the exponential decay of $p(b)$ as $b \rightarrow \infty$ in the large deviations fashion; such exponential decay can be expressed in terms of the Lundberg's parameter.

Proposition 4.1. Assume (A3) and (A5) hold. Then $\lim _{b \rightarrow \infty} \frac{1}{b} \log p(b)=-w$.
Proof. The proof has some analogies with other proofs of similar results in the literature (see e.g. Theorem 1 in [15] and Theorem 3.1 in [16]). The limit follows from the lower bound

$$
\liminf _{b \rightarrow \infty} \frac{1}{b} \log p(b) \geq-w
$$

and the upper bound

$$
\limsup _{b \rightarrow \infty} \frac{1}{b} \log p(b) \leq-w
$$

For the lower bound we use a standard procedure based on the lower bound for the open sets (9) for the LDP of $\left(\frac{\widetilde{S}_{N_{t}}}{t}\right)$; for instance see e.g. Lemma 2.1 in [11], which deals with a more general situation. For the upper bound let $b>0$ be arbitrarily fixed. Then

$$
\begin{gathered}
p(b)=\mathbb{E}_{P}\left[1_{T_{b}<\infty}\right]=\mathbb{E}_{Q_{w}}\left[\ell_{N_{T_{b}}}^{P, Q_{w}} 1_{T_{b}<\infty}\right] \leq^{(12)} \mathbb{E}_{Q_{w}}\left[M(w) e^{-\left(w \widetilde{S}_{N_{T_{b}}}-\Psi_{\Lambda}(w, 0) S_{N_{T_{b}}}\right)} 1_{T_{b}<\infty}\right]= \\
=M(w) \mathbb{E}_{Q_{w}}\left[e^{-w\left(\widetilde{S}_{N_{T_{b}}}-c S_{N_{T_{b}}}\right)+\left(\Psi_{\Lambda}(w, 0)-c w\right) S_{N_{T_{b}}}} 1_{T_{b}<\infty}\right] \leq^{(\mathbf{A 5}) \text { and }(13)} \\
\leq M(w) \mathbb{E}_{Q_{w}}\left[e^{-w\left(\widetilde{S}_{N_{T_{b}}}-c T_{b}\right)} 1_{T_{b}<\infty}\right] \leq M(w) \mathbb{E}_{Q_{w}}\left[e^{-w b} 1_{T_{b}<\infty}\right]=M(w) e^{-w b} Q_{w}\left(T_{b}<\infty\right)
\end{gathered}
$$

In conclusion we have $p(b) \leq M(w) e^{-w b}$ for all $b>0$ and the upper bound holds.

### 4.2 Importance sampling

Let us start with some preliminaries on the technique called importance sampling used for the estimation of $p(b)$ by Monte Carlo simulations. A reference with large deviations and importance sampling used for the estimation of rare events by simulation is [9].

Let us suppose we want to estimate $p(b)$ (for a fixed $b>0$ ) by Monte Carlo simulation. Thus let us consider $R$ independent replications of $\left(\widetilde{S}_{N_{t}}-c t\right)$ under the
law $P$; then an unbiased estimator of $p(b)$ is the relative frequency $\widehat{p(b)}$ of the level crossings

$$
\widehat{p(b)}=\frac{1}{R} \sum_{i=1}^{R} 1_{T_{b}^{(i)}<\infty},
$$

where $T_{b}^{(1)}, \ldots, T_{b}^{(R)}$ are the values of $T_{b}$ in the replications. In such a case we have two difficulties: the simulation time under $P$ is not finite if the level crossing does not occur; by Proposition 4.1 this Monte Carlo approach needs $R$ growing exponentially with $b$ to keep a fixed relative precision, indeed the relative precision of $\widehat{p(b)}$ is

$$
\frac{1}{p(b)} \sqrt{\frac{p(b)(1-p(b))}{R}}
$$

Thus, in order to overcome these two difficulties, we consider $R$ independent replications under another law $Q$ chosen in a suitable way. First of all $Q$ is such that $P$ is absolutely continuous with respect to $Q$ locally on the event $\left\{T_{b}<\infty\right\}$; moreover an unbiased estimator of $p(b)$ is

$$
[\widehat{p(b)}]_{Q}=\frac{1}{R} \sum_{i=1}^{R} \ell_{T_{T_{b}^{(i)}}^{P, Q}} 1_{T_{b}^{(i)}<\infty},
$$

where in general $\ell_{N_{T_{b}}}^{P, Q}$ is the local density of $P$ with respect to $Q$.
Furthermore we choose $Q$ in a class of admissible laws; this means that $Q\left(T_{b}<\right.$ $\infty)=1$ for all $b>0$, so that we have finite time in simulation almost surely. The choice of $Q$ will be done in order to minimize $\operatorname{Var}_{Q}\left[[\widehat{p(b)}]_{Q}\right]$ in some sense. We point out that

$$
\operatorname{Var}_{Q}\left[[\widehat{p(b)}]_{Q}\right]=\frac{\mathbb{E}_{Q}\left[\left(\ell_{N_{T_{b}}^{P}, Q}\right)^{2} 1_{T_{b}<\infty}\right]-p^{2}(b)}{R}=Q\left(T_{b}<\infty\right)=1 \frac{\mathbb{E}_{Q}\left[\left(\ell_{N_{T_{b}}^{P, Q}}\right)^{2}\right]-p^{2}(b)}{R}
$$

and the only part which depends on $Q$ is the second moment

$$
\eta_{Q}(b):=\mathbb{E}_{Q}\left[\left(\ell_{N_{T_{b}}}^{P, Q}\right)^{2} 1_{T_{b}<\infty}\right]=\mathbb{E}_{Q}\left[\left(\ell_{N_{T_{b}}}^{P, Q}\right)^{2}\right]
$$

The minimization of this second moment for a fixed $b$ is often intractable and, since in the applications we are interested in large values of $b$, in order to use standard features on large deviations we concentrate our attention on the asymptotic behaviour of $\frac{1}{b} \log \eta_{Q}(b)$. Then we have

$$
\begin{align*}
& \liminf _{b \rightarrow \infty} \frac{1}{b} \log \mathbb{E}_{Q}\left[\left(\ell_{N_{T_{b}}}^{P, Q}\right)^{2} 1_{T_{b}<\infty}\right] \geq \liminf _{b \rightarrow \infty} \frac{1}{b} \log \mathbb{E}_{Q}^{2}\left[\ell_{N_{T_{b}}}^{P, 1_{T_{b}<\infty}}\right] \\
&=\liminf _{b \rightarrow \infty} \frac{1}{b} \log (p(b))^{2}=-2 w \tag{14}
\end{align*}
$$

by Jensen's inequality and Proposition 4.1. Thus an admissible law $Q$ is said to be an asymptotically efficient simulation law if

$$
\begin{equation*}
\lim _{b \rightarrow \infty} \frac{1}{b} \log \mathbb{E}_{Q}\left[\left(\ell_{N_{T_{b}}}^{P, Q}\right)^{2} 1_{T_{b}<\infty}\right]=-2 w \tag{15}
\end{equation*}
$$

indeed, if $R$ is chosen to guarantee a fixed relative precision

$$
\frac{1}{p(b)} \sqrt{\frac{\mathbb{E}_{Q}\left[\left(\ell_{N_{T_{b}}}^{P, Q}\right)^{2} 1_{T_{b}<\infty}\right]-p^{2}(b)}{R}}
$$

of $[\widehat{p(b)}]_{Q}, R$ has chance of growing less than exponentially if and only if (15) holds.
The aim of this subsection is to show that $Q_{w}$ is an asymptotically efficient simulation law (Proposition 4.3). The first step consists to prove the admissibility of $Q_{w}$ (Proposition 4.2).

Proposition 4.2. Assume (A3) and (A5) hold. Then $Q_{w}\left(T_{b}<\infty\right)=1$ for all $b>0$.

Proof. We prove this Proposition showing that, $Q_{w}$ a.s., $\frac{\widetilde{S}_{N_{t}}}{t}$ converges to some positive limit, so that we can say that $\widetilde{S}_{N_{t}}-c t \rightarrow \infty$ as $t \rightarrow \infty$, with probability 1 with respect to $Q_{w}$. This fact is immediate; indeed (11) and (8) provide

$$
\lim _{t \rightarrow \infty} \frac{\widetilde{S}_{N_{t}}}{t}=\frac{\frac{\partial \Lambda}{\partial \alpha}\left(w,-\Psi_{\Lambda}(w, 0)\right)}{\frac{\partial \Lambda}{\partial \alpha}\left(w,-\Psi_{\Lambda}(w, 0)\right)}=\frac{\partial \Psi_{\Lambda}}{\partial \widetilde{\alpha}}(w, 0) \quad Q_{w} \text { a.s. }
$$

where $\frac{\partial \Psi_{\Lambda}}{\partial \stackrel{\alpha}{\alpha}}(w, 0)>c$ by $(\mathbf{A} 5)$.

Proposition 4.3. Assume (A3) and (A5) hold. Then $Q_{w}$ is an asymptotically efficient simulation law, namely (15) holds with $Q=Q_{w}$.

Proof. First of all $Q_{w}$ is an admissible law by Proposition 4.2. Then we have to check the lower bound

$$
\liminf _{b \rightarrow \infty} \frac{1}{b} \log \mathbb{E}_{Q_{w}}\left[\left(\ell_{N_{T_{b}}}^{P, Q_{w}}\right)^{2} 1_{T_{b}<\infty}\right] \geq-2 w
$$

and the upper bound

$$
\limsup _{b \rightarrow \infty} \frac{1}{b} \log \mathbb{E}_{Q_{w}}\left[\left(\ell_{N_{T_{b}}}^{P, Q_{w}}\right)^{2} 1_{T_{b}<\infty}\right] \leq-2 w
$$

The lower bound holds by (14) with $Q=Q_{w}$. For the upper bound we can follow the lines of the proof of the upper bound in Proposition 4.1. Thus let $b>0$ be arbitrarily fixed; then we have

$$
\mathbb{E}_{Q_{w}}\left[\left(\ell_{N_{T_{b}}}^{P, Q_{w}}\right)^{2} 1_{T_{b}<\infty}\right] \leq(M(w))^{2} e^{-2 w b} Q_{w}\left(T_{b}<\infty\right)
$$

whence we obtain $\mathbb{E}_{Q_{w}}\left[\left(\ell_{N_{T_{b}}}^{P, Q_{w}}\right)^{2} 1_{T_{b}<\infty}\right] \leq(M(w))^{2} e^{-2 w b}$ and the upper bound holds.

## 5 Concluding remarks and minor results

### 5.1 The independence case and two counterexamples

In this subsection we investigate in detail the case in which jump sizes and jump waiting times are independent. A particular consequence is that $\mathcal{D}_{\widetilde{\alpha}}$ does not depend on $\widetilde{\alpha}$ (see (16) below) but this is not true in general, as shown in the counterexample presented below.

If the jump sizes and jump waiting times are independent we have

$$
\Lambda(\widetilde{\alpha}, \alpha)=\widetilde{\kappa}(\widetilde{\alpha})+\kappa(\alpha) \quad\left(\forall(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2}\right)
$$

for suitable functions $\widetilde{\kappa}(\cdot)=\Lambda(\cdot, 0)$ and $\kappa(\cdot)=\Lambda(0, \cdot)$. Throughout this section we always assume that (A2) holds. As an immediate consequence we have $\widetilde{\kappa}(\widetilde{\alpha})<\infty$ for all $\widetilde{\alpha} \in \mathbb{R}$ and $\mathcal{D}_{\widetilde{\alpha}}$ does not depend on $\widetilde{\alpha}$, indeed we have

$$
\begin{equation*}
\mathcal{D}_{\widetilde{\alpha}}=\{\alpha \in \mathbb{R}: \kappa(\alpha)<\infty\} \tag{16}
\end{equation*}
$$

Moreover there exists the inverse $\kappa^{-1}$ of $\kappa$ and we can consider the function $\Gamma_{\kappa}(\cdot)=$ $-\kappa^{-1}(-(\cdot))$. In conclusion we have

$$
\Psi_{\Lambda}(\widetilde{\alpha}, \alpha)=-\kappa^{-1}(-\widetilde{\kappa}(\widetilde{\alpha})-\alpha)=\Gamma_{\kappa}(\widetilde{\kappa}(\widetilde{\alpha})+\alpha)
$$

and the rate function $\left[\Psi_{\Lambda}(\cdot, 0)\right]^{*}$ coincides with the rate function $I$ in Lemma 3.1 in [17].

Furthermore it is easy to check that

$$
\Lambda^{*}(\widetilde{x}, x)=\widetilde{\kappa}^{*}(\widetilde{x})+\kappa^{*}(x) \quad\left(\forall(\widetilde{x}, x) \in \mathbb{R}^{2}\right)
$$

where $\widetilde{\kappa}^{*}(\widetilde{x})=\sup _{\tilde{\alpha} \in \mathbb{R}}[\widetilde{\alpha} \widetilde{x}-\widetilde{\kappa}(\widetilde{\alpha})]$ and $\kappa^{*}(x)=\sup _{\alpha \in \mathbb{R}}[\alpha x-\kappa(\alpha)]$.
Finally assume (A4) holds and set

$$
\gamma=\sup \{\alpha \in \mathbb{R}: \kappa(\alpha)<\infty\}
$$

we point out that $\gamma \in[0, \infty]$. Then, by Proposition 3.3 and by (16), we have

$$
\Psi_{\Lambda}^{*}(\widetilde{x}, x)= \begin{cases}x\left[\widetilde{\kappa}^{*}\left(\frac{\widetilde{x}}{x}\right)+\kappa^{*}\left(\frac{1}{x}\right)\right] & \text { if } x>0 \\ \gamma & \text { if }(\widetilde{x}, x)=(0,0) \\ \infty & \text { otherwise }\end{cases}
$$

We pointed out above that, if jump sizes and jump waiting times are independent, under condition (A2) we have:
(C1): $\mathcal{D}_{\widetilde{\alpha}}$ does not depend on $\widetilde{\alpha}$;
(C2): $\Lambda(\widetilde{\alpha}, 0)<\infty$ for all $\widetilde{\alpha} \in \mathbb{R}$.
Obviously we can have (C1) and (C2) even if there is no independence; it is enough to have $\Lambda(\widetilde{\alpha}, \alpha)<\infty$ for all $(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2}$, and in particular (C1) holds with $\mathcal{D}_{\widetilde{\alpha}}=\mathbb{R}$ for all $\widetilde{\alpha} \in \mathbb{R}$. Moreover, if $\left(\left(\widetilde{S}_{n}, S_{n}\right)\right)$ is a bivariate random walk independent of $\left(J_{n}\right)$, we have $\Lambda(\widetilde{\alpha}, \alpha)=\log \mathbb{E}\left[e^{\widetilde{\alpha} \widetilde{S}_{1}+\alpha S_{1}}\right]$ for all $(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2}$; thus, if we also have $\Lambda(\widetilde{\alpha}, \alpha)<\infty$ for all $(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2}$, (A2) holds since $\lim _{\alpha \rightarrow \pm \infty} \Lambda(\widetilde{\alpha}, \alpha)= \pm \infty$ for each fixed $\widetilde{\alpha} \in \mathbb{R}$.

Counterexample. Let $\lambda, \beta>0$ be arbitrarily fixed. Again let $\left(\left(\widetilde{S}_{n}, S_{n}\right)\right)$ be a bivariate random walk independent of $\left(J_{n}\right)$, and therefore we have the identity $\Lambda(\widetilde{\alpha}, \alpha)=\log \mathbb{E}\left[e^{\widetilde{\alpha} \widetilde{S}_{1}+\alpha S_{1}}\right]$. We assume $\widetilde{S}_{1}$ exponentially distributed with failure rate $\lambda>0$ and, given $\left\{\widetilde{S}_{1}=x\right\}, S_{1}$ is Gamma distributed with parameters $(x, \beta)$. One can check that

$$
\Lambda(\widetilde{\alpha}, \alpha)= \begin{cases}\log \left(\frac{\lambda}{\lambda-\left(\widetilde{\alpha}+\log \left(\frac{\beta}{\beta-\alpha}\right)\right)}\right) & \text { if } \alpha<\beta \text { and } \widetilde{\alpha}+\log \left(\frac{\beta}{\beta-\alpha}\right)<\lambda \\ \infty & \text { otherwise }\end{cases}
$$

in such a case ( $\mathbf{C} 1)$ fails since $\mathcal{D}_{\widetilde{\alpha}}=\left\{\alpha \in \mathbb{R}: \alpha<\beta\left(1-e^{\widetilde{\alpha}-\lambda}\right)\right\}$ for all $\widetilde{\alpha} \in \mathbb{R}$ and (C2) fails since $\{\widetilde{\alpha} \in \mathbb{R}: \Lambda(\widetilde{\alpha}, 0)<\infty\}=\{\widetilde{\alpha} \in \mathbb{R}: \widetilde{\alpha}<\lambda\} \neq \mathbb{R}$. Finally we check that (A2) holds; indeed, for each fixed $\widetilde{\alpha} \in \mathbb{R}, \mathcal{D}_{\widetilde{\alpha}}$ is trivially nonempty and $\Lambda(\widetilde{\alpha}, \cdot): \mathcal{D}_{\widetilde{\alpha}} \rightarrow \mathbb{R}$ is surjective by noting that, for all $y \in \mathbb{R}$, we have $\Lambda(\widetilde{\alpha}, \alpha(y))=y$, with $\alpha(y)=\beta\left(1-e^{\widetilde{\alpha}-\lambda\left(1-e^{-y}\right)}\right) \in \mathcal{D}_{\widetilde{\alpha}}$.

Remark. This contrasts situations where, conversely, one does expect dependence but where the latter dissolves completely. Although the following example is based on embedding, and hence not directly comparable, it displays this contrast clearly. Let $\left(N_{t}\right)$ be a Poisson process with intensity $\left(\Lambda_{t}\right)$ and arrival times $\left(S_{n}\right)$. Put independent marks $X_{1}, X_{2}, \ldots$ on $S_{1}, S_{2}, \ldots$ and select the sub-process of arrival times $\left(\widetilde{S}_{n}\right)$ with records marks (see e.g. [7] and [8]). Since each $X_{n}$ is a record with probability $\frac{1}{n}$, the record counting process $\left(\widetilde{N}_{t}\right)$ should completely depend on the history of $\left(N_{t}\right)$. However, if $\left(\Lambda_{t}\right)$ is randomized exponentially, then $\left(\widetilde{N}_{t}\right)$ is an independent Poisson process.

### 5.2 Inequalities and comparisons between convergences

Let $\left(\left(J_{n}, Z_{n}\right)\right)$ be a Markov additive process according to the presentation in the previous sections. Let $\left(\left(\bar{J}_{n}, \bar{Z}_{n}\right)\right)$ be another Markov additive process of the same kind and in particular we assume that $\left(\bar{J}_{n}\right)$ takes values on $E$ as $\left(J_{n}\right)$. We shall use the notation $\bar{Z}=\left(\widetilde{U}_{n}, U_{n}\right)$; for all the other items concerning $\left(\left(\bar{J}_{n}, \bar{Z}_{n}\right)\right)$ we use overlined symbols (for instance we write $\bar{\Lambda}, \bar{N}_{t}, \bar{p}(b)$ and $\bar{w}$ in place of $\Lambda, N_{t}, p(b)$ and $w$ respectively).

The following statements relate some inequalities with some comparisons between convergences.

- Assume there exist the limits
$\lim _{n \rightarrow \infty} \frac{1}{n} \log P\left(\left(\frac{\widetilde{S}_{n}}{n}, \frac{S_{n}}{n}\right) \in B\right)=: \Lambda^{*}(B)$ and $\lim _{n \rightarrow \infty} \frac{1}{n} \log P\left(\left(\frac{\widetilde{U}_{n}}{n}, \frac{U_{n}}{n}\right) \in B\right)=: \bar{\Lambda}^{*}(B)$;
then

$$
\Lambda^{*}(B)>\bar{\Lambda}^{*}(B) \text { implies } \lim _{n \rightarrow \infty} \frac{P\left(\left(\frac{\widetilde{S}_{n}}{n}, \frac{S_{n}}{n}\right) \in B\right)}{P\left(\left(\frac{\widetilde{U}_{n}}{n}, \frac{U_{n}}{n}\right) \in B\right)}=0
$$

- Assume there exist the limits
$\lim _{t \rightarrow \infty} \frac{1}{t} \log P\left(\left(\frac{\widetilde{S}_{N_{t}}}{t}, \frac{N_{t}}{t}\right) \in B\right)=: \Psi_{\Lambda}^{*}(B)$ and $\lim _{t \rightarrow \infty} \frac{1}{t} \log P\left(\left(\frac{\widetilde{U}_{\bar{N}_{t}}}{t}, \frac{\bar{N}_{t}}{t}\right) \in B\right)=: \Psi \frac{*}{\Lambda}(B) ;$
then

$$
\Psi_{\Lambda}^{*}(B)>\Psi_{\bar{\Lambda}}^{*}(B) \text { implies } \lim _{t \rightarrow \infty} \frac{P\left(\left(\frac{\widetilde{S}_{N_{t}}}{t}, \frac{N_{t}}{t}\right) \in B\right)}{P\left(\left(\frac{\widetilde{U}_{\bar{N}_{t}}}{t}, \frac{\bar{N}_{t}}{t}\right) \in B\right)}=0
$$

- Let $(p(b))$ be the level crossing probabilities as in section 4 and let $(\bar{p}(b))$ be the analogous of $(p(b))$ if we have $\left(\left(\bar{J}_{n}, \bar{Z}_{n}\right)\right)$ in place of $\left(\left(J_{n}, Z_{n}\right)\right)$. Assume there exist the limits

$$
\lim _{b \rightarrow \infty} \frac{1}{b} \log p(b)=-w \text { and } \lim _{b \rightarrow \infty} \frac{1}{b} \log \bar{p}(b)=-\bar{w}
$$

then

$$
w>\bar{w} \text { implies } \lim _{b \rightarrow \infty} \frac{p(b)}{\bar{p}(b)}=0
$$

In the statements above we require strict inequalities in order to have that some ratios goes to zero. The next Lemma 5.1 provides necessary conditions for these strict inequalities.

Lemma 5.1. Let $\left(\left(J_{n}, Z_{n}\right)\right)$ and $\left(\left(\bar{J}_{n}, \bar{Z}_{n}\right)\right)$ be as above. Assume that

$$
\begin{equation*}
\Lambda(\widetilde{\alpha}, \alpha) \leq \bar{\Lambda}(\widetilde{\alpha}, \alpha)\left(\forall(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2}\right) \tag{17}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\Lambda^{*}(\widetilde{x}, x) \geq \bar{\Lambda}^{*}(\widetilde{x}, x)\left(\forall(\widetilde{x}, x) \in \mathbb{R}^{2}\right) \tag{18}
\end{equation*}
$$

if (A4) holds together with its version adapted to $\left(\left(\bar{J}_{n}, \bar{Z}_{n}\right)\right)$, then we have

$$
\begin{equation*}
\Psi_{\Lambda}^{*}(\widetilde{x}, x) \geq \Psi_{\bar{\Lambda}}^{*}(\widetilde{x}, x)\left(\forall(\widetilde{x}, x) \in \mathbb{R}^{2}\right) \tag{19}
\end{equation*}
$$

if (A5) holds together with its version adapted to $\left(\left(\bar{J}_{n}, \bar{Z}_{n}\right)\right)$, then we have $w \geq \bar{w}$.
Proof. First of all (18) is an immediate consequence of (17). Moreover, by (17), we have $\overline{\mathcal{D}}_{\widetilde{\alpha}} \subset \mathcal{D}_{\widetilde{\alpha}}$ and then $\sup \overline{\mathcal{D}}_{\widetilde{\alpha}} \leq \sup \mathcal{D}_{\widetilde{\alpha}}$ for all $\widetilde{\alpha} \in \mathbb{R}$; in conclusion (19) follows from Proposition 3.3. Finally let $(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2}$ be arbitrarily fixed; then we have

$$
\sup _{(\widetilde{x}, x) \in \mathbb{R}^{2}}\left[\widetilde{\alpha} \widetilde{x}+\alpha x-\Psi_{\Lambda}^{*}(\widetilde{x}, x)\right]=\Psi_{\Lambda}(\widetilde{\alpha}, \alpha) \text { and } \sup _{(\widetilde{x}, x) \in \mathbb{R}^{2}}\left[\widetilde{\alpha} \widetilde{x}+\alpha x-\Psi_{\bar{\Lambda}}^{*}(\widetilde{x}, x)\right]=\Psi_{\bar{\Lambda}}(\widetilde{\alpha}, \alpha) \text {, }
$$

whence we have $\Psi_{\Lambda}(\widetilde{\alpha}, \alpha) \leq \Psi_{\bar{\Lambda}}(\widetilde{\alpha}, \alpha)$ by (19). Thus we have $w \geq \bar{w}$ since $\Psi_{\Lambda}(\widetilde{\alpha}, 0)-$ $c \widetilde{\alpha} \leq \Psi_{\bar{\Lambda}}(\widetilde{\alpha}, 0)-c \widetilde{\alpha}$ for all $\widetilde{\alpha} \in \mathbb{R}$.

Thus Lemma 5.1 motivates our interest in conditions which guarantee that (17) holds. The next Proposition 5.2 provides a condition in terms of some inequalities between moment generating functions, under the assumption that $\left(J_{n}\right)$ and $\left(\bar{J}_{n}\right)$ have the same transition matrix.

Proposition 5.2. Let $\left(\left(J_{n}, Z_{n}\right)\right)$ and $\left(\left(\bar{J}_{n}, \bar{Z}_{n}\right)\right)$ be as above. Assume that $\left(J_{n}\right)$ and $\left(\bar{J}_{n}\right)$ have the same transition matrix $\left(p_{i j}\right)_{i, j \in E}$ and

$$
\begin{equation*}
\mathbb{E}\left[e^{\widetilde{\widetilde{S}} \widetilde{S}_{1}+\alpha S_{1}} \mid J_{0}=i, J_{1}=j\right] \leq \mathbb{E}\left[e^{\widetilde{\alpha} \widetilde{U}_{1}+\alpha U_{1}} \mid J_{0}=i, J_{1}=j\right]\left(\forall(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2}\right) \tag{20}
\end{equation*}
$$

for all $i, j \in E$ such that $p_{i j}>0$. Then (17) holds.

Proof. Let $(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2}$ be arbitrarily fixed. Then we have

$$
\mathbb{E}\left[e^{\widetilde{\alpha} \widetilde{S}_{n}+\alpha S_{n}}\right] \leq \mathbb{E}\left[e^{\widetilde{\widetilde{\alpha}} \widetilde{U}_{n}+\alpha U_{n}}\right](\forall n \geq 1)
$$

by (1) together its version adapted to $\left(\left(\bar{J}_{n}, \bar{Z}_{n}\right)\right)$ and by (20); thus (17) follows from (2) together its version adapted to $\left(\left(\bar{J}_{n}, \bar{Z}_{n}\right)\right)$.

We remark that, since the function $(\widetilde{x}, x) \mapsto e^{\widetilde{\alpha} \widetilde{x}+\alpha x}$ is a convex function for each fixed $(\widetilde{\alpha}, \alpha) \in \mathbb{R}^{2}, H_{i j} \leq_{c x} \bar{H}_{i j}$ implies (20), where $\leq_{c x}$ is the convex order (namely we mean the multivariate convex order; see e.g. [21], eq. (5.A.4), page 154).
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