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Abstract

Large-eddy simulation (LES) is a promising technique for accurate prediction of reacting

multiphase flows in practical gas-turbine combustion chambers involving complex physical phe-

nomena of turbulent mixing and combustion dynamics. This paper discusses development of

advanced models for liquid fuel atomization, droplet evaporation, droplet deformation & drag,

and turbulent combustion specifically for gas-turbine applications. The non-dissipative, yet ro-

bust numerical scheme for arbitrary shaped unstructured grids developed by Mahesh et al. [1]

is modified to account for density variations due to chemical reactions. A systematic validation

and verification study of the individual spray models and the numerical scheme is performed in

canonical and complex combustor geometries. Finally, a multi-scale, multi-physics, turbulent

reacting flow simulation in a real gas-turbine combustor is performed to assess the predictive

capability of the solver.
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1 Introduction

The combustion chambers of gas-turbine based propulsion systems involve complex phe-

nomena such as atomization of liquid fuel jets, evaporation, collision/coalescence of droplets,

and turbulent mixing of fuel and oxidizer giving rise to spray-flames. Accurate observations

and quantitative measurements of these processes in realistic configurations are difficult and

expensive. Better understanding of these flows for design modifications, improvements, and ex-

ploring fundamental physics demands high-fidelity numerical studies in realistic configurations.

Specifically, good predictive capability for swirling, highly turbulent reacting flows in complex

geometries is necessary.

To date the engineering prediction of such flows in realistic configurations has relied predom-

inantly on the Reynolds-averaged Navier-Stokes equations (RANS) [2, 3]. In RANS, turbulence

models for the Reynolds stress tensor provide time (or ensemble) -averaged solutions to the

Navier-Stokes equations. Though computationally efficient, RANS-based models for two-phase

reacting flows do not represent the relevant flow quantities accurately even in simple configu-

rations. LES and direct numerical simulation (DNS) techniques have been shown to give good

predictions of turbulent flows in simple configurations [4]. Recently, Pierce & Moin [5] have

shown the superiority of LES to RANS in accurately predicting turbulent mixing and com-

bustion dynamics in a coaxial combustor geometry. Kim & Syed [6] and Mongia [7] provide a

detailed overview on the importance and role of LES in designing advanced gas-turbine com-

bustors. The flowfield inside the combustor is highly swirling, separated and turbulent with

complex features such as mixing of secondary cooling air with hot combustion products. The

spray flame is stabilized by the recirculation bubble created by swirling flow. Multiple, turbulent

jets in cross flow play an important role in scalar mixing; may influence pollutant formation,

and elimination of any ‘hot-spots’ in the combustor exit. LES is considered very attractive in

predicting these flow features and their sensitivity to design modifications. However, presently

LES has largely been used to investigate flows in simple configurations. Our goal is to extend

the LES methodology to realistic geometries involving complex physics of multiphase, reacting
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flows.

In LES, three-dimensional, unsteady Navier-Stokes equations are spatially filtered, the large

scales are computed directly, and only the effect of unresolved subgrid scales is modeled. The

penalty is increased computational cost. In addition, the numerical algorithms used for LES

must be energy conserving and strictly non-dissipative, as numerical dissipation has been shown

to be detrimental in accurate prediction of turbulent flows [8]. Furthermore, the complex ge-

ometry of practical combustors necessitates use of unstructured grids due to the flexibility they

offer in handling complex configurations as well as significant savings in the number of control

volumes as compared to the body-fitted structured grids.

Recently, Mahesh et. al. [1] have developed a new numerical method with the characteristics

necessary for simultaneously accurate and robust LES on unstructured grids. These compet-

ing ends were achieved by developing a method around the principle of discrete kinetic energy

conservation with no artificial dissipation. Based on this numerical scheme, a parallel, arbi-

trary elements, unstructured grid, finite-volume code has been developed specifically to perform

LES of complex combustor geometries. The solver is named after late Charles David Pierce

(1969-2002) who made several lasting contributions to the LES of reacting flows. The origi-

nal incompressible formulation by Mahesh et al. [1] is extended to simulate variable density,

low-Mach number flows with integrated models for turbulent combustion and spray dynam-

ics [9, 10, 11]. In order to trust the numerics and know the limitations of the models used, a

systematic validation and verification study evaluating their predictive capability is of utmost

importance. Detailed experiments independently addressing droplet dispersion, droplet evapo-

ration, breakup, and turbulent combustion (with gaseous fuel) have been performed, however,

experiments involving multiphase reacting flows in simplified combustors are needed to further

advance the models for spray dynamics and turbulent combustion.

In the following sections, the mathematical formulation for gas and liquid phases, advanced

subgrid models for droplet breakup, evaporation, deformation, and drag are described. Results

from numerous validation studies performed are reported. Ongoing efforts to further develop

advanced physical models and numerical algorithms for improved speedup are summarized.
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2 Mathematical Formulation

We solve the variable density, low-Mach number, Navier-Stokes equations for the gas-phase.

The formulation is based on flamelet progress-variable (FPV) approach developed by Pierce

& Moin [5] for LES of non-premixed, turbulent combustion. The liquid phase is treated in

the Lagrangian framework with efficient particle tracking scheme on unstructured grids, which

allows simulation of millions of independent droplet trajectories. A summary of the filtered

Eulerian/Lagrangian equations and subgrid models for unclosed terms and droplet dynamics is

given below.

2.1 Filtered LES Equations for Gas-Phase

The gas phase continuity, scalar, and momentum equations are,

∂
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+ Ṡi (4)

where

S̃ij =
1

2

(
∂ũi
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Here ρg is the gas-phase density, uj the velocity vector, p the pressure, µ the dynamic

viscosity, δij the Kronecker symbol, Z the mixture fraction, C the progress variable, αZ and αC

the scalar diffusivities, and ω̇C the source term due to chemical reactions. The additional term
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in the continuity, Ṡm, mixture fraction, ṠZ , and momentum equations, Ṡi, are the interphase

mass and momentum transport terms. The unclosed transport terms in the momentum and

scalar equations are grouped into the residual stress, qij , and residual scalar fluxes, qZj , qCj .

The filtering operation is denoted by an overbar and Favre (density-weighted) filtering by tilde.

The choice of the progress variable depends on the flow conditions and chemistry. Typically,

mass fractions of major product species is a good indicator of the forward ‘progress’ of the

reaction.

2.2 Presumed PDF approach

Following the FPV appraoch [5], the chemistry is incorporated in the form of a steady-state

one-dimensional flamelet model. Due to the presence of the liquid phase, the transport equation

for the mixture fraction (defined based on the fuel vapor) has a source term (Eq. 2). In addition,

the heat of droplet vaporization is taken from the gas-phase causing evaporative cooling of the

surrounding gas. This gives rise to a sink term in the energy equation. The evaporative cooling

effect is accounted for during the generation of the flamelet tables by computing an effective

gaseous fuel temperature, Tfuel,g = Tfuel,l −Lvap/Cpl, where subscript l stands for liquid, Lvap

is the latent heat of vaporization, and Cpl the specific heat of liquid fuel, and Tfuel,l the inlet

liquid fuel temperature. This effective gaseous fuel temperature is used as boundary condition in

solving the flamelet equations. By assuming adiabatic walls and unity Lewis number, the energy

and mixture fraction equations have the same boundary conditions and are linearly dependent.

The energy conservation equation is not solved in this formulation.

The subgrid fluctuations in the mixture fraction and progress variable, filtered combustion

variables are obtained by integrating chemical state relationships over the joint PDF of Z and

C. As an example, the filtered chemical source term of the progress variable is given as,

ω̇C =

∫
ω̇C(Z, C)P̃ (Z, C)dZdC. (6)

The joint subgrid PDF is modeled by writing, P̃ (Z, C) = P̃ (C|Z)P̃ (Z). Here, P̃ (Z) is modeled

5



by the presumed beta subgrid PDF and the conditional PDF , P̃ (C|Z) is modeled as a delta

function according to Pierce & Moin [5]. In the present two-phase flow application, the mixture

fraction equation (Eq. 2) consists of a source term due to the evaporation of liquid fuel. By

assuming a beta PDF for P̃ (Z) we implicitly assume that the time-scale of evaporation is small

compared to the scalar mixing time-scale. More advanced micro-mixing models accounting for

spray-chemistry interactions are necessary [12] to better represent the filtered source terms in the

continuity and mixture-fraction equations. Following these assumptions, the flamelet library is

computed and subgrid PDF integrals are evaluated to generate lookup tables to provide filtered

variables as:

ỹi = ỹi(Z̃, Z̃ ′′2, C̃), T̃ = T̃ (Z̃, Z̃ ′′2, C̃), ρg = ρg(Z̃, Z̃ ′′2, C̃), etc. (7)

where Z̃ ′′2 is the mixture fraction variance, ỹi the species mass fractions, and T̃ the tempera-

ture. Similar expressions are obtained for dynamic viscosity, molecular diffusivities, and other

properties required in the computation.

2.3 Subgrid Scale Models

The dynamic Smagorinsky model by Moin et al. [13] is used to close the subgrid terms as

demonstrated by Pierce & Moin [14]. The unclosed terms in Eqs. (2-4) are modeled using the

eddy-viscosity assumption. The eddy viscosity, eddy diffusivities, and subfilter variance of the

mixture fraction are evaluated as:

µt = Cµρg∆
2|S̃|, ρgαt = Cαρg∆

2|S̃|, ρgZ̃
′′2 = CZ̃ρg∆

2| ▽ Z̃|2 (8)

where |S̃| =
√

S̃ij S̃ij . The coefficients Cµ, Cα, and CZ̃ are evaluated dynamically [14].
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2.4 Liquid-Phase Equations

The droplet motion is simulated using the Basset-Boussinesq-Oseen (BBO) equations [15]. It

is assumed that the density of the droplet is much larger than that of the fluid (ρp/ρg ∼ 103),

droplet-size is small compared to the turbulence integral length scale, and that the effect of

shear on droplet motion is negligible. The high value of density ratio implies that the Basset

force and the added mass term are small and are therefore neglected. Under these assumptions,

the Lagrangian equations governing the droplet motions become

dxp

dt
= up, (9)

dup

dt
= Dpdrop (u− up) +

(
1 − ρg

ρp

)
g (10)

where xp is the position of the droplet centroid, up the droplet velocity components, u the gas-

phase velocities interpolated to the droplet location, ρp & ρg the droplet and gas-phase densities,

and g the gravitational acceleration. The drag force on a droplet is modeled by drag coefficient,

Cd, based on a solid particle with modifications due to internal circulation and deformation,

Dpsolid =
3

4
Cd

ρg

ρp

|ug − up|
dp

(11)

where Cd is obtained from the nonlinear correlation [15]

Cd =
24

Re

(
1 + aReb

p

)
. (12)

Here Rep = dp|ug − up|/µg is the particle Reynolds number. The above correlation is valid for

Rep ≤ 800. The constants a = 0.15, b = 0.687 yield the drag within 5% from the standard drag

curve. The above expression for solid body drag is modified to account for droplet deformation

and internal circulation as given below.

In LES of droplet-laden flows, the droplets are presumed to be subgrid, and the droplet-size

is smaller than the filter-width used. The gas-phase velocity field required in Eq. (10) is the total
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(unfiltered) velocity, however, only the filtered velocity field is computed in Eqs. (4). The direct

effect of unresolved velocity fluctuations on droplet trajectories depends on the droplet relaxation

time-scale, and the subgrid kinetic energy. Pozorski et al. [16] performed a systematic study

of the direct effect of subgrid scale velocity on particle motion for forced isotropic turbulence.

It was shown that, in poorly resolved regions, where the subgrid kinetic energy is more than

30%, the effect on droplet motion is more pronounced. A stochastic model reconstructing the

subgrid-scale velocity in a statistical sense was developed [16]. In the present work, we neglect

this direct effect of subgrid scale velocity on the droplet motion. However, note that the particles

do feel the subgrid scales through the subgrid model that affects the resolved velocity field. For

swirling, separated flows with the subgrid scale energy content much smaller than the resolved

scales, the direct effect was shown to be small [9].

2.4.1 Deformation and drag models

The drag law for spherical, solid objects (Eq. 11) needs modifications when applied to liquid

droplets in a turbulent flow. Droplet deformation and internal circulation may affect the drag

force significantly. In order to quantify the effect of droplet deformation on drag, Helenbrook &

Edwards [17] performed detailed resolved simulations of axisymmetric liquid drops in uniform

gaseous stream. Based on their computations for a range of density and viscosity ratios, range

of Weber (We), Ohnesorge (Oh), and Reynolds numbers (Re), a correlation was developed that

provides the amount of droplet deformation in the form of ellipticity, E, which is defined as the

ratio of the height to width of the drop,

E = 1 − 0.11We0.82 + 0.013

√
ρp

ρg

µg

µl
Oh−0.55We1.1 (13)

where µl, µg are the viscosities, and ρp, ρg the densities of the liquid and gas-phase, respectively.

The non-dimensional Weber and Ohnesorge numbers are defined as, We = ρgU
2dp/σ and

Oh = µl/
√

ρpσdp, where U is the relative velocity between the gas and liquid, dp the diameter

of the droplet, and σ the surface tension. Accordingly, E < 1 indicates that the drops have
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more width than height with deformation in a direction perpendicular to the relative velocity.

These shapes are called oblate shapes. Similarly, E > 1 gives elongation in the direction of the

relative velocity giving rise to prolate shapes. E = 1 implies spherical shapes.

The effect of droplet deformation is reflected in the drag force. This effect is modeled by

using an effective equatorial droplet diameter, d∗

p = dpE
−1/3. The particle Reynolds number is

also modified, Re∗p = RepE
−1/3. This is used in Eqs. (11, 12) to obtain the modified drag [17].

In addition the effect of internal circulation is modeled by changing the drag on a solid sphere

as

Dpdrop

Dpsolid

=

(
2 + 3µl/µg

3 + 3µl/µg

)(
1 − 0.03(µg/µl)Re0.65

p

)
(14)

2.4.2 Stochastic model for secondary breakup

Performing simulations of primary atomization where one tracks the liquid-gas interface in real-

istic combustor geometries is computationally intensive. The current state-of-the art is to com-

pute the atomization process using subgrid, secondary breakup models based on point-particle

approximation. Emphasis is placed on obtaining the correct spray evolution characteristics such

as liquid mass flux, spray angle, and droplet size distribution. The liquid jet/sheet is approx-

imated by large drops with size equal to the nozzle diameter. The effect of high mass-loading

on the gas-phase momentum transport is captured through two-way coupling between the two

phases.

A stochastic spray breakup model capable of generating a broad range of droplet sizes at

high Weber numbers has been developed [10]. In this model, the characteristic radius of droplets

is assumed to be a time-dependent stochastic variable with a given initial size-distribution. The

breakup of parent drops into secondary droplets is viewed as the temporal and spatial evolution

of this distribution function around the parent-droplet size according to the Fokker-Planck (FP)

differential equation:

∂T (x, t)

∂t
+ ν(ξ)

∂T (x, t)

∂x
=

1

2
ν(ξ2)

∂2T (x, t)

∂x2
. (15)
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where the breakup frequency (ν) and time (t) are introduced. Here, T (x, t) is the distribution

function for x = log(rp), and rp is the droplet radius. Breakup occurs when t > tbreakup = 1/ν.

This distribution function follows a certain long-time behavior, which is characterized by the

dominant mechanism of breakup. The value of the breakup frequency and the critical radius

of breakup are obtained by the balance between the aerodynamic and surface tension forces.

The secondary droplets are sampled from the analytical solution of Eq. (15) corresponding to

the breakup time-scale. The parameters encountered in the FP equation (〈ξ〉 and
〈
ξ2
〉
) are

computed by relating them to the local Weber number for the parent drop, thereby accounting

for the capillary forces and turbulent properties [10]. As new droplets are formed, parent droplets

are destroyed and Lagrangian tracking in the physical space is continued till further breakup

events.

2.4.3 Evaporation model

Typical spray simulations do not resolve the temperature and species gradients around each

droplet to compute the rate of evaporation. Instead, evaporation rates are estimated based on

quasi-steady analysis of a single isolated drop in a quiescent environment [18, 19]. Multiplicative

factors are then applied to consider the convective and internal circulation effects. We model

the droplet evaporation based on a ‘uniform-state’ model. The Lagrangian equations governing

particle mass and heat transfer processes are well summarized by Oefelein [20] and are described

here in brief.

d

dt
(mp) = −ṁp (16)

mpCpl

d

dt
(Tp) = hpπd2

p(Tg − Tp) − ṁp∆hv (17)

where ∆hv is the latent heat of vaporization, mp mass of the droplet, Tp temperature of the

droplet, and Cpl the specific heat of liquid. The diameter of the droplet is obtained from its
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mass, dp = (6mp/πρp)
1/3

. The effective heat-transfer coefficient, hp is defined as,

hp = ks

(
dT

dr

)

sg

/ (Tg − Ts) (18)

where ks is the effective conductivity of the surrounding gas at the droplet surface. The subscript

‘s’ stands for the surface of the droplet. The expression for ṁp and solution to Eqs. (16,17)

in quiescent medium are obtained by defining Spalding mass and heat transfer numbers and

making use of the Clausius-Clapeyron’s equilibrium vapor-pressure relationship [18]. In addition,

convective correction factors are applied to obtain spray evaporation rates at high Reynolds

numbers [20].

2.4.4 Hybrid particle-parcel technique for spray simulations

Performing spray breakup computations using Lagrangian tracking of each individual droplet

gives rise to a large number of droplets (≈ 20-50 million) in localized regions very close to

the injector. Simulating all droplet trajectories gives severe load-imbalance due to presence of

droplets on only a few processors. On the other hand, correct representation of the fuel vapor

distribution obtained from droplet evaporation is necessary to capture the dynamics of spray

flames. We have developed a hybrid particle-parcel scheme to effectively reduce the number of

particles tracked and yet represent the overall spray evolution properly [10].

A parcel or computational particle represents a group of droplets, Npar, with similar char-

acteristics (diameter, velocity, temperature). The basic idea behind the hybrid-approach is as

follows. At every time step, droplets of the size of the spray nozzle are injected based on the fuel

mass flow rate. New particles added to the computational domain are pure drops (Npar = 1).

These drops are tracked by Lagrangian particle tracking and undergo breakup according to the

stochastic model creating new droplets of smaller size. As the local droplet number density

exceeds a prescribed threshold, all droplets in that control volume are collected and grouped

into bins corresponding to their size and other properties such as velocity, temperature etc. The

droplets in bins are then used to form a parcel by conserving mass, momentum and energy. The
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properties of the parcel are obtained by mass-weighted averaging from individual droplets in the

bin. The number of parcels created would depend on the number of bins and the threshold value

used to sample them. A parcel thus created then undergoes breakup according to the above

stochastic sub-grid model, however, does not create new parcels. On the other hand, Npar is

increased and the diameter is decreased by mass-conservation.

This strategy effectively reduces the total number of computational particles in the domain.

Regions of low number densities are captured by individual droplet trajectories, giving a more

accurate spray representation.

2.5 Interphase Exchange Terms

The source terms in the gas-phase continuity, mixture-fraction, and momentum equations are

obtained from the equations governing droplet dynamics (Eqs. 10,16). For each droplet the

source terms are interpolated from the particle position (xp) to the centroid of the grid control

volume using an interpolation operator. The source terms in the continuity and mixture fraction

equations are identical as they represent conservation of mass of fuel vapor. The expressions for

source terms are:

Ṡm(x) = ṠZ(x) = − 1

Vcv

∑

k

Gσ(x,xp)
d

dt
(mp) (19)

Ṡi(x) = − 1

Vcv

∑

k

Gσ(x,xp)
d

dt

(
mpu

k
pi

)
(20)

where the summation is over all droplets (k), Vcv is the volume of the grid cell in which the

droplet lies, and the function Gσ is the interpolation operator given as

Gσ(x,xp) =
1

(σ
√

2π)3
exp

[
−
∑

3

i=1

(
xi − xpi

)2

2σ2

]
. (21)

where σ is proportional to the grid size in which the droplet lies. For each droplet, the conser-

vation constraint,
∫
Vcv

Gσ(x,xp)dV = 1, is imposed by normalizing the interpolation operator.
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3 Numerical Method

A co-located, finite-volume, energy-conserving numerical scheme on unstructured grids has been

developed by Mahesh et al. [1] to solve the gas-phase incompressible flow equations. The velocity

and pressure are stored at the centroids of the control volumes. The cell-centered velocities are

advanced in a predictor step such that the kinetic energy is conserved. The predicted velocities

are interpolated to the faces and then projected. Projection yields the pressure potential at

the cell-centers, and its gradient is used to correct the cell and face-normal velocities. A novel

discretization scheme for the pressure gradient was developed by Mahesh et al. [1] to provide

robustness without numerical dissipation on grids with rapidly varying elements. This algorithm

was found to be imperative to perform LES at high Reynolds numbers in realistic combustor

geometries.

This formulation has been shown to provide very good results for both simple and complex

geometries [1] and is extended to variable density, low Mach number equations to compute turbu-

lent reacting flows [11]. In addition, for two-phase flows the particle centroids are tracked using

the Lagrangian framework. The particle equations are integrated using third-order Runge-Kutta

schemes. After obtaining the new particle positions, the particles are relocated, particles that

cross interprocessor boundaries are duly transferred, boundary conditions on particles crossing

boundaries are applied, source terms in the gas-phase equation are computed, and the com-

putation is further advanced. Solving these Lagrangian equations thus requires addressing the

following key issues: (i) efficient search for locations of particles on an unstructured grid, (ii)

interpolation of gas-phase properties to the particle location for arbitrarily shaped control vol-

umes, (iii) inter-processor particle transfer. An efficient Lagrangian framework was developed

which allows tracking millions of particle trajectories on unstructured grids [9].

4 Results: Validation Studies

A systematic approach is taken to perform validation studies to assess the predictive capa-

bility of the numerical scheme used as well as different physical models described in section 2.
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The basic idea is to isolate physical phenomena of droplet/particle motion, droplet breakup,

evaporation, and turbulent combustion and simulate them in canonical problems where detailed

description of the boundary conditions and in-depth experimental data are available. This also

allows development and testing of new models and numerical schemes for flows of interest.

The following cases with well specified boundary conditions have been simulated: 1) swirling,

particle-laden flow in a co-annular jet (experiments by Sommerfeld & Qiu [21]), 2) evaporating

droplets in a turbulent flow (experiments by Sommerfeld & Qiu [22]), 3) high-speed liquid jet

atomization in a cylindrical chamber (experiments of Hiroyasu & Kudota [23]), and 4) turbu-

lent reacting flow with gaseous fuel (experiments by Spadaccini et. al. [24]). After verifying

the predictive capability of the numerical scheme and models used for these flows, the following

simulations in realistic combustor geometries were performed: 5) non-reacting, gaseous flow in a

PW test rig representative of realistic conditions, 6) non-reacting flows in a real PW combustor,

7) liquid-spray patternation experiments of the PW injector, and 8) a multiphase, multiphysics

simulation of reacting flow in real PW combustor.

In this work, emphasis is placed on validation of spray dynamics and details of cases 1-3, and

7-8 are presented next. The numerical results of case 4 and cases 5-6 have been well documented

by Mahesh et al. [1, 11], respectively and are not repeated here.

4.1 Validation of Eulerian-Lagrangian Formulation

The Eulerian-Lagrangian formulation on unstructured grids is validated by simulating a swirling,

particle-laden cold flow in a coaxial geometry corresponding to the experiments of Sommerfeld

& Qiu [21]. This flow configuration was chosen because the basic flow features with swirling

jets and recirculation bubbles resemble those inside a gas-turbine combustor. In addition, the

boundary conditions are very well specified along with detailed statistics for the gas and particle

phase at various locations making it an important validation case.

Figure (1) shows a slice through the axisymmetric flow configuration which consists of a

central core (primary) and annular (secondary) jets discharging into a cylindrical test section
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with sudden expansion. The primary jet has a radius of 16 mm and is laden with glass beads

with a mean number diameter (D10) of 45 µm distributed between 10 and 120 µm obtained

by matching an upper-limit log-normal distribution with the experimental measurements. The

secondary annular jet has a swirling azimuthal velocity and extends over the radial interval of

19-32 mm. The outer radius of the annulus (R) is 32 mm, the whole test-section is 960 mm

long, is oriented vertically with gravity acting in the direction of the flow and is connected to

a stagnation chamber of length 640 mm and radius 288 mm. The computational domain is

divided in ∼ 1.6 × 106 hexahedral volumes and approximately 96 grid points are used in the

azimuthal direction. The Reynolds number of the primary jet is 26200, the particle loading ratio

of 0.034 is too small to have dense clusters of particles, and the particle-particle interactions are

neglected.

Figure (1) also shows the instantaneous contours of normalized axial velocity in the sym-

metry plane (z = 0) along with particle locations superimposed on the turbulent velocity field.

The size of the circles scales with the actual diameter of the particles. The velocity field is

normalized by the average inlet velocity of 12.82m/s. The expansion of the swirling jet, central

and secondary recirculation regions are clearly visible. The gas-phase inflow conditions are gen-

erated by simulating a periodic pipe and annulus with the desired mass flowrates and Reynolds

numbers. Each particle injected into the computational domain is simulated giving around 1.1

million particles at stationary state. Close to the entrance of the test-section at x/R = 0, par-

ticles are concentrated in the central core region. Particles are injected with the same velocities

as the gas-phase at the inlet, however, majority of them do not follow the rapid expansion and

deceleration of the gas jets. These particles are convected downstream and spread in the radial

and azimuthal directions, some of them are trapped in the central recirculation region. Parti-

cles tend to have higher velocities in the core region, penetrate the central recirculation region,

move against the gas-phase flow till they are decelerated to zero axial velocity. These parti-

cles then change their directions, and are thrown radially outwards by the centrifugal action.

Heavier particles penetrate the recirculation bubble the most because of their larger inertia.

The basic features of particle-laden, swirling flows, such as the recirculation bubble length, the
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reattachment points, the trajectories of different particle sizes are accurately captured [9].

It is important to note that accurate prediction of these flow features plays an important

role in investigating swirling, turbulent flows in gas-turbine combustors. Figure (2) shows com-

parison with the experimental data of azimuthally averaged particle-phase mean and rms axial,

swirl, and radial velocity at different cross-sections. Also shown are the mean and rms particle

diameter distributions indicating good agreement. Important particle-dispersion characteristics

are obtained from this simulation to further investigate swirling, particle-laden flows [9]. It

is also confirmed that LES together with the point-particle approach for dispersed phase can

accurately predict swirling, separated flows for dilute-particle loadings.

4.2 Validation of evaporation model and variable density formulation

In order to validate the evaporation model and the variable density formulation, simulation of a

coaxial non-swirling jet has been performed following the configuration used in the experiments

of Sommerfeld & Qiu [22]. This experiment also is well documented with specified boundary

conditions for both phases. For the liquid phase the inlet droplet size distribution and their

correlation with droplet velocity are well-defined. The gas-phase temperatures are not high

enough to produce spray flames. This isolates the droplet evaporation problem from spray

breakup and combustion, and makes it suitable to validate the evaporation models.

Figure (3) shows a snapshot of fuel mass fraction contours superimposed by scatter plot of

Isopropyl alcohol droplets in the symmetry plane (z = 0). Hot air at 373K is injected through

the annulus and liquid droplets at 313K are injected along the central wall region according to

the measured size-velocity correlations at x = 3 mm downstream of the wall [22]. The grid used

consists of 1.5M hexahedral cells and around 0.75M particles are present in the computational

domain at statistically stationary state. The droplets are injected near the inlet circular wall

of cross-sectional radius R = 20 mm. The droplet velocity-size correlation depicts a conical

spray with a spray angle of around 600. The Reynolds number at inlet annulus is 21164 and

the gas-phase inflow velocity is obtained by pre-computing a periodic annulus flow at same

Reynolds number and mass-flow rate and storing instantaneous velocity profiles over 10 flow
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through times. A convective boundary condition is used at the exit plane. The combustor walls

exhibit some heat losses as measured by the experiments, however, these are assumed small and

adiabatic conditions are applied.

Figure (4) shows the radial variations of the mean and rms droplet velocity, and the mean and

rms of droplet diameter compared to the experimental data. At x/R = 0 and x/R = 0.786 the

profiles of the mean droplet axial velocity show two peaks associated to the hollow-cone spray.

The droplet mean diameter shows a typical result corresponding to a hollow cone atomizer,

where smaller droplets are found in the core region and larger droplets near the edge of the

spray. Away from the injector, the spreading of the spray is hindered by the annular air-jets,

the droplet mean diameter becomes more uniform over the cross-section and slowly decreases

in the downstream direction because of evaporation. The axial mass-flux (not shown) also

decreases toward the exit due to evaporation and is well captured by the present simulation.

To further validated the the low-Mach number, variable density formulation on unstructured

grids at higher density ratios, a non-premixed methane-air flame in a coaxial combustor has been

simulated. Details of this simulation have been addressed by Mahesh et al. [11] and are not

presented here.

4.3 Validation of stochastic breakup model

To validate the stochastic breakup model together with the hybrid algorithm, a standard test

case for high-speed liquid atomization in a cylindrical chamber is simulated. The computational

domain is a closed cylindrical chamber of length 13.8 cm and diameter 5.6 cm, following the

experimental setup by Hiroyasu and Kudota [23]. Liquid jet is injected through a single-hole

nozzle into this constant pressure, room-temperature nitrogen chamber. Since the chamber

temperature is low, evaporation of the liquid fuel is negligible. The initial droplet diameter

is 300 µm corresponding to the nozzle size. The number of droplets injected per iteration is

determined based on the droplet diameter and time-step by keeping the mass flow rate constant.

The time step used in this simulation is 15 µs and a uniform grid of 100×65×65 cells is found to

capture the spray dynamics accurately. This configuration was chosen because of its simplicity
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and several different models have been calibrated against this experiment. In addition, the gas-

phase is initially at rest, and any flow generated is through the momentum transfer from the

liquid to the gas-phase allowing us to investigate the two-way coupling effects. The gas-phase

flow generated alters the relative velocity between the droplets and the flow, changes the breakup

time-scale and plays an important role in capturing the spray penetration depth accurately.

The simulation was carried out at three different chamber pressures using the hybrid ap-

proach outlined in section 2.4.4. Figure (5) shows the time evolution of liquid spray at 1.1MPa.

The region close to the injector mostly consists of large unbroken drops along with small, stripped

droplets. The ligament-like liquid structures deflected outward are clearly visible. Comparison

of penetration depth to experimental data at different chamber pressures obtained from the hy-

brid approach is shown in Fig. (6). Other spray characteristics such as liquid core length, spray

angle, and the Sauter mean diameter (SMD) are also in good agreement with the experimental

data [10].

4.4 Validation of spray patternation study for realistic PW injector

The stochastic model along with the hybrid particle-parcel approach are used to compare the

prediction of spray patternation characteristics for a realistic PW injector with the experimental

data. The experimental data set [25] was obtained by mounting the actual injector in a cylindri-

cal plenum through which gas with prescribed mass-flow rate was injected. Figure (7a) shows a

cut through the symmetry plane (z = 0) of the computational domain along with the mesh and

boundary conditions used. For this case, 3.2M grid points are used with high resolution near

the injector. The domain decomposition is based on the optimal performance of the Eulerian

gas-phase solver on 96 processors. Air from the inlet plenum goes through the central core,

guide, and outer swirlers to create multiple swirling jets. All the passages through the swirler

are computed. Also shown are the instantaneous axial velocity contours superimposed by the

droplet locations (Fig. 7b). The swirling air jet from the core swirler enters the dump region

and forms a recirculation zone. Jets from guide and outer swirlers interact with the core flow. A

complex vortex break down phenomenon is observed and its accurate prediction is necessary to

18



correctly represent the injector flow. Substantial amount of air is entrained in the radial direc-

tion and the rate of air entrainment is specified based on the experimentally measured values.

Liquid film is injected through the filmer surface which forms an annular ring. In the symmetry

plane this is indicated by two points on the edge of the annular ring (Fig. 7b). The liquid

mass-flow rate corresponds to certain operating conditions of the gas-turbine engine. Actual

numbers are not listed because of the proprietary nature of the experimental data. However,

comparisons are presented in terms of normalized quantities or percentage errors.

The liquid film at the filmer surface, is approximated by injecting uniform size drops of the

size of the annular ring thickness. These drops are convected downstream by the swirling air

and undergo breakup according to the stochastic model. A large number of droplets are created

in the vicinity of the injector due to breakup as shown in Fig. (7b). With the hybrid approach,

the total number of computational particles tracked at stationary state is around 3.5M and

includes around 150,000 parcels. Together these represent aproximately 13M droplets. Even

with the hybrid approach, the load-imbalance due to atomization was found to be significant

as only 1/3rd of the processors had more than 10,000 computational particles. Dynamic load-

balancing techniques to reduce this computational overhead due to sprays are being investigated

to improve the overall speedup [26].

Figure 8 compares LES predictions to the available experimental data of radial variations of

mean axial and swirl velocity at different axial locations (x = 0.4, x = 1.1, and x = 2.1, where x

is the distance from the injector wall normalized by the reference length scale). The numerical

results are azimuthally averaged. The predictions from our simulation are in close agreement

with the experimental data. Small disagreement at x = 2.1 is partly related to the coarse grid

resolution used away from the injector. It should be noted that the amount of swirl generator

by the injectors determines the size of the recirculation zone. Good agreement of the axial and

swirl velocities indicate that LES with dynamic sgs model can capture the vortex break-down

phenomenon accurately in complex geometries. Also shown are the corresponding predictions

using an in-house k − ǫ model. The unsteady RANS solutions are in agreement with the LES

and experimental data very close to the injector, however, degrade rapidly further away, showing
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limitations of the turbulence model. Improved predictions using advanced RANS models can

be obtained, however, the superiority of LES is clearly demonstrated. It should be noted that,

any artificial dissipation or inaccurate numerics gives faster decay of the swirl velocities and

incorrect size of the recirculation region, further emphasizing the importance of non-dissipative

numerical schemes for LES.

Figure (9) compares radial variation of liquid mass-flowrates using LES and the stochastic

model to the experimental data. The flow rates are presented as the ratio of the effective to the

integrated flow rate. The effective flow rate is defined as the flow rate the patternator would

record if the fuel flux was uniform at the local value. This normalization inherently carries the

ratio of the total cross-sectional area to the area of the local patternator holes. Also shown

are the predictions made by the k − ǫ model together with the Taylor-Analogy Breakup (TAB)

model [27] commonly used in industry. The LES results are generally in good agreement with

the experiments. Average droplet sizes at two axial location from the injector wall (x = 1.1

and x = 2.1) have been measured using the Malvern line of sight technique. The Sauter mean

diameters averaged over the cross-section at these two axial locations are predicted within 5%

of the experimental values. The present LES with stochastic breakup model predicts a broader

distribution (not shown) as opposed to the one predicted by RANS with TAB model. The

size distributions also indicate presence of large number of small size droplets compared to

the experiments. This is attributed to the lack of collision/coalescence models in the present

simulation. In addition, the initial droplet size at the injector nozzle is assumed to be a constant,

whereas it may vary depending on the local conditions governing primary atomization. A further

investigation with inclusion of collision models as well as using a size distribution at the inlet

should be performed in order to investigate uncertainties in model predictions.
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5 Validation of Multi-physics Reacting Flow Simulation

in PW Combustor

A multiscale, multiphysics simulation of turbulent reacting flow in a realistic Pratt & Whit-

ney combustor has been performed. This includes all the complex models for spray breakup,

evaporation, and turbulent combustion described in section (2.4). Figure (10a) shows a section

through the symmetry plane of the combustor geometry along with contours of temperature.

Also shown are the instantaneous droplet locations in this plane forming a conical spray. The

computational grid consists of 1.9M hybrid elements (hexes, pyramids, and tets) with fine reso-

lution close to the injector. The grid inside the combustion chamber is hex-dominant to obtain

good numerical accuracy. This simulation is performed on a single (1/18th) sector of the full

combustor. The injector is same as the one used in the liquid fuel patternation study described

earlier (section 4.4). The experimental data available for validation includes mass-splits through

different components, temperature profile, and distribution of pollutants, NOx at the measure-

ment plane.

Liquid fuel (Jet-A) enters the combustion chamber through an annular ring at the injector

exit. This liquid film is approximated by large drops of the size of the injector annulus. These

drops are convected by the surrounding hot air, they break, evaporate, and the fuel vapor thus

formed mixes with the surrounding air giving a non-premixed spray flame. The flamelet library

for Jet-A fuel at gas-turbine engine operating conditions, is generated by using a surrogate fuel

(80% n-Decane and 20% 1-2-4 tri-methyl-benzene) chemistry which closely follows the chemical

kinetics and reaction rates of the Jet-A fuel. Around 1000 elementary reactions among 100

chemical species are used to generate these tables. The chemical kinetics of surrogate fuel

compared to the original fuel chemistry in terms of prediction of pollutants in laminar flames

showed good agreement [28]. The progress variable for this simulation represents the summation

of mass fractions of CO2 and H2O.

Figure (10b) shows instantaneous snapshots of normalized temperature at various cross-

sections from the injector nozzle. High temperatures in the combustion chamber are reduced
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by cold air influx through the dilution holes. This reduces the exit temperature considerably.

The prediction of mass-splits through different components was shown to be within 5% of the

experimental data for the cold and reacting flow simulations [1, 11] and are not repeated here.

In addition, the average temperature in the measurement plane is within 2% of the experimental

data. The comparison of the radial variation of the mean temperature is shown in Fig. (11) and

was obtained by taking azimuthal average over the sector. This represents our first attempt to

perform such large-scale simulations in realistic configurations and the results give considerable

insight into the combustor spray-flame dynamics.

This computation has been performed on 80 processors of ASC Frost (IBM SP3) and involved

around 0.6M computational particles. It takes around 25-30 CPU-days on ASC Frost to obtain

statistics over 40 time units (3-4 flow through times) starting from a statistically stationary

solution. Significant advances in numerical algorithms resulting in efficient speedup of the solver

are underway [26]. These new algorithms are expected to make possible such a multiphysics,

multiphase computation of the full 18 injector combustor on 100M control volumes within 120-

150 CPU-hrs on the full ASC Frost machine (1024 processors). In addition, advanced models for

prediction of pollutants and NOx are being developed and applied to compute their distributions

within the combustion chamber. A variety of flow conditions including cruise, high power, take-

off etc. are also being simulated for multiple sectors of the combustor.

6 Summary & Future Work

A non-dissipative, energy-conserving numerical solver for arbitrary-shaped unstructured grids

is developed to simulate multiphase, multiscale turbulent reacting flows in realistic gas-turbine

combustors. This numerical tool solves low-Mach number, variable density flow equations for

the gas-phase. Advanced models to capture atomization & droplet breakup, droplet evapora-

tion, droplet deformation & drag, and turbulent combustion have been developed to simulate

complex multiphase reacting flows. In this paper, we emphasize the necessity of performing

detailed validation and verification studies to assess the predictive capability of the numerical
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solver as well as the models used. A series of validation cases in canonical configurations were

selected to systematically evaluate each component of the numerical solver: particle-laden flows,

evaporating droplets, gas-phase combustion, and droplet breakup. Results predicted show good

agreement with the experimental data. Having verified the good predictive capability, a spray

patternation study for PW injector and a multiphysics, multiscale simulation of reacting flow in

one sector of the PW combustor were performed to give encouraging results and considerable

insight into the unsteady flow development inside the combustor.

Advanced numerical schemes handling primary atomization and liquid sheet breakup [29],

finite-size effects of the droplets in the dense-spray regime [30], models for liquid-film forma-

tion [31], droplet dispersion [16], models based on concepts of micro-mixing for droplet flame

interactions, advanced combustion models for premixed/partially premixed turbulent flames,

soot and pollutant formation, and radiation are being developed. In addition, a highly accurate

numerical scheme capturing acoustic waves without the stringent acoustic CFL-restriction in

compressible flows has been developed to investigate combustion instabilities [32]. An extensive

effort is ongoing to make this tool efficient (by using multigrid solvers, dynamic load-balancing

techniques), modular, user-friendly and capable of solving relevant industrial problems with

quick turn around time to suit the demands of combustor design cycle in aircraft industry.
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Figure 1: Snapshot of axial velocity contours superimposed by scatter plot of glass-particles in
particle-laden, swirling flow in a co-axial jet combustor simulating experiment by Sommerfeld &
Qiu [21]. The velocity scale is normalized by average inlet velocity of 12.82m/s.
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Figure 2: Comparison of particle statistics obtained from LES ( ) to experimental data (◦ )
of Sommerfeld & Qiu [21] at different axial locations (x normalized by the reference annulus radius
R = 32mm): (a) mean axial velocity, (b) rms axial velocity, (c) mean radial velocity, (d) rms radial
velocity, (e) mean swirl velocity, (f) rms of swirl velocity, (g) mean diameter (microns), (h) rms
of particle diameter (microns).
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jet. Prediction of liquid spray penetration depth at different chamber pressures compared with
experimental data by Hiroyasu & Kudota [23].
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Figure 7: Snapshot of the symmetry plane (z = 0) of a PW injector: a) the full computational
domain indicating boundary conditions and computational mesh, b) instantaneous droplet locations
in the symmetry plane along with axial velocity contours. x and y are normalized axial and radial
coordinates.
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Figure 8: Radial variation of normalized mean axial and swirl velocities at different axial locations
for the PW injector patternation study: ◦ experimental data [25], LES, Unsteady RANS
using k − ǫ model: (a-b) x = 0.4, (c-d) x = 1.1, (e-f) x = 2.1. Here x is the normalized distance
from the injector wall.
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Figure 9: Comparison of radial variation of normalized liquid axial mass flux at two axial locations
for the PW injector spray patternation study: Unsteady RANS with TAB model for breakup,

present LES with stochastic breakup model, ◦ — ◦ experimental error bar: a) x = 1.1, b)
x = 2.1 where x is the normalized distance from the injector wall.
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(a)

(b)

Figure 10: Instantaneous snapshot of temperature in the Pratt & Whitney combustor obtained from
LES: a) symmetry plane with superimposed droplet locations, b) temperature contours at different
cross-sections from the injector nozzle, the last plane represents the temperature measurement
plane.
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Figure 11: Prediction of mean temperature at the measurement plane of PW combustor. Span
represents the normalized vertical distance in the measurement plane.
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