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#### Abstract

We consider circles of common centre and increasing radius on a compact hyperbolic surface and, more generally, on its unit tangent bundle. We establish a precise asymptotics for their rate of equidistribution. Our result holds for translates of any circle arc by arbitrary elements of $\mathrm{SL}_{2}(\mathbb{R})$. Our proof relies on a spectral method pioneered by Ratner and subsequently developed by Burger in the study of geodesic and horocycle flows. We further derive statistical limit theorems, with compactly supported limiting distribution, for appropriately rescaled circle averages of sufficient regular observables. Finally, we discuss applications to the classical circle problem in the hyperbolic plane, following the approach of Duke-Rudnick-Sarnak and Eskin-McMullen.


## 1. Introduction and main results

1.1. Dilating sets in diverse geometric contexts. It is an intriguing geometric problem to understand the long-term distribution properties of a diversified range of progressively dilating shapes, when the ambient space in which they live is folded according to a prescribed rule. Formally, the framework underlying such a question can be laid down as follows. Consider a compact connected Riemannian manifold $S$ and a Riemannian covering space $N$ with covering projection $\pi: N \rightarrow S$. The manifold $N$ plays the role of the ambient space, while $S$ is to be interpreted as the manifold resulting after a certain folding procedure operated on $N$. A homothety on $N$ is a diffeomorphism $h: N \rightarrow N$ transforming the Riemannian metric on $N$ into a scalar multiple thereof; if the rescaling ratio is equal to 1 , it simply reduces to a Riemannian isometry. Let now $\left(h_{t}\right)_{t \in \mathbb{R}_{>0}}$ be a collection of homotheties on $N$ whose scaling factor tends to infinity as $t$ does, and fix a Borel probability measure $\mu$ on $N$. The latter should be thought of as describing quantitatively the original shape, whose dilations we wish to examine. For instance, $\mu$ might be the renormalized volume measure on a finite-volume Riemannian submanifold of $N$, e.g. a rectifiable curve. We then let $\mu_{t}$ be the push-forward of $\mu$ under the homothety $h_{t}$ and denote by $m_{t}$ the projection of $\mu_{t}$ onto $S$, for any $t>0$.

A mathematical formulation of our problem consists in asking for the limit points, as $t$ goes to infinity, of the family of measures $\left(m_{t}\right)_{t>0}$ in the topology of weak* convergence of probability measures on $S$. Somewhat less pretentiously, it is already interesting to determine sufficient geometric conditions on the initial measure $\mu$ ensuring that the $m_{t}$ equidistribute as $t$ grows larger, that is, that they converge in the aforementioned topology to the renormalized volume measure $\mathrm{vol}_{S}$ on $S$; this circumstance amounts pictorially to the fact that the measures $m_{t}$ (and hence, in an intuitive sense, their supports) fill up the folded space $S$ in the most uniform way.

The Euclidean case. To the best of the authors' knowledge, the question formulated in the previous paragraph was first asked by Dennis Sullivan (cf. [54]) in the zero-curvature setting of Euclidean spaces and tori, that is, when $S=\mathbb{T}^{d}=\mathbb{R}^{d} / \mathbb{Z}^{d}$ and $N=\mathbb{R}^{d}$ for some integer $d \geq 1$, and for $\mu$ being the volume measure on a compact lower-dimensional submanifold of $\mathbb{R}^{n}$. In this case, the transformations $h_{t}$ are the standard linear homotheties $x \mapsto t x, x \in \mathbb{R}^{d}$. The problem was originally addressed by Randol in [54], both in an Euclidean and in a hyperbolic setup. In the former case, the following equidistribution result is established.

Theorem 1.1 (cf. [54, Thm. 1]). Suppose $C$ is the smooth boundary of a compact convex subset of $\mathbb{R}^{d}$ with non-empty interior, and assume its Gaussian curvature is everywhere positive. Let $\mu$ be the volume measure on $C$, renormalized to be a probability measure. Then the probability measures $m_{t}$ on $\mathbb{T}^{d}$ defined by

$$
m_{t}(A)=\mu\left(\left\{x \in \mathbb{R}^{n}: t x+\mathbb{Z}^{d} \in A\right\}\right), \quad A \subset \mathbb{T}^{d} \text { Borel }
$$

equidistribute towards the Haar measure on $\mathbb{T}^{d}$ as $t \rightarrow \infty$.

Remark 1.2. (a) The result in Theorem 1.1 is actually quantitative: for every sufficiently regular function $f$ on $\mathbb{T}^{d}$, it holds that

$$
\left|\int_{\mathbb{T}^{d}} f \mathrm{~d} m_{t}-\int_{\mathbb{T}^{d}} f \mathrm{~d} m_{\mathbb{T}^{d}}\right|<_{f, d} t^{-(d-1) / 2},
$$

where $m_{\mathbb{T}^{d}}$ denotes the Haar probability measure on $\mathbb{T}^{d}$.
(b) As a special case of Theorem 1.1, expanding spheres in $\mathbb{R}^{d}$ equidistribute on the standard torus with a polynomial rate depending on the dimension $d$. The study of expanding spheres in other geometric settings shall be a driving theme of this manuscript.
(c) In [54, Thm. 2], equidistribution is generalized to uniform measures supported on lowerdimensional rectilinear simplices in $\mathbb{R}^{d}$.

The proof of Theorem 1.1 (more generally, of its quantitative version stated in Remark 1.2(a)) relies on classical Fourier analysis on the $d$-dimensional torus; it is remarkably straightforward, once the decay properties at infinity of the Fourier transform of the measure $\mu$ are known. As such, it has been elaborated upon by Strichartz in [72] to prove the following generalization of Theorem 1.1. Let us say that the Fourier transform $\hat{\mu}: \mathbb{R}^{d} \rightarrow \mathbb{C}$ of $\mu$ decays on rays if

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \hat{\mu}(t x)=0 \tag{1.1}
\end{equation*}
$$

for every nonzero vector $x \in \mathbb{R}^{d}$.
Theorem 1.3 (cf. [72, Lem. 1]). Let $\mu$ be a Borel probability measure on $\mathbb{R}^{d}$ whose Fourier transform decays on rays. Then the conclusion of Theorem 1.1 holds true.

It actually suffices that $\hat{\mu}$ decays on integral rays, that is, that (1.1) is verified, less restrictively, for any non-zero $x \in \mathbb{Z}^{d}$. On the other hand, it turns out (cf. [72, Lem. 1]) that decay on arbitrary rays is equivalent to equidistribution of the projections of the $\mu_{t}$ onto any torus $\mathbb{R}^{d} / \Lambda$, where $\Lambda$ is a lattice in $\mathbb{R}^{d}$.

To conclude this brief account of the state of the art on the problem in flat geometry, we mention that the question of the limiting distribution of expanding circles has been recently examined in the setting of translation surfaces by Colognese and Pollicott [13], who prove (non-effective) equidistribution towards a probability measure which is equivalent, though in general not proportional, to the area measure on the given surface.
The hyperbolic case. As already mentioned, Randol's investigations in [54] were not confined to the zero-curvature case. In the hyperbolic framework, namely when the sectional curvature is constantly equal to $-1, S$ is a compact connected hyperbolic $d$-manifold $(d \geq 2)$ and $N$ can be taken as its Riemannian universal covering manifold, that is, the $d$-dimensional hyperbolic space $\mathbb{H}^{d}$. A choice of the homotheties $\left(h_{t}\right)_{t>0}$ is determined by fixing a base point $x_{0} \in \mathbb{H}^{d}$ and letting $h_{t}$ be the map which transforms ${ }^{1}$ each Riemannian geodesic $\gamma(s)(s \in \mathbb{R})$ passing through $x_{0}$ at time 0 into the geodesic $\gamma(t s)$. In this context, the result that can be elicited from the discussion in [54] reads as follows.
Theorem 1.4 (cf. [54]). Let $S$ be a compact connected hyperbolic d-manifold, $\pi: \mathbb{H}^{d} \rightarrow S$ the universal covering map, $C a(d-1)$-dimensional hyperbolic sphere of unit radius centered at a point $x_{0} \in \mathbb{H}^{d}, \mu$ the unique isometrically-invariant ${ }^{2}$ Borel probability measure on $C,\left(h_{t}\right)_{t>0}$ the family of homotheties $\mathbb{H}^{d} \rightarrow \mathbb{H}^{d}$ with center $x_{0}$ defined as above. Then the probability measures $m_{t}$ on $S$ defined by

$$
\begin{equation*}
m_{t}(A)=\mu\left(\left\{x \in \mathbb{H}^{d}: \pi \circ h_{t}(x) \in A\right\}\right), \quad A \subset S \text { Borel } \tag{1.2}
\end{equation*}
$$

equidistribute towards the renormalized volume measure on $S$ as $t \rightarrow \infty$.
Remark 1.5. Here again the result takes on a quantitative form: the rate of equidistribution of the measures $m_{t}$ defined in (1.2) is exponential, as opposed to the Euclidean case, with the exponent depending on the spectral gap of the hyperbolic manifold $S$ (cf. [54]).

Akin in spirit to the proof of Theorem 1.1, the argument leading to Theorem 1.4 is based upon the harmonic analysis of locally symmetric spaces via techniques related to the Selberg trace formula; for those, the reader is referred to Selberg's original article [62].

[^0]Lifting the question to unit tangent bundles. Let us now consider the following upgraded version of the problem explored in the foregoing paragraphs. Suppose that $S, N$ and $\left(h_{t}\right)_{t>0}$ are as in the beginning of the present section, with $y_{0} \in N$ being the common center of the homotheties $h_{t}$, and let $C$ be a compact Riemannian hypersurface in $N$. Assume further that the Riemannian distance function on $N$ turns it into a uniquely geodesic metric space ${ }^{3}$. If $T^{1} N$ denotes the unit tangent bundle of $N$, then $C$ identifies uniquely the subset $\tilde{C}$ of $T^{1} N$ consisting of all pairs $(x, v)$, where $x$ is a point in $C$ and $v$ is the unit-length tangent vector to the unique geodesic connecting $y_{0}$ to $x$. Similarly, if $C_{t}$ indicates the image of $C$ under the homothety $h_{t}$ for any $t>0$, we denote by $\tilde{C}_{t}$ its lift to $T^{1} N$ obtained in the previous fashion. A natural question thus arises as to the asymptotic distribution of the $\tilde{C}_{t}$ when projected to the unit tangent bundle of $S$; in this respect, the natural choice of a measure on $\tilde{C}_{t}$ is given by the push-forward of the renormalized volume measure on $C_{t}$ under the canonical identification of the latter submanifold with its lift $\tilde{C}_{t}$. If the projections to $S$ of the hypersurfaces $C_{t}$ equidistribute towards the normalized volume measure on $S$, it may be expected that the projections of the lifts $\tilde{C}_{t}$ equidistribute towards the corresponding Liouville measure on the unit tangent bundle $T^{1} S$ (cf. [34, Part 1, Sec. 5.4]).

The question lends itself to a description in the language of smooth dynamical systems. If $\left(g_{t}^{(N)}\right)_{t \in \mathbb{R}}$ is the geodesic flow on $T^{1} N$ (cf. [34, Part 1, Chap. 5]), it takes a few moments to realize that, for any $t>1$, the set $\tilde{C}_{t}$ is the image of the original lift $\tilde{C}$ under the transformation $g_{t-1}^{(N)}$; the same relation holds for the natural measures carried by the latter sets, and carries over to their projections to $T^{1} S$, using the geodesic flow $\left(g_{t}^{(S)}\right)_{t \in \mathbb{R}}$ defined on it in place of $\left(g_{t}^{(N)}\right)_{t \in \mathbb{R}}$.

The equidistribution problem in this formulation is treated in Margulis' thesis [47], which contains several striking developments and applications of the theory of Anosov systems to the large-scale geometry of negatively curved manifolds; among those, a proof is provided of equidistribution, towards the Liouville measure, of lifts of expanding circles on finite-volume hyperbolic surfaces. For further comments thereupon, as well as for the connection to the hyperbolic circle problem, the reader is referred to Section 1.5.

It is the chief purpose of the present work to provide a precise asymptotic expansion for the equidistribution rate of lifts of dilating hyperbolic circles, as well as of arbitrary sub-arcs thereof, on unit tangent bundles of compact hyperbolic surfaces; in the vein of the works of Randol [54] and Strichartz [72], we resort to a spectral approach originating in the work of Ratner [56] on quantitative mixing of geodesic and horocycle flows on Riemann surfaces of finite volume. Section 1.3 describes such results and expands on their connection to previous developments, in particular to the closely related work of Bufetov and Forni [10], whereas Sections 1.4 and 1.5 discuss a number of applications to statistical limit theorems and the hyperbolic lattice point counting problem.

We conclude this historical overview by pointing out that Margulis' groundbreaking contributions in [47], together with the gradual emergence of conspicuous applications to counting and Diophantine problems, spawned intensive research aimed at understanding the asymptotic distribution properties of translates of finite-volume subgroup orbits, as well as of more general subsets, on homogeneous spaces ${ }^{4}$; without purporting to provide an exhaustive list, we mention in this direction the works [4, $21,23,24,38,64,65,66,67,79]$.
1.2. The setup: circles in hyperbolic surfaces and in their unit tangent bundles. We now set the stage for the main questions we address in the present manuscript, referring to Section 2 for the required background. Let $\Gamma<\mathrm{SL}_{2}(\mathbb{R})$ be a cocompact lattice, that is, a discrete subgroup of $\mathrm{SL}_{2}(\mathbb{R})$ such that the quotient space $\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$ is compact; we indicate the latter homogeneous space with $M$. The group $\Gamma$ acts properly discontinuously and isometrically on the Poincaré upper half-plane $\mathbb{H}=\{z=x+i y \in \mathbb{C}: y>0\}$, endowed with the standard hyperbolic Riemannian metric, by Möbius transformations; when the projection of $\Gamma$ to $\mathrm{PSL}_{2}(\mathbb{R})=\mathrm{SL}_{2}(\mathbb{R}) /\left\{ \pm I_{2}\right\}$ is torsion-free, the quotient $S=\Gamma \backslash \mathbb{H}$ is a compact connected orientable smooth surface, inheriting a hyperbolic metric from $\mathbb{H}$.

[^1]With respect to such a metric, there is a canonical identification of $M$ with (possibly, a double cover of) the unit tangent bundle ${ }^{5} T^{1} S$.

Let $\left(r_{s}\right)_{s \in \mathbb{R}}$ be the one-parameter flow on $M$ defined by

$$
r_{s}(\Gamma g)=\Gamma g\left(\begin{array}{cc}
\cos s / 2 & \sin s / 2  \tag{1.3}\\
-\sin s / 2 & \cos s / 2
\end{array}\right)=\Gamma g \exp s \Theta, \quad \Theta=\left(\begin{array}{cc}
0 & 1 / 2 \\
-1 / 2 & 0
\end{array}\right) \in \mathfrak{s l}_{2}(\mathbb{R})=\operatorname{Lie}\left(\mathrm{SL}_{2}(\mathbb{R})\right)
$$

and denote by $\left(\phi_{t}^{X}\right)_{t \in \mathbb{R}}$ the geodesic flow on $M$, which is given algebraically by

$$
\phi_{s}^{X}(\Gamma g)=\Gamma g\left(\begin{array}{cc}
e^{t / 2} & 0  \tag{1.4}\\
0 & e^{-t / 2}
\end{array}\right)=\Gamma g \exp t X, \quad X=\left(\begin{array}{cc}
1 / 2 & 0 \\
0 & -1 / 2
\end{array}\right) \in \mathfrak{s l}_{2}(\mathbb{R})
$$

For any point $p=\Gamma g \in M$, the orbit of $p$ under the flow $\left(r_{s}\right)_{s \in \mathbb{R}}$ is the preimage of $z=\pi(p)$ under the fibration $\pi: M \rightarrow S$. Therefore, if $M$ identifies with $T^{1} S$, then this set consists of all unit tangent vectors to $z \in S$. For any real number $t>0$, the time- $t$ geodesic evolution $\phi_{t}^{X}\left(\left\{r_{s}(p): s \in \mathbb{R}\right\}\right)$ of the previous set coincides with the projection to $M$ of the subset of $T^{1} \mathbb{H}$ given by all outward-pointing normal vectors to the hyperbolic circle in $\mathbb{H}$ of radius $t$ centered at (a fixed representative in $\mathbb{H}$ of) $z$.

We indicate with vol the Haar probability measure on $M$, that is, the unique $\mathrm{SL}_{2}(\mathbb{R})$-invariant Borel probability measure on $M$; under the identification of $M$ with $T^{1} S$, it coincides with the Liouville measure projecting to the normalized hyperbolic area measure on $S$. For any $r \in \mathbb{N} \cup\{\infty\}$, we denote by $\mathscr{C}^{r}(M)$ the set of complex-valued functions of class $\mathscr{C}^{r}$ defined on the smooth manifold $M$. The supremum norm of a continuous function $f: M \rightarrow \mathbb{C}$ is denoted by $\|f\|_{\infty}$. For any $m \in \mathbb{N}_{\geq 1}$, $f \in \mathscr{C}^{m}(M)$ and $j \in\{0, \ldots, m\}$ let $\nabla^{j} f$ be the $j^{\text {th }}$ covariant derivative of $f$ and $\left|\left(\nabla^{j} f\right)(p)\right|$ its norm at a point $p \in M$. Define then the $\mathscr{C}^{m}$-norm of $f$ (cf. [2, Chap. 1]) as

$$
\begin{equation*}
\|f\|_{\mathscr{C} m}=\sum_{j=0}^{m} \sup _{p \in M}\left|\left(\nabla^{j} f\right)(p)\right| \tag{1.5}
\end{equation*}
$$

Let $L^{2}(M)$ be the Hilbert space of complex-valued functions on $M$ whose modulus is squareintegrable with respect to the measure vol, and denote by

$$
\langle\phi, \psi\rangle=\int_{M} \phi \bar{\psi} \mathrm{~d} \operatorname{vol}
$$

the inner product of two elements $\phi, \psi \in L^{2}(M)$.
Define two additional elements

$$
U=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right), \quad V=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)
$$

in the Lie algebra $\mathfrak{s l}_{2}(\mathbb{R})$. Identifying elements of the universal enveloping algebra of $\mathfrak{s l}_{2}(\mathbb{R})$ with leftinvariant differential operators on the space $\mathscr{C}^{\infty}(M)$, we define the Casimir operator as the secondorder differential operator $\square=-X^{2}+X-U V: \mathscr{C}^{2}(M) \rightarrow \mathscr{C}^{0}(M)$. It admits a unique maximal extension to an unbounded self-adjoint operator on $L^{2}(M)$; in particular, its spectrum $\operatorname{Spec}(\square)$ consists of real numbers. As $M$ is compact, it is well-known that $\operatorname{Spec}(\square)$ is pure point, and is a discrete subset of $\mathbb{R}$. The elements of $\operatorname{Spec}(\square)$ classify the irreducible representations strongly contained in the Koopman representation arising from the measure-preserving action of $\mathrm{SL}_{2}(\mathbb{R})$ on the measure space $(M, \operatorname{vol})$, as belonging to the principal, complementary or discrete series representations if the corresponding eigenvalue $\mu$ satisfies, respectively, $\mu \geq 1 / 4,0<\mu<1 / 4, \mu \leq 0$. With the normalization we have chosen ${ }^{6}$, the action of $\square$ on $\mathscr{C}^{2}$-functions defined on the surface $S$ is given by the Laplace-Beltrami operator $\Delta_{S}$ associated to the hyperbolic structure on $S$.

We are interested in quantitative equidistribution properties of the uniform probability measures supported on the circle arcs

$$
\phi_{t}^{X}\left(\left\{r_{s}(p): 0 \leq s \leq \theta\right\}\right)
$$

[^2]as $t$ goes to infinity, for every fixed $p \in M$ and $\theta \in(0,4 \pi]$ (cf. our normalization of $\Theta$ in (1.3), a full circle corresponds to $\theta=4 \pi)$. For any parameter $\theta \in(0,4 \pi]$ and any continuous function $f: M \rightarrow \mathbb{C}$, we thus define the function $k_{f, \theta}: M \times \mathbb{R} \rightarrow \mathbb{C}$ as
\[

$$
\begin{equation*}
k_{f, \theta}(p, t):=\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s, \quad p \in M, t \in \mathbb{R} . \tag{1.6}
\end{equation*}
$$

\]

In the forthcoming subsection, we provide a precise asymptotic expansion of $k_{f, \theta}(p, t)$ as $t$ tends to infinity, first for joint eigenfunctions ${ }^{7}$ of the operators $\square$ and $\Theta$ (Theorem 1.6), and then for arbitrary functions fulfilling a suitable regularity condition (Theorem 1.8).
1.3. Quantitative equidistribution of expanding translates of circle arcs. We begin with the case of joint eigenfunctions of the operators $\square$ and $\Theta$. Observe that the left-invariant vector field $\Theta \in \mathfrak{s l}_{2}(\mathbb{R})$ acts as an unbounded skew-symmetric operator on $L^{2}(M)$; if $\Theta f=\lambda f$ for some $f \in \mathscr{C}^{1}(M)$ and $\lambda \in \mathbb{C}$, then $\lambda=\frac{i}{2} n$ for some $n \in \mathbb{Z}$.

In the following statement and throughout, we associate to each $\mu \in \operatorname{Spec}(\square)$ the unique complex number $\nu \in \mathbb{R}_{\geq 0} \cup i \mathbb{R}_{>0}$ satisfying $1-\nu^{2}=4 \mu$.

Theorem 1.6. There exist real constants $\kappa_{0}$ and $\kappa(\mu)$ for any positive Casimir eigenvalue $\mu$ such that the following assertions hold. Let $\theta \in(0,4 \pi], \mu \in \operatorname{Spec}(\square)$ and $n \in \mathbb{Z}$, and suppose $f \in \mathscr{C}^{2}(M)$ satisfies $\square f=\mu f, \Theta f=\frac{i}{2} n f$. Define $k_{f, \theta}(p, t)$ as in (1.6).
(1) If $\mu>1 / 4$, there exist Hölder-continuous functions $D_{\theta, \mu, n}^{+} f, D_{\theta, \mu, n}^{-} f: M \rightarrow \mathbb{C}$ with Hölder exponent $1 / 2$ and

$$
\left\|D_{\theta, \mu, n}^{ \pm} f\right\|_{\infty} \leq \frac{\kappa(\mu)}{\theta}\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}}
$$

such that, for every $p \in M$ and $t \geq 1$,

$$
\begin{equation*}
k_{f, \theta}(p, t)=e^{-\frac{t}{2}} \cos \left(\frac{\Im \nu}{2} t\right) D_{\theta, \mu, n}^{+} f(p)+e^{-\frac{t}{2}} \sin \left(\frac{\Im \nu}{2} t\right) D_{\theta, \mu, n}^{-} f(p)+\mathcal{R}_{\theta, \mu, n} f(p, t) \tag{1.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|\mathcal{R}_{\theta, \mu, n} f(p, t)\right| \leq \frac{8 \kappa_{0}\left(n^{2}+1\right)}{\theta \Im \nu}\|f\|_{\mathscr{C}_{1}} e^{-t} \tag{1.8}
\end{equation*}
$$

(2) If $\mu=1 / 4$, there exist Hölder-continuous functions $D_{\theta, 1 / 4, n}^{+} f: M \rightarrow \mathbb{C}$, with Hölder exponent $1 / 2-\varepsilon$ for every $\varepsilon>0$, and $D_{\theta, 1 / 4, n}^{-} f: M \rightarrow \mathbb{C}$, with Hölder exponent $1 / 2$, and satisfying

$$
\left\|D_{\theta, 1 / 4, n}^{ \pm} f\right\|_{\infty} \leq \frac{\kappa(1 / 4)}{\theta}\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}},
$$

such that, for every $p \in M$ and $t \geq 1$,

$$
\begin{equation*}
k_{f, \theta}(p, t)=e^{-\frac{t}{2}} D_{\theta, 1 / 4, n}^{+} f(p)+t e^{-\frac{t}{2}} D_{\theta, 1 / 4, n}^{-} f(p)+\mathcal{R}_{\theta, 1 / 4, n} f(p, t), \tag{1.9}
\end{equation*}
$$

where

$$
\left|\mathcal{R}_{\theta, 1 / 4, n} f(p, t)\right| \leq \frac{4 \kappa_{0}}{\theta}\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}}(t+1) e^{-t}
$$

(3) If $0<\mu<1 / 4$, there exist functions $D_{\theta, \mu, n}^{+} f, D_{\theta, \mu, n}^{-} f: M \rightarrow \mathbb{C}$, respectively Hölder-continuous with Hölder exponent $\frac{1-\nu}{2}$ and of class $\mathscr{C}^{1}$, and satisfying

$$
\left\|D_{\theta, \mu, n}^{ \pm} f\right\|_{\infty} \leq \frac{\kappa(\mu)}{\theta}\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}}
$$

such that, for every $p \in M$ and $t \geq 1$,

$$
\begin{equation*}
k_{f, \theta}(p, t)=e^{-\frac{1+\nu}{2} t} D_{\theta, \mu, n}^{+} f(p)+e^{-\frac{1-\nu}{2} t} D_{\theta, \mu, n}^{-} f(p)+\mathcal{R}_{\theta, \mu, n} f(p, t), \tag{1.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|\mathcal{R}_{\theta, \mu, n} f(p, t)\right| \leq \frac{4 \kappa_{0}}{\theta \nu(1-\nu)(1+\nu)}\left(n^{2}+1\right)\|f\|_{\mathscr{C}_{1}} e^{-t} \tag{1.11}
\end{equation*}
$$

[^3](4) If $\mu=0$, there exists a function $G_{\theta, n} f: M \times \mathbb{R}_{>0} \rightarrow \mathbb{C}$, with $G_{\theta, n} f(\cdot, t)$ of class $\mathscr{C}^{1}$ for any $t>0, G_{\theta, n} f(p, \cdot)$ continuous for every $p \in M$ and
$$
\sup _{p \in M, t>0}\left|G_{\theta, n} f(p, t)\right| \leq \frac{\kappa_{0}}{\theta}\left(n^{2}+1\right)\|f\|_{\mathscr{C}_{1}}
$$
such that, for every $p \in M$ and $t \geq 1$,
\[

$$
\begin{equation*}
k_{f, \theta}(p, t)=\int_{M} f \mathrm{~d} \operatorname{vol}+e^{-t} \int_{1}^{t}-G_{\theta, n} f(p, \xi) \mathrm{d} \xi+\mathcal{R}_{\theta, 0, n} f(p, t), \tag{1.12}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
\left|\mathcal{R}_{\theta, 0, n} f(p, t)\right| \leq \frac{8 e \pi+\kappa_{0}}{\theta}\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}} e^{-t} . \tag{1.13}
\end{equation*}
$$

(5) If $\mu<0$ then, for every $p \in M$ and $t \geq 1$,

$$
\begin{equation*}
\left|k_{f, \theta}(p, t)\right| \leq \frac{1}{\theta}\left(\frac{4 \kappa_{0}}{(\nu-1)(\nu+1)}+\frac{2 e \pi(3+\nu)}{\nu}\right)\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}} e^{-t} . \tag{1.14}
\end{equation*}
$$

Remark 1.7. The asymptotic expansions for $k_{f, \theta}(p, t)$ are easily transferred to the case of large negative values of the time parameter $t$, by noticing that

$$
k_{f, \theta}(p,-t)=k_{f \circ r_{\pi}, \theta}\left(r_{\pi}(p), t\right)
$$

for any $p \in M$ and $t \geq 1$.
Taking advantage of Theorem 1.6 and of standard harmonic analysis on the group $\mathrm{SL}_{2}(\mathbb{R})$, we establish an asymptotic expansion of $k_{f, \theta}(p, t)$ for all sufficiently regular, but otherwise arbitrary test functions $f$. Define the Laplacian on $M$ to be the second-order linear differential operator $\Delta=\square-2 \Theta^{2}$. For any $s \in \mathbb{R}_{>0}$, let $W^{s}(M)$ be the Sobolev space of order $s$ on the manifold $M$, that is, the Hilbertspace completion of the complex vector space $\mathscr{C}^{\infty}(M)$ of smooth functions on $M$ endowed with the inner product

$$
\langle\phi, \psi\rangle_{W^{s}}=\left\langle(1+\Delta)^{s} \phi, \psi\right\rangle, \quad \phi, \psi \in \mathscr{C}^{\infty}(M) .
$$

As $M$ is compact, the well-known Sobolev Embedding Theorem (which we recall in Theorem 2.4) ensures the existence of a continuous embedding $W^{s}(M) \hookrightarrow \mathscr{C}^{r}(M)$ whenever $s \in \mathbb{R}_{>0}$ and $r \in \mathbb{N}$ are such that $s>r+3 / 2$; explicitly, there is a constant $C_{r, s} \in \mathbb{R}_{>0}$ (which for definiteness we take equal to the operator norm of the corresponding embedding) such that $\|f\|_{\mathscr{C} r} \leq C_{r, s}\|f\|_{W^{s}}$ for any $f \in W^{s}(M)$. Hereinafter, an element $f \in W^{s}(M)$ for $s>3 / 2$ is always identified with its unique continuous representative.

Set

$$
\varepsilon_{0}= \begin{cases}1 & \text { if } 1 / 4 \in \operatorname{Spec}(\square),  \tag{1.15}\\ 0 & \text { if } 1 / 4 \notin \operatorname{Spec}(\square) .\end{cases}
$$

Theorem 1.8. There exist real constants $C_{\text {Spec }}$ and $C_{\text {Spec }}^{\prime}$, depending only on the spectrum of the Casimir operator on $L^{2}(M)$, such that the following holds. Let $\theta \in(0,4 \pi]$ and $s>11 / 2$ be real numbers, and suppose $f \in W^{s}(M)$. Then there exist continuous functions $D_{\theta, \mu}^{+} f, D_{\theta, \mu}^{-} f: M \rightarrow \mathbb{C}$ for any positive Casimir eigenvalue $\mu$, with

$$
\begin{equation*}
\sum_{\mu \in \operatorname{Spec}(\square) \cap \mathbb{R}_{>0}}\left\|D_{\theta, \mu}^{+} f\right\|_{\infty}+\left\|D_{\theta, \mu}^{-} f\right\|_{\infty} \leq \frac{C_{\mathrm{Spec}}^{\prime} C_{1, s-3}}{\theta}\|f\|_{W^{s}} \tag{1.16}
\end{equation*}
$$

such that, for every $p \in M$ and $t \geq 1$,

$$
\begin{align*}
\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s= & \int_{M} f \mathrm{~d} \operatorname{vol} \\
& +e^{-\frac{t}{2}}\left(\sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \cos \left(\frac{\Im \nu}{2} t\right) D_{\theta, \mu}^{+} f(p)+\sin \left(\frac{\Im \nu}{2} t\right) D_{\theta, \mu}^{-} f(p)\right)  \tag{1.17}\\
& +\sum_{\mu \in \operatorname{Spec}(\square), 0<\mu<1 / 4} e^{-\frac{1+\nu}{2} t} D_{\theta, \mu}^{+} f(p)+e^{-\frac{1-\nu}{2} t} D_{\theta, \mu}^{-} f(p) \\
& +\varepsilon_{0}\left(e^{-\frac{t}{2}} D_{\theta, 1 / 4}^{+} f(p)+t e^{-\frac{t}{2}} D_{\theta, 1 / 4}^{-} f(p)\right)+\mathcal{R}_{\theta} f(p, t),
\end{align*}
$$

where

$$
\begin{equation*}
\left|\mathcal{R}_{\theta} f(p, t)\right| \leq \frac{C_{\mathrm{Spec}} C_{1, s-3}}{\theta}\|f\|_{W^{s}}(t+1) e^{-t} \tag{1.18}
\end{equation*}
$$

Remark 1.9. An asymptotic expansion of the same form can be deduced from the work of Bufetov and Forni [10], where the authors study the asymptotic distribution properties of translates of general rectifiable arcs ${ }^{8}$. The results are there stated only for positive Casimir parameters; in order to treat the components supported on the discrete series, it would be necessary to adapt the method used by Flaminio and Forni in [26], which however would only allow to establish upper bounds contributing to the error term.

Comparing the coefficients in Theorem 1.8 and in the the expansion which follows from the results in [10], it is possible to infer that the functions $D_{\theta, \mu}^{ \pm} f$ are proportional, in a sense clarified for instance by the second author in [58] in the corresponding setup, to the invariant distributions for the unstable horocycle flow or, in the language of the work [18] by Dyatlov, Faure and Guillarmou, to the resonant states for the geodesic flow. The method employed in the present article, which differs substantially from the one of [10], affords a sharper control on those terms in the asymptotic expansion coming from the components associated to non-positive Casimir parameter, as well as finer information on the regularity of the coefficients with respect to the base point.

We record here below the ensuing effective equidistribution statement, in which we single out the two main terms of the asymptotic expansion, thereby highlighting the dependence of the latter on the spectral gap of the underlying hyperbolic surface $S=\Gamma \backslash \mathbb{H}$, defined as

$$
\mu_{*}=\inf \left(\operatorname{Spec}(\square) \cap \mathbb{R}_{>0}\right)=\inf \left(\operatorname{Spec}\left(\Delta_{S}\right) \backslash\{0\}\right) ;
$$

its corresponding parameter is denoted by $\nu_{*}$.
Notation. We adopt the classical Landau notation $o(\eta(t))$ for $\eta: \mathbb{R}_{>0} \rightarrow \mathbb{R}_{>0}$ tending to zero at infinity, to indicate a function $\lambda: \mathbb{R}_{>0} \rightarrow \mathbb{C}$ such that $|\lambda(t)| / \eta(t) \rightarrow 0$ as $t \rightarrow \infty$.

Corollary 1.10. Let $\theta, s, C_{1, s-3}, C_{\text {Spec }}^{\prime}$ and $f$ be as in Theorem 1.8. Then there exists a function $D_{\theta}^{\text {main }} f: M \rightarrow \mathbb{C}$ with

$$
\begin{equation*}
\left\|D_{\theta}^{\operatorname{main}} f\right\|_{\infty} \leq \frac{C_{\text {Spec }}^{\prime} C_{1, s-3}}{\theta}\|f\|_{W^{s}} \tag{1.19}
\end{equation*}
$$

such that, for every $p \in M$ and $t \geq 1$,

$$
\begin{equation*}
\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s=\int_{M} f \mathrm{~d} \mathrm{vol}+D_{\theta}^{\operatorname{main}} f(p) t^{\varepsilon_{0}} e^{-\frac{1-\Re \nu_{*}}{2} t}+o\left(e^{-\frac{1-\Re \nu_{*}}{2} t}\right) \tag{1.20}
\end{equation*}
$$

Remark 1.11. We collect here below further comments about Theorem 1.6, Theorem 1.8 and Corollary 1.10.
(1) The Hölder-continuity claims concerning the coefficients $D_{\theta, \mu, n}^{ \pm}$appearing in Theorem 1.6 tacitly involve the choice of a distance function $d$ on $M$. It is intended that $d$ is the Riemannian distance function induced on the connected manifold $M$ by a Riemannian metric $g$. The Hölder-continuity property, as well as the Hölder exponent, of $D_{\theta, \mu, n}^{ \pm}$is independent of the choice of such a $g$, as any two Riemannian metrics on a compact manifold induce Lipschitzequivalent metrics (see [41, Lem. 13.28]).
(2) We point out the analogy of Theorem 1.6 with the asymptotics of horocycle ergodic integrals for Casimir eigenfunctions established in [58, Thm. 1] (in the same way, Theorem 1.8 mirrors [58, Thm. 2]). This similarity stems computationally from the application of the exact same spectral method in both circumstances; as a matter of fact, it comes as no surprise from a geometric standpoint, for large hyperbolic circles approximate orbits of the unstable horocycle flow.
(3) For $\theta=4 \pi$, we recover the qualitative equidistribution of expanding circles towards the uniform measure vol obtained by Margulis in [47].
(4) The equidistribution rate in Corollary 1.10 matches exactly the mixing rate of the geodesic flow on $M$ obtained by Ratner in [56, Thm. 2].

[^4](5) As suggested by the underlying geometric picture, the various upper bounds in the statements of Theorem 1.6 and 1.8 indicate that the speed of equidistribution improves as $\theta$ increases to $4 \pi$, that is, as the length of the initial circle arc gets larger.
As a special case of Theorem 1.8, we obtain an asymptotic expansion for the equidistribution rate of $\Theta$-invariant functions; in other words, we provide the precise asymptotic behaviour of large circles on the compact hyperbolic surface $S$, identified, here and afterwards whenever convenient, with the double coset space $\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R}) / \mathrm{SO}_{2}(\mathbb{R})$.

Let $d_{\mathbb{H}}$ denote the distance function on $\mathbb{H}$ arising from the hyperbolic Riemannian metric. For any $z \in \mathbb{H}$ and $t>0$, let $C_{\mathbb{H}}(z, t)=\left\{z^{\prime} \in \mathbb{H}: d_{\mathbb{H}}\left(z, z^{\prime}\right)=t\right\}$ be the hyperbolic circle of radius $t$ centered at $z$, and denote by $C_{S}(z, t)$ its projection to $S$. With $m_{C_{S}(z, t)}$ we indicate the projection to $S$ of the unique isometrically-invariant Borel probability measure supported on $C_{\mathbb{H}}(z, t)$. Finally, let $m_{S}$ be the hyperbolic area measure on $S$, normalized to be a probability measure.
Theorem 1.12. Let $\theta \in(0,4 \pi], s>9 / 2, \tilde{f}: S \rightarrow \mathbb{C}$ a function such that the $\mathrm{SO}_{2}(\mathbb{R})$-invariant function $f: M \rightarrow \mathbb{C}$ defined by $f(\Gamma g)=\tilde{f}\left(\Gamma g \mathrm{SO}_{2}(\mathbb{R})\right)$ for any $g \in \mathrm{SL}_{2}(\mathbb{R})$ is in $W^{s}(M)$. Then, for every $z=\Gamma g \mathrm{SO}_{2}(\mathbb{R}) \in S, p=\Gamma g \in M$ and $t \geq 1$,

$$
\begin{aligned}
\int_{S} \tilde{f} \mathrm{~d} m_{C_{S}(z, t)} & =\int_{S} \tilde{f} \mathrm{~d} m_{S}+e^{-\frac{t}{2}}\left(\sum_{\mu \in \operatorname{Secc}\left(\Delta_{S}\right), \mu>1 / 4} \cos \left(\frac{\Im \nu}{2} t\right) D_{4 \pi, \mu}^{+} f(p)+\sin \left(\frac{\Im \nu}{2} t\right) D_{4 \pi, \mu}^{-} f(p)\right) \\
& +\sum_{\mu \in \operatorname{Spec}\left(\Delta_{S}\right), 0<\mu<1 / 4} e^{-\frac{1+\nu}{2} t} D_{4 \pi, \mu}^{+} f(p)+e^{-\frac{1-\nu}{2} t} D_{4 \pi, \mu}^{-} f(p) \\
& +\varepsilon_{0}\left(e^{-\frac{t}{2}} D_{4 \pi, 1 / 4}^{+} f(p)+t e^{-\frac{t}{2}} D_{4 \pi, 1 / 4}^{-} f(p)\right)+\mathcal{R}_{4 \pi} f(p, t) .
\end{aligned}
$$

In particular, the functions $\mathcal{R}_{4 \pi} f$ and $D_{4 \pi, \mu}^{ \pm} f, \mu \in \operatorname{Spec}\left(\Delta_{S}\right) \cap \mathbb{R}_{>0}$, defined as in Theorem 1.8, are $\mathrm{SO}_{2}(\mathbb{R})$-invariant.

Clearly, an analogous statement holds for arbitrary sub-arcs of the circles $C_{S}(z, t)$.
Remark 1.13. It is worth highlighting that, in the case of an $\mathrm{SO}_{2}(\mathbb{R})$-invariant observable $f$, we require mildly less restrictive assumptions on its Sobolev regularity; this will become relevant in Section 7 when we deal with the error rate for the hyperbolic lattice point counting problem.

Furthermore, we emphasize that Theorem 1.12 improves upon the equidistribution results in [54] (which, on the other hand, apply to any dimension) in a twofold way: it demands less restrictive conditions on the regularity of test functions and, more importantly, it refines Randol's upper bound on the equidistribution rate by giving a precise asymptotic expansion.

Leveraging the explicit dependence of the asymptotics in Theorem 1.8 on the upper bound $\theta$ of the domain of parametrization of the circle arc under consideration, we deduce a sufficient quantitative condition for the equidistribution of shrinking pieces of expanding circles; this is in the vein of Strömbergsson's results in [73], where the analogous question is investigated for shrinking portions of closed horocycles on non-closed hyperbolic surfaces of finite volume.

Corollary 1.14. Let $p \in M, \theta_{1}, \theta_{2}: \mathbb{R}_{>0} \rightarrow(0,4 \pi)$ two functions with $\theta_{1}(t) \leq \theta_{2}(t)$ for any $t>0$, and consider the circle sub-arcs $\gamma_{t}=\left\{\phi_{t}^{X} \circ r_{s}(p): \theta_{1}(t) \leq s \leq \theta_{2}(t)\right\}$. For any $t>0$, let $\mu_{t}$ be the normalized restriction to $\gamma_{t}$ of the unique isometrically-invariant measure on the corresponding full circle. Assume that there exist $t_{0}>0$ and a function $\eta: \mathbb{R}_{>0} \rightarrow \mathbb{R}_{>0}$ with $\eta(t) \rightarrow \infty$ as $t \rightarrow \infty$ such that $\theta_{2}(t)-\theta_{1}(t) \geq \eta(t) e^{-\frac{1-\Re \nu *}{2} t}$ for any $t \geq t_{0}$. Then the circle arcs $\gamma_{t}$ equidistribute as $t \rightarrow \infty$ : more precisely, the measures $\mu_{t}$ converge in the weak ${ }^{*}$ topology, as $t \rightarrow \infty$, towards the uniform measure vol on $M$.
1.4. Statistical limit theorems for deviations from the average. The asymptotics in Theorem 1.8 affords the means to examine the long-term statistical behaviour of the averages of a given observable along expanding circle arcs. Historically, a momentous discovery in the twentieth century was the realization that the long-term evolution of deterministic systems frequently obeys the same statistical laws governing the asymptotic behaviour of random processes. Specifically, this feature is a typical characteristic of dynamical systems with hyperbolic behaviour, among which geodesic flows on negatively curved compact manifolds feature prominently; we refer the reader to the survey in the introduction to [16], as well as to the references therein, for an extensive discussion of the topic.

Because of the exponential mixing properties of the geodesic flow $\left(\phi_{t}^{X}\right)_{t \in \mathbb{R}}$ on $M$ (cf. [56, Thm. 2]), at first it stands to reason to expect, for a real-valued function $f$ on $M$ with finite first moment with respect to the volume measure vol, the distribution of the deviations from the average

$$
\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{T}^{X} \circ r_{s}(p) \mathrm{d} s-\int_{M} f \mathrm{dvol}
$$

when the base point $p$ is randomly chosen according to the law vol, (something which is henceforth indicated with $p \sim \operatorname{vol}$ ), to mimic for large values of $T$ the law of the empirical mean

$$
\frac{1}{N} \sum_{n=1}^{N} X_{n}
$$

of an increasing number $N$ of independent real-valued random variables $X_{n}$. More precisely, since the hyperbolic length of a circle of radius $T$ is proportional to $e^{T}$ (see the explanation below (7.7)), a full analogoue of the classical Central Limit Theorem in this case would affirm that the random variables

$$
e^{\frac{T}{2}}\left(\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{T}^{X} \circ r_{s}(p) \mathrm{d} s-\int_{M} f \mathrm{dvol}\right), \quad p \sim \operatorname{vol}
$$

converge in law, as $T$ tends to infinity, to a normally distributed random variable. However, the geometric resemblance of large hyperbolic circles to orbits of the unstable horocycle flow, for which similar phenomena occur (cf. [10, Thm. 1.4, 1.5] and [58, Thm. 4]) accounts both for the emergence of other types of limiting distributions, and for possibly different renormalization factors, depending on the spectral properties of the observable under consideration.

In order to minimize the difference with the classical probabilistic setup of sums of independent random variables, we shall state all the results in this subsection for real-valued observables, though the extension to complex-valued ones is immediate.
Theorem 1.15. Let $\theta \in(0,4 \pi], s>11 / 2, f \in W^{s}(M)$ a real-valued function. Assume that

$$
\mu_{f}=\inf \left\{\mu \in \operatorname{Spec}(\square) \cap \mathbb{R}_{>0}: D_{\theta, \mu}^{-} f \text { does not vanish identically on } M\right\}
$$

is finite, and let $\nu_{f}$ be the unique complex number in $\mathbb{R}_{\geq 0} \cup i \mathbb{R}_{>0}$ satisfying $1-\nu_{f}^{2}=4 \mu_{f}$.
(1) If $0<\mu_{f}<1 / 4$, the random variables

$$
e^{\frac{1-\nu_{f}}{2} T}\left(\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{T}^{X} \circ r_{s}(p) \mathrm{d} s-\int_{M} f \mathrm{dvol}\right), \quad p \sim \operatorname{vol}
$$

converge in distribution to $D_{\theta, \mu_{f}}^{-} f$ as $T \rightarrow \infty$.
(2) If $\mu_{f}=1 / 4$, the random variables

$$
T^{-1} e^{\frac{T}{2}}\left(\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{T}^{X} \circ r_{s}(p) \mathrm{d} s-\int_{M} f \mathrm{dvol}\right), \quad p \sim \operatorname{vol}
$$

converge in distribution to $D_{\theta, 1 / 4}^{-} f$ as $T \rightarrow \infty$.
(3) If $\mu_{f}>1 / 4$, the random variables

$$
e^{\frac{T}{2}}\left(\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{T}^{X} \circ r_{s}(p) \mathrm{d} s-\int_{M} f \mathrm{~d} \operatorname{vol}\right), \quad p \sim \operatorname{vol}
$$

converge in distribution, as $T \rightarrow \infty$, to the quasi-periodic motion

$$
\varepsilon_{0} D_{\theta, 1 / 4}^{+} f(p)+\sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \cos \left(\frac{\Im \nu}{2} T\right) D_{\theta, \mu}^{+} f+\sum_{\mu \in \operatorname{Spec}(\square), \mu \geq \mu_{f}} \sin \left(\frac{\Im \nu}{2} T\right) D_{\theta, \mu}^{-} f
$$

on the set of real-valued random variables defined on the probability space ( $M, \mathrm{vol}$ ).
Observe the remarkable fact that the limiting distributions appearing in the statement of Theorem 1.15 are compactly supported on the real line, owing to the fact that the coefficients $D_{\theta, \mu}^{ \pm} f$ are bounded. This stands in stark contrast with the classical versions of the Central Limit Theorem in probability theory, where in non-trivial situations the distribution of errors is governed by the fully supported Gaussian distribution. Furthermore, it is straightforward to check, at least when the Casimir components of $f$ are eigenfunctions of $\Theta$ and using the explicit expressions of the coefficients
$D_{\theta, \mu}^{ \pm} f$ in (4.8), (4.9), (4.12) and (4.14), that the limit law is non-trivial ${ }^{9}$, that is, not a Dirac mass. In the general case, the coefficients are given by infinite superpositions of the previous ones; though we shall refrain from a detailed verification, there is no reason to expect cancellation phenomena to come about and produce limiting random variables which are constant almost-surely.

Theorem 1.15 is a consequence of its quantitative version which we presently discuss. For $f$ fulfilling the conditions in Theorem 1.15, let $\mathbf{P}_{\theta, f}$ denote the law of the random variable $D_{\theta, \mu_{f}}^{-} f$ when $\mu_{f} \leq 1 / 4$, and $\mathbf{P}_{\theta, f}(T)$ the law of the random variable

$$
\varepsilon_{0} D_{\theta, 1 / 4}^{+} f(p)+\sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \cos \left(\frac{\Im \nu}{2} T\right) D_{\theta, \mu}^{+} f+\sum_{\mu \in \operatorname{Spec}(\square), \mu \geq \mu_{f}} \sin \left(\frac{\Im \nu}{2} T\right) D_{\theta, \mu}^{-} f, \quad T>0,
$$

when $\mu_{f}>1 / 4$. Furthermore, for any $T \geq 1$ we let $\mathbf{P}_{\theta, f}^{\text {circ }}(T)$ be:
(1) the law of

$$
e^{\frac{1-\nu_{f}}{2} T}\left(\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{T}^{X} \circ r_{s}(p) \mathrm{d} s-\int_{M} f \mathrm{~d} \operatorname{vol}\right) \quad \text { if } 0<\mu_{f}<1 / 4,
$$

(2) the law of

$$
T^{-1} e^{\frac{T}{2}}\left(\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{T}^{X} \circ r_{s}(p) \mathrm{d} s-\int_{M} f \mathrm{dvol}\right) \quad \text { if } \mu_{f}=1 / 4,
$$

(3) and the law of

$$
e^{\frac{T}{2}}\left(\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{T}^{X} \circ r_{s}(p) \mathrm{d} s-\int_{M} f \mathrm{~d} \operatorname{vol}\right) \quad \text { if } \mu_{f}>1 / 4 .
$$

Denote by $d_{L P}$ the Lévi-Prokhorov distance on the set of Borel probability measures on $\mathbb{R}$ (cf. Section 6.1), which induces on the latter the topology of weak convergence. Recall also that $\mu_{*}$ denotes the spectral gap of $S=\Gamma \backslash \mathbb{H}$, with associated parameter $\nu_{*}$.
Proposition 1.16. Let the assumptions be as in Theorem 1.15, and the constants $C_{\mathrm{Spec}}$ and $C_{\mathrm{Spec}}^{\prime}$ be as in Theorem 1.8.
(1) If $0<\mu_{f}<1 / 4$, then there is an explicit constant $\eta_{f}>0$, depending only on $\mu_{f}$ and on $\operatorname{Spec}(\square)$, such that

$$
d_{L P}\left(\mathbf{P}_{\theta, f}^{\operatorname{circ}}(T), \mathbf{P}_{\theta, f}\right) \leq \frac{C_{\text {Spec }}^{\prime} C_{1, s-3}}{\theta}\|f\|_{W^{s}} T e^{-\eta_{f} T}
$$

for every $T \geq 1$.
(2) If $\mu_{f}=1 / 4$, then there exists a constant $C_{\text {pos }}$, depending only on $\operatorname{Spec}(\square) \cap \mathbb{R}_{>0}$, such that

$$
d_{L P}\left(\mathbf{P}_{\theta, f}^{\mathrm{circ}}(T), \mathbf{P}_{\theta, f}(T)\right) \leq \frac{C_{\text {pos }} C_{1, s-3}}{\theta}\|f\|_{W^{s}} T^{-1}
$$

for every $T \geq 1$.
(3) If $\mu_{f}>1 / 4$, then:
(a) when $\mu_{*}<1 / 4$,

$$
d_{L P}\left(\mathbf{P}_{\theta, f}^{\mathrm{circ}}(T), \mathbf{P}_{\theta, f}(T)\right) \leq \frac{C_{\mathrm{Spec}}^{\prime} C_{1, s-3}}{\theta}\|f\|_{W^{s}} e^{-\frac{\nu_{*}}{2} T}
$$

for every $T \geq 1$;
(b) when $\mu_{*} \geq 1 / 4$,

$$
d_{L P}\left(\mathbf{P}_{\theta, f}^{\mathrm{circ}}(T), \mathbf{P}_{\theta, f}(T)\right) \leq \frac{C_{\mathrm{Spec}} C_{1, s-3}}{\theta}\|f\|_{W^{s}}(T+1) e^{-\frac{T}{2}}
$$

for every $T \geq 1$.
Entirely analogous deductions, of which we omit the details (cf. Section 6.1), can be made in the case where the $D_{\theta, \mu}^{-} f$ vanish everywhere for any Casimir eigenvalue $\mu>0$ but $D_{\theta, \mu}^{+} f$ is not identically zero for at least one such $\mu$.

[^5]Remark 1.17. As the proof of Proposition 1.16 shall clearly illustrate (see, in particular, Lemma 6.1), the assumption that the base point $p$ is sampled according to the uniform measure vol is immaterial, as far as the validity of Proposition 1.16 and Theorem 1.15 is concerned. It is possible to replace the measure vol with any other Borel probability measure $\mu$ on $M$, without affecting the quantitative rate of convergence, provided that the laws of the limiting random variables are modified accordingly.

In the remaining case when the $D_{\theta, \mu}^{ \pm} f$ vanish identically on $M$ for any positive Casimir eigenvalue $\mu$, the explicit expressions of the coefficients appearing in Theorem 1.6 and 1.8 enable us to rule out the existence of a non-trivial distributional limit in the case of full circles, that is, when $\theta=4 \pi$. More precisely, we establish the following result.

Theorem 1.18. Let $s>11 / 2, f \in W^{s}(M)$ a real-valued function. Assume that, for any positive Casimir eigenvalue $\mu$, the functions $D_{4 \pi, \mu}^{ \pm} f$ defined as in Theorem 1.8 vanish identically on $M$. Then, for any collection $\left(B_{T}\right)_{T>0}$ of positive real numbers such that $B_{T} \rightarrow \infty$ as $T \rightarrow \infty$, the distributional limit of the random variables

$$
\frac{e^{T}\left(\frac{1}{4 \pi} \int_{0}^{4 \pi} f \circ \phi_{T}^{X} \circ r_{s}(p) \mathrm{d} s-\int_{M} f \mathrm{~d} \mathrm{vol}\right)}{B_{T}}, \quad p \sim \mathrm{vol}
$$

as $T \rightarrow \infty$ exists and is almost surely equal to zero.
Theorem 1.18 results from approximating averages of $f$ along expanding circle arcs with the difference of the ergodic integrals of $f$ along two geodesic orbits, which in the case of complete circles happen to coincide; details are carried out in Section 6.2.

Remark 1.19. We hasten to add that the argument we conduct enables to show that Theorem 1.18 holds true for arbitrary circle arcs (that is, it is possible to replace $4 \pi$ with an arbitrary $\theta \in(0,4 \pi])$ provided that, in addition to the vanishing hypothesis on the $D_{4 \pi, \mu}^{ \pm}$for $\mu \in \operatorname{Spec}(\square) \cap \mathbb{R}_{>0}$, the derivative $U f_{0}$ along the stable horocycle flow of the projection $f_{0}$ of $f$ onto the Casimir eigenspace of eigenvalue 0 is assumed to be a coboundary for the geodesic flow (cf. Section 6.2).
1.5. Asymptotics for arbitrary translates of compact orbits and the circle problem in the hyperbolic plane. The celebrated Gauss circle problem asks for the precise asymptotic behaviour of the discrepancy between the number of integer points in a disk of radius $R$ in the Euclidean plane and the area of the disk, as $R$ tends to infinity. More precisely, define the integer-point counting function

$$
\mathscr{N}(R)=\left|\left\{(m, n) \in \mathbb{Z}^{2}: m^{2}+n^{2} \leq R^{2}\right\}\right|, \quad R \in \mathbb{R}_{>0}
$$

where $|A|$ denotes, here and henceforth, the cardinality of a finite set $A$. Tessellating the Euclidean plane with $\mathbb{Z}^{2}$-translates of $[0,1)^{2}$, which is a fundamental domain for the $\mathbb{Z}^{2}$-action by translations on $\mathbb{R}^{2}$, leads to the main term $\pi R^{2}$, equal to the area of the disk of radius $R$, for the asymptotics of $\mathscr{N}(R)$, as well as to the upper bound (due to Gauss himself)

$$
\left|\mathscr{N}(R)-\pi R^{2}\right| \leq 2 \pi(\sqrt{2} R+1)
$$

for the discrepancy. Despite considerable successive improvements on Gauss' original bound, for the history of which we refer to the comprehensive survey [32], it is a notoriously unsolved problem to attain the conjectural sharpest upper bound, deemed to be of the order of $R^{1 / 2+\varepsilon}$ for any $\varepsilon>0$.

We consider the analogous question in the hyperbolic plane. For $\Gamma<\mathrm{SL}_{2}(\mathbb{R})$ a cocompact lattice, we examine the asymptotics of the function

$$
\begin{equation*}
N(R)=\left|\left\{z \in \Gamma \cdot i: d_{\mathbb{H}}(z, i) \leq R\right\}\right| \tag{1.21}
\end{equation*}
$$

as $R$ tends to infinity, where $\Gamma \cdot i$ denotes the (discrete) orbit ${ }^{10}$ of $i$ under the $\Gamma$-action on the hyperbolic plane $\mathbb{H}$ and we recall that $d_{\mathbb{H}}$ is the hyperbolic distance function on $\mathbb{H}$.

Remark 1.20. Upon replacing $\Gamma$ by a conjugate, there is no loss of generality in choosing $i \in \mathbb{H}$ as the base point: an elementary algebraic computation, together with the fact that $\mathrm{SL}_{2}(\mathbb{R})$ acts by $d_{\mathbb{H}}$-isometries, leads to the equality

$$
\left|\left\{z \in \Gamma \cdot w: d_{\mathbb{H}}(z, w) \leq R\right\}\right|=\left|\left\{z \in g^{-1} \Gamma g \cdot i: d_{\mathbb{H}}(z, i) \leq R\right\}\right|
$$

for any $w=g \cdot i \in \mathbb{H}$ and $g \in \mathrm{SL}_{2}(\mathbb{R})$.

[^6]There is a compact fundamental domain for the action of $\Gamma$ on $\mathbb{H}$, and a transposition of Gauss' tesselation argument to this setup provides a rationale for the heuristics concerning the main term of the asymptotics, which once again should be proportional to the hyperbolic area measure of the ball $B_{R}=\left\{z \in \mathbb{H}: d_{\mathbb{H}}(z, i) \leq R\right\}$, which we denote by $m_{\mathbb{H}}\left(B_{R}\right)$. However, a consequence of the peculiar features of hyperbolic geometry is that boundary effects become relevant, as opposed to the Euclidean setting: more precisely, the growth rate of the length of the boundary $\partial B_{R}$ turns out to be equal to the growth rate of $m_{\mathbb{H}}\left(B_{R}\right)$. The error rate resulting from the tesselation approach is consequently of the same order of the main term, and as such meaningless.

As for its Euclidean counterpart, the circle problem in the hyperbolic plane has been the subject of intensive research over the course of the twentieth century, with fundamental contributions due to Delsarte ([14]), Selberg ([63]), Margulis ([46]), Lax and Phillips ([40]) and Phillips and Rudnick ([51], see its introduction for a detailed history of the problem). To a large extent, the state of the art concerning the best estimate on the error term $\left|N(R)-c_{\Gamma} m_{\mathbb{H}}\left(B_{R}\right)\right|$, where $c_{\Gamma}$ is an explicit constant which we identify in Theorem 1.24 , is represented by Selberg's upper bound

$$
\begin{equation*}
\left|N(R)-c_{\Gamma} m_{\mathbb{H}}\left(B_{R}\right)\right| \leq e^{\left(\sup \left\{2 / 3,\left(1+\Re \nu_{*}\right) / 2\right\}\right) R} \tag{1.22}
\end{equation*}
$$

where recall that $\left(1-\nu_{*}^{2}\right) / 4$ is the spectral gap of $S=\Gamma \backslash \mathbb{H}$. The estimate ${ }^{11}$ in (1.22) (which is equally valid for non-uniform lattices $\Gamma<\mathrm{SL}_{2}(\mathbb{R})$ ) is obtained by means of a deep analysis of a class of integral operators commuting with hyperbolic isometries (cf. [63]).

It was Margulis' realization (see [47]) that lattice point counting problems of the type we are examining are intimately interwoven with questions of equidistribution of translates of subgroup orbits on homogeneous spaces. Subsequently, this novel perspective was profitably pursued and vastly generalized in the works of Duke, Rudnick and Sarnak [17] and Eskin and McMullen [23]. Specializing to our current setup, it turns out that the distribution properties of translates of $\mathrm{SO}_{2}(\mathbb{R})$-orbits ${ }^{12}$ on $M=\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$ lead to meaningful information on the growth rate of $N(R)$, in a way that is amenable to quantitative refinements (see Section 7 for an extensive treatment of the connection in its quantitative form).

We are thus lead to study effective equidistribution properties of $\mathrm{SO}_{2}(\mathbb{R})$-orbits on $M$, which can be readily derived from Theorem 1.8 via the standard Cartan decomposition for $\mathrm{SL}_{2}(\mathbb{R})$. For any $g_{0} \in \mathrm{SL}_{2}(\mathbb{R})$, define the right-translation map $R_{g_{0}}: M \rightarrow M$ by $R_{g_{0}}(\Gamma g)=\Gamma g g_{0}$ for any $g \in \mathrm{SL}_{2}(\mathbb{R})$. For every $p \in M$, we indicate with $m_{\mathrm{SO}_{2}(\mathbb{R}) \cdot p}$ the unique $\mathrm{SO}_{2}(\mathbb{R})$-invariant Borel probability measure on $M$ which is fully supported on the (compact) $\mathrm{SO}_{2}(\mathbb{R})$-orbit of the point $p$; furthermore, for any $g \in \mathrm{SL}_{2}(\mathbb{R})$, the notation $g_{*} m_{\mathrm{SO}_{2}(\mathbb{R}) \cdot p}$ stands for the push-forward of $m_{\mathrm{SO}_{2}(\mathbb{R}) \cdot p}$ under the action of $g$, which clearly depends only on the left coset of $g$ modulo $\mathrm{SO}_{2}(\mathbb{R})$. Making use of the mixing properties of the global $\mathrm{SL}_{2}(\mathbb{R})$-action on $M$ via a clever thickening argument, Margulis proved (see [46, 47]) that arbitrary translates of $m_{\mathrm{SO}_{2}(\mathbb{R}) \cdot p}$ equidistribute towards the $\mathrm{SL}_{2}(\mathbb{R})$-invariant measure vol; this amounts to the fact that, for any continuous function $f: M \rightarrow \mathbb{C}$,

$$
\int_{M} f \mathrm{~d} g_{*} m_{\mathrm{SO}_{2}(\mathbb{R}) \cdot p} \longrightarrow \int_{M} f \mathrm{~d} \mathrm{vol}
$$

as $g \mathrm{SO}_{2}(\mathbb{R})$ tends to infinity in the quotient $\mathrm{SL}_{2}(\mathbb{R}) / \mathrm{SO}_{2}(\mathbb{R})$.
In order to phrase a quantitative version of the previous statement conveniently, we introduce the notation $\|g\|_{\text {op }}$ to indicate operator norm of an element $g \in \mathrm{SL}_{2}(\mathbb{R})$ with respect to the standard Euclidean norm on $\mathbb{R}^{2}$; such a specific choice, while obviously immaterial, arises naturally over the course of the proof.

Theorem 1.21. Let $C_{\text {Spec }}, C_{\text {Spec }}^{\prime}$ be as in Theorem 1.8, s $>11 / 2$ a real number. There exists a real constant $C_{s, \text { rot }}$, depending only on $s$ and on $M$, such that the following holds: if $f \in W^{s}(M)$, then there exist, for any positive Casimir eigenvalue $\mu$, functions $D_{\mu}^{+} f, D_{\mu}^{-} f: M \times \mathrm{SL}_{2}(\mathbb{R}) \rightarrow \mathbb{C}$ with

$$
\sum_{\mu \in \operatorname{Spec}(\square) \cap \mathbb{R}_{>0}} \sup _{p \in M, g \in \operatorname{SL}_{2}(\mathbb{R})}\left|D_{\mu}^{ \pm} f(p, g)\right| \leq C_{s, \text { rot }} C_{\operatorname{Spec}}^{\prime} C_{1, s-3}\|f\|_{W^{s}}
$$

[^7]such that, for every $p \in M$ and every $g \in \mathrm{SL}_{2}(\mathbb{R})$ with $\|g\|_{\text {op }} \geq \sqrt{e}$,
\[

$$
\begin{aligned}
& \int_{M} f \mathrm{~d} g_{*} m_{\mathrm{SO}_{2}(\mathbb{R}) \cdot p}=\int_{M} f \mathrm{~d} \mathrm{vol} \\
& \quad+\|g\|_{\mathrm{op}}^{-1}\left(\sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \cos \left(\Im \nu \log \|g\|_{\mathrm{op}}\right) D_{\mu}^{+} f(p, g)+\sin \left(\Im \nu \log \|g\|_{\mathrm{op}}\right) D_{\mu}^{-} f(p, g)\right) \\
& \quad+\sum_{\mu \in \operatorname{Spec}(\square), 0<\mu<1 / 4}\|g\|_{\mathrm{op}}^{-(1+\nu)} D_{\mu}^{+} f(p, g)+\|g\|_{\mathrm{op}}^{-(1-\nu)} D_{\mu}^{-} f(p, g) \\
& \quad+\varepsilon_{0}\left(\|g\|_{\mathrm{op}}^{-1} D_{1 / 4}^{+} f(p, g)+2\|g\|_{\mathrm{op}}^{-1} \log \|g\|_{\mathrm{op}} D_{1 / 4}^{-} f(p, g)\right)+\mathcal{R} f(p, g),
\end{aligned}
$$
\]

where

$$
|\mathcal{R} f(p, g)| \leq C_{\mathrm{Spec}} C_{1, s-3} C_{s, \text { rot }}\|f\|_{W^{s}}\left(2 \log \|g\|_{\mathrm{op}}+1\right)\|g\|_{\mathrm{op}}^{-2} .
$$

Remark 1.22. (1) The problem of effective equidistribution of translates of finite-volume orbits, in the vastly more general context of affine symmetric spaces, was thoroughly explored by Benoist and Oh in [4]. Their approach relies crucially on effective bounds for the mixing rates ${ }^{13}$ of the relevant global action, and systematically developes quantitative versions of the geometric properties which play a major role in the original work [23] of Eskin and McMullen. In the specific instance of the affine symmetric space being the hyperbolic plane $\mathbb{H}$, Theorem 1.21 improves upon [4, Thm. 1.10] in that it quantifies the exponent governing the equidistribution rate and spells out additional terms in the asymptotic expansion.
(2) Just as in the case of Theorem 1.8 and Corollary 1.10, the asymptotic expansion in Theorem 1.21 delivers at once the (optimal) effective equidistribution bound

$$
\left|\int_{M} f \mathrm{~d} g_{*} m_{\mathrm{SO}_{2}(\mathbb{R}) \cdot p}-\int_{M} f \mathrm{~d} \operatorname{vol}\right| \leq D^{\operatorname{main}} f(p, g)\left(\log \|g\|_{\mathrm{op}}\right)^{\varepsilon_{0}}\|g\|_{\mathrm{op}}^{-\left(1-\Re \nu_{*}\right)}
$$

for every $p \in M$ and $g \in \mathrm{SL}_{2}(\mathbb{R})$ with $\|g\|_{\mathrm{op}} \geq \sqrt{e}$, where the function $D^{\text {main }}: M \times \mathrm{SL}_{2}(\mathbb{R}) \rightarrow \mathbb{C}$ is uniformly bounded in terms of an appropriate Sobolev norm of $f$ and of spectral data depending only on $M$. Following the thread of the observations expressed in Remark 1.11, it is instructive to compare it with the decay rates for matrix coefficients of unitary representations of $\mathrm{SL}_{2}(\mathbb{R})$ computed by Venkatesh in [78, Sec. 9.1.2].

Theorem 1.21 affords a precise asymptotic formula for the averaged counting of points on translates of $\Gamma$-orbits inside balls of increasing radius, that is, for quantities of the form ${ }^{14}$

$$
\begin{equation*}
\int_{\mathrm{SL}_{2}(\mathbb{R}) / \Gamma} \frac{\left|g \Gamma \cdot i \cap B_{R}\right|}{m_{\mathbb{H}}\left(B_{R}\right)} \psi(g \Gamma) \mathrm{d} \operatorname{vol}(g \Gamma) \tag{1.23}
\end{equation*}
$$

as $\|g\|_{\text {op }}$ tends to infinity, where $\psi$ is a sufficiently regular function on $\mathrm{SL}_{2}(\mathbb{R}) / \Gamma$. Prior to the statement of the result, we shall fix advantageous normalizations for the various invariant measures involved (see Section 7.1 for the details).

Let $m_{\mathrm{SL}_{2}(\mathbb{R})}$ be the unique choice of Haar measure on $\mathrm{SL}_{2}(\mathbb{R})$ such that, if $m_{\mathrm{SO}_{2}(\mathbb{R})}$ is the probability Haar measure on the compact subgroup $\mathrm{SO}_{2}(\mathbb{R})$, then $m_{\mathrm{SL}_{2}(\mathbb{R})}$ is the (formal) product (cf. Proposition 7.2) of $m_{\mathrm{SO}_{2}(\mathbb{R})}$ and of the $\mathrm{SL}_{2}(\mathbb{R})$-invariant measure on the homogeneous space $\mathrm{SL}_{2}(\mathbb{R}) / \mathrm{SO}_{2}(\mathbb{R})$ which corresponds, under the canonical identification of the latter space with $\mathbb{H}$, to the hyperbolic area measure $m_{\mathbb{H}}$. We then indicate with $m_{\mathrm{SL}_{2}(\mathbb{R}) / \Gamma}$ the unique $\mathrm{SL}_{2}(\mathbb{R})$-invariant measure on $\mathrm{SL}_{2}(\mathbb{R}) / \Gamma$ such that $m_{\mathrm{SL}_{2}(\mathbb{R})}$ is the product of $m_{\mathrm{SL}_{2}(\mathbb{R}) / \Gamma}$ and the counting measure on the discrete group $\Gamma$. Observe that $m_{\mathrm{SL}_{2}(\mathbb{R}) / \Gamma}$ is a scalar multiple of the probability measure vol, the multiplying factor being equal to the covolume

$$
\operatorname{covol}_{\mathrm{SL}_{2}(\mathbb{R})}(\Gamma)=m_{\mathrm{SL}_{2}(\mathbb{R}) / \Gamma}\left(\mathrm{SL}_{2}(\mathbb{R}) / \Gamma\right)
$$

[^8]of the lattice $\Gamma$ inside $\mathrm{SL}_{2}(\mathbb{R})$. We denote similarly by $\operatorname{covol}_{\mathrm{SO}_{2}(\mathbb{R})}\left(\Gamma \cap \mathrm{SO}_{2}(\mathbb{R})\right)$ the volume ${ }^{15}$ of the compact quotient $\mathrm{SO}_{2}(\mathbb{R}) /\left(\Gamma \cap \mathrm{SO}_{2}(\mathbb{R})\right)$ with respect to the $\mathrm{SO}_{2}(\mathbb{R})$-invariant measure induced by $m_{\mathrm{SO}_{2}(\mathbb{R})}$ and the counting measure on $\Gamma \cap \mathrm{SO}_{2}(\mathbb{R})$.

Lastly, recall that $B_{R}$ is the closed hyperbolic ball in $\mathbb{H}$ of radius $R>0$ centered at $i$.
Proposition 1.23. Let $C_{\mathrm{Spec}}, C_{\mathrm{Spec}}^{\prime}$ be as in Theorem 1.8. Suppose given a real number $s>11 / 2$ and a function $\psi \in W^{s}\left(\mathrm{SL}_{2}(\mathbb{R}) / \Gamma\right)$. There exist, for any positive Casimir eigenvalue $\mu$, functions $\beta_{\psi, \mu}^{+}, \beta_{\psi, \mu}^{-}: \mathbb{R}_{>0} \rightarrow \mathbb{C}$ with

$$
\begin{equation*}
\sum_{\mu \in \operatorname{Spec}(\square) \cap \mathbb{R}>0} \sup _{R>0}\left|\beta_{\psi, \mu}^{ \pm}(R)\right| \leq \frac{C_{\mathrm{Spec}}^{\prime} C_{1, s-3}}{2 \pi}\|\psi\|_{W^{s}} \tag{1.24}
\end{equation*}
$$

such that, for every $R \geq 1$,

$$
\begin{align*}
\frac{1}{\operatorname{covol}_{\mathrm{SO}_{2}(\mathbb{R})}\left(\Gamma \cap \mathrm{SO}_{2}(\mathbb{R})\right)} & \int_{\mathrm{SL}_{2}(\mathbb{R}) / \Gamma} \frac{\left|g \Gamma \cdot i \cap B_{R}\right|}{m_{\mathbb{H}}\left(B_{R}\right)} \psi(g \Gamma) \mathrm{d} m_{\mathrm{SL}_{2}(\mathbb{R}) / \Gamma}(g \Gamma)= \\
& \frac{1}{\operatorname{covol}_{\mathrm{SL}_{2}(\mathbb{R})}(\Gamma)} \int_{\mathrm{SL}_{2}(\mathbb{R}) / \Gamma} \psi \mathrm{d} m_{\mathrm{SL}_{2}(\mathbb{R}) / \Gamma} \\
& +e^{-\frac{R}{2}} \sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \beta_{\psi, \mu}^{+}(R)+\beta_{\psi, \mu}^{-}(R)  \tag{1.25}\\
& +\sum_{\mu \in \operatorname{Spec}(\square), 0<\mu<1 / 4} e^{-\frac{1+\nu}{2} R} \beta_{\beta_{\psi, \mu}^{+}}^{+}(R)+e^{-\frac{1-\nu}{2} R} \beta_{\psi, \mu}^{-}(R) \\
& +\varepsilon_{0}\left(e^{-\frac{R}{2}} \beta_{\psi, 1 / 4}^{+}(R)+R e^{-\frac{R}{2}} \beta_{\psi, 1 / 4}^{-}(R)\right)+\gamma_{\psi}(R)
\end{align*}
$$

where

$$
\begin{equation*}
\left|\gamma_{\psi}(R)\right| \leq \frac{5 C_{\mathrm{Spec}} C_{1, s-3}}{4 \pi}\|\psi\|_{W^{s}}(R+1) e^{-R} \tag{1.26}
\end{equation*}
$$

Recall now our definition of the counting function $N(R)$ in (1.21). An optimization argument involving approximate identities on the homogeneous space $\mathrm{SL}_{2}(\mathbb{R}) / \Gamma$ enables us to derive information on the asymptotic behaviour of the error term in the pointwise counting problem discussed at the beginning of this subsection. We remind the reader that $\nu_{*}$ is the unique complex number in $\mathbb{R}_{\geq 0} \cup i \mathbb{R}_{>0}$ such that $\frac{1-\nu_{*}^{2}}{4}$ equals the spectral gap of $S=\Gamma \backslash \mathbb{H}$.

Theorem 1.24. Let $\Sigma: \mathbb{R}_{>0} \rightarrow \mathbb{R}_{>0}$ be the function defined by

$$
\Sigma(R)=\frac{\operatorname{covol}_{\mathrm{SO}_{2}(\mathbb{R})}\left(\Gamma \cap \mathrm{SO}_{2}(\mathbb{R})\right)}{\operatorname{covol}_{\mathrm{SL}_{2}(\mathbb{R})}(\Gamma)} m_{\mathbb{H}}\left(B_{R}\right), \quad R>0
$$

Set $\eta_{*}=\frac{1}{13}\left(1-\Re \nu_{*}\right)$. Then, for every $\varepsilon>0$,

$$
N(R)=\Sigma(R)+o\left(e^{\left(1-\eta_{*}+\varepsilon\right) R}\right)
$$

as $R$ tends to infinity.
Remark 1.25. As it will emerge in the proof of Theorem 1.24, which is detailed in Section 7.2, the appearance of the quantity $1 / 13$ in the exponent is ultimately an outgrowth of the minimal Sobolev regularity of the test function $f$ we need to impose in Theorem 1.12, which in turn is needed because of the upper bounds in (1.16) and (1.18) depending on the Sobolev norm $\|f\|_{W^{s}}$ for some $s>9 / 2$. In this regard, we observe the following: suppose that, in the latter two bounds, the norm $\|f\|_{W^{s}}$ can be replaced by $\|f\|_{W^{1}}$, as it is the case for joint eigenfunctions of $\square$ and $\Theta$ (cf. Theorem 1.6); then Theorem 1.24 would hold with $1 / 6$ in place of $1 / 13$.

[^9]1.6. Outline of the proofs and layout of the article. The method we employ to prove Theorem 1.6 was originally devised by Ratner in [56], who realized that the problem of finding mixing rates for geodesic and horocycle flows can be reduced to solving a family of linear second-order ordinary differential equations ${ }^{16}$. This ingenuous and yet fairly elementary approach has been further developed by Burger in [11] to prove polynomial bounds for the equidistribution of horocycle orbits in compact quotients of $\mathrm{SL}_{2}(\mathbb{R})$. Later, Strömbergsson [74] and Edwards [20] exploited the same idea to study effective equidistribution properties of unipotent orbits in more general settings. In the same spirit, the second author recently provided (see [58]), using Ratner's strategy, an alternative proof of FlaminioForni's asymptotic expansion for horocycle ergodic integrals [26].

We begin in Section 2 with an overview of the required notions concerning hyperbolic surfaces, Sobolev spaces and harmonic analysis on the Lie group $\mathrm{SL}_{2}(\mathbb{R})$, nailing down notation to be employed throughout the manuscript. Assuming that a $\mathscr{C}^{2}$-observable $f$ is a joint eigenfunction of the Casimir operator and of the vector field $\Theta$, we then show in Section 3 that the behaviour of the circle-arc averages $k_{f, \theta}(p, \cdot)(c f .(1.6))$, viewed as functions of the time $t$ for a fixed base point $p \in \Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$, fulfill a second order linear ODE, solving which explicitly leads to the proof of Theorem 1.6 presented in Section 4; incidentally, we may arrange computations so that the latter takes on the same form of the ODE satisfied by time rescalings of horocycle averages in [58] (see, in particular, [58, Prop. 8]), which accounts for the similarity between Theorem 1.6 with [58, Thm. 1]. In Section 5 , the asymptotic expansion of Theorem 1.8 is deduced from Theorem 1.6 taking advantage of a few elementary facts from the classical harmonic analysis of $\mathrm{SL}_{2}(\mathbb{R})$. Additional regularity on $f$ is required in order to ensure the absolute convergence of the expansion in (1.17); see, in particular, Section 5.1. The asymptotics for arbitrary translates in Theorem 1.21 is derived from Theorem 1.8 in Section 5.3. Building on Theorem 1.8 once more, we establish in Sections 6.1 and 6.2 the distributional limit Theorems 1.15 and 1.18 for the random variable $k_{f, \theta}(p, t)$, appropriately centered and normalized, when the initial point $p$ is taken randomly with respect to the uniform measure. These limit theorems mirror those for horocycle ergodic integrals, for which we refer the reader to [10,58]. Section 6.3 hosts a few considerations concerning the point of view of temporal distributional limit theorems (see [16]) on the problem of analyzing the statistical behaviour of circle averages. Finally, in Section 7, we provide a quantitative treatment of the approach of Duke-Rudnick-Sarnak [17] and Eskin-McMullen [23], which allows to prove both Proposition 1.23 and Theorem 1.24 on the hyperbolic lattice point counting problem.

## 2. Preliminaries on harmonic analysis on $\mathrm{SL}_{2}(\mathbb{R})$

It is the aim of this section to carefully describe the setting of our main results as well as to review the required notions on the representation theory of the group $\mathrm{SL}_{2}(\mathbb{R})$ which will play a central role throughout the article.
2.1. Hyperbolic surfaces and their unit tangent bundles. The subject of this subsection is classical: detailed treatments can be found, for instance, in $[3,5,7,12,22,33,35]$.

The special linear group $\mathrm{SL}_{2}(\mathbb{R})$ is the group of $2 \times 2$ real matrices with determinant 1 . It is a three-dimensional Lie group, whose Lie algebra we denote by $\mathfrak{s l}_{2}(\mathbb{R})$ and identify canonically with the Lie algebra of traceless $2 \times 2$ matrices with real entries. The identity matrix in $\mathrm{SL}_{2}(\mathbb{R})$ is denoted by $I_{2}$. A basis of $\mathfrak{s l}_{2}(\mathbb{R})$ as a real vector space is given by the elements

$$
X=\left(\begin{array}{cc}
1 / 2 & 0 \\
0 & -1 / 2
\end{array}\right), \quad U=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right), \quad V=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)
$$

With $\exp : \mathfrak{s l}_{2}(\mathbb{R}) \rightarrow \mathrm{SL}_{2}(\mathbb{R})$ we indicate the exponential map, and with $\mathrm{Ad}: \mathrm{SL}_{2}(\mathbb{R}) \rightarrow \mathrm{GL}\left(\mathfrak{s l}_{2}(\mathbb{R})\right)$, $g \mapsto \operatorname{Ad}_{g}$ the adjoint representation of $\mathrm{SL}_{2}(\mathbb{R})$ onto $\mathfrak{s l}_{2}(\mathbb{R})$.

Let $\mathbb{H}=\{z=x+i y \in \mathbb{C}: y>0\}$ be the Poincaré upper-half plane, endowed with the Riemannian metric

$$
g_{(x, y)}=\frac{(\mathrm{d} x)^{2}+(\mathrm{d} y)^{2}}{y^{2}}, \quad(x, y) \in \mathbb{H}
$$

[^10]The Riemannian manifold $(\mathbb{H}, g)$ is a model of the hyperbolic plane, that is, of the unique complete simply connected two-dimensional Riemannian manifold of constant sectional curvature equal to -1 (cf. [9, Part 1 Chap. 6]). The Lie group $\mathrm{SL}_{2}(\mathbb{R})$ acts smoothly by orientation-preserving ${ }^{17}$ isometries of the hyperbolic plane. The action is given by the Möbius transformations

$$
\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \cdot z=\frac{a z+b}{c z+d}, \quad a, b, c, d \in \mathbb{R}, a d-b c=1, z \in \mathbb{H}
$$

it is transitive, and thus gives rise to an $\mathrm{SL}_{2}(\mathbb{R})$-equivariant diffeomorphism between $\mathbb{H}$ and the quotient manifold $\mathrm{SL}_{2}(\mathbb{R}) / \mathrm{SO}_{2}(\mathbb{R})$, where the special orthogonal group $\mathrm{SO}_{2}(\mathbb{R})$ is the stabilizer of the point $i \in \mathbb{H}$.

Let $\Gamma<\mathrm{SL}_{2}(\mathbb{R})$ be a cocompact lattice ${ }^{18}$. If the projection of $\Gamma$ to the projective special linear group $\mathrm{PSL}_{2}(\mathbb{R})=\mathrm{SL}_{2}(\mathbb{R}) /\left\{ \pm I_{2}\right\}$ has no non-trivial torsion elements, then the quotient space $S=\Gamma \backslash \mathbb{H}$, homeomorphic to the double coset space $\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R}) / \mathrm{SO}_{2}(\mathbb{R})$, is a compact, connected, orientable smooth surface inheriting from $\mathbb{H}$ a Riemannian metric $g_{S}$ of constant sectional curvature equal to -1 , that is, a hyperbolic Riemannian metric. Conversely, it is a well-known consequence of Poincaré-Koebe's Uniformization Theorem (cf. [25, Chap. IV]) that any compact, connected, orientable hyperbolic surface is isomorphic, as a Riemannian manifold, to a quotient $\Gamma \backslash \mathbb{H}$, with $\Gamma<\mathrm{SL}_{2}(\mathbb{R})$ a cocompact lattice with torsion-free projection on $\mathrm{PSL}_{2}(\mathbb{R})$. In case the projection of $\Gamma$ to $\mathrm{PSL}_{2}(\mathbb{R})$ has non-trivial torsion elements, the quotient $S=\Gamma \backslash \mathbb{H}$ is, more generally, a hyperbolic orbifold (see [53, Chap. 13] and [76, Chap. 13]). Unifying, though mildly abusing terminology, we shall throughout refer to $S$ as a surface in both the previous cases.

The simply transitive action of $\mathrm{PSL}_{2}(\mathbb{R})$ on the unit tangent bundle of $\mathbb{H}$ allows to identify, as smooth manifolds, the unit tangent bundle $T^{1} S=\left\{(p, v) \in T S:\|v\|_{g_{S}}=1\right\}$ of $S$ with the homogeneous space $M=\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$. Throughout this manuscript, we shall solely appeal to the algebraic structure of $M$ as a homogeneous space of $\mathrm{SL}_{2}(\mathbb{R})$, and not to its geometric nature of principal circle bundle over the surface $S$.

For any $r \in \mathbb{N} \cup\{\infty\}$, we denote by $\mathscr{C}^{r}(M)$ the vector space of complex-valued functions of class $\mathscr{C}^{r}$ defined on $M$. It is endowed with the norm $\|\cdot\|_{\mathscr{C}^{r}}$ defined in (1.5). The $\mathscr{C}^{0}$-norm is abbreviated with $\|\cdot\|_{\infty}$.

A vector $W \in \mathfrak{s l}_{2}(\mathbb{R})$ gives rise to the one-parameter subgroup $(\exp (t W))_{t \in \mathbb{R}}$ of $\mathrm{SL}_{2}(\mathbb{R})$, which in turn acts as a smooth flow on $M$ by right translations. Whenever convenient, we identify $W$ with the infinitesimal generator of such a flow, and denote its action as a derivation on the function space $\mathscr{C}^{1}(M)$ by $f \mapsto W f$. This extends to an isomorphism of associative $\mathbb{R}$-algebras between the universal enveloping algebra $U\left(\mathfrak{s l}_{2}(\mathbb{R})\right)$ of $\mathfrak{s l}_{2}(\mathbb{R})$ and the algebra of $\mathrm{SL}_{2}(\mathbb{R})$-invariant differential operators on $\mathscr{C}^{\infty}(M)$. More generally, any element $Y \in U\left(\mathfrak{s l}_{2}(\mathbb{R})\right)$ of order $k \in \mathbb{N}$ acts naturally on $\mathscr{C}^{k}(M)$, the action being also denoted by $f \mapsto Y f$. Observe that, for any $k \in \mathbb{N}$, the definition of the $\mathscr{C}^{k}$-norm on $\mathscr{C}^{k}(M)$ implies that $\|Y f\|_{\infty} \leq\|f\|_{\mathscr{C} k}$ for any $Y \in U\left(\mathfrak{s l}_{2}(\mathbb{R})\right)$ of order at most $k$ and any $f \in \mathscr{C}^{k}(M)$.
2.2. Unitary representations, the Casimir and Laplace operators, Weyl's law. Convenient sources for the material presented in this subsection, in addition to those cited in Section 2.1, are [39, 45, 59, 75].

Let us denote by $H$ be the complex Hilbert space $L^{2}(M)$ of functions which are square-integrable with respect to the $\mathrm{SL}_{2}(\mathbb{R})$-invariant measure vol on $M$; the inner product defining the Hilbert space structure on $H$ shall be denoted by $\langle\cdot, \cdot\rangle$. With $\mathscr{U}(H)$ we indicate the group of unitary operators $T: H \rightarrow H$. The standard smooth (left) action of $\mathrm{SL}_{2}(\mathbb{R})$ on the homogeneous space $M$, given by $g_{0} \cdot \Gamma g=\Gamma g g_{0}^{-1}$ for every $g_{0}, g \in \mathrm{SL}_{2}(\mathbb{R})$, preserves the measure vol, and hence gives rise to a unitary representation $\rho: \mathrm{SL}_{2}(\mathbb{R}) \rightarrow \mathscr{U}(H), g \mapsto \rho_{g}$, called the quasi-regular representation of $\mathrm{SL}_{2}(\mathbb{R})$ on $H$.

For any $r \in \mathbb{N} \cup\{\infty\}$, denote by $\mathscr{C}^{r}(H)$ the linear subspace of $\mathscr{C}^{r}$-vectors on $H$, that is,

$$
\mathscr{C}^{r}(H)=\left\{v \in H: \text { the map } \mathrm{SL}_{2}(\mathbb{R}) \ni g \mapsto \rho_{g}(v) \in H \text { is of class } \mathscr{C}^{r}\right\} .
$$

[^11]An element $W \in \mathfrak{s l}_{2}(\mathbb{R})$ induces a linear operator $L_{W}: \mathscr{C}^{1}(H) \rightarrow H$, called the Lie derivative with respect to $W$, defined by

$$
\begin{equation*}
L_{W}(v)=\lim _{t \rightarrow 0} \frac{\rho_{\exp (t W)}(v)-v}{t}, \quad v \in \mathscr{C}^{1}(H) . \tag{2.1}
\end{equation*}
$$

Observe that, for a $\mathscr{C}^{1}$-function $f$ on $M$, we have $L_{W}(f)=W f$, regarding $\mathscr{C}^{1}(M)$ as canonically embedded in $H$.

The center of the universal enveloping algebra $U\left(\mathfrak{s l}_{2}(\mathbb{R})\right)$ is generated, as an algebra, by any of its non-zero elements, called Casimir elements. For reasons to be clarified shortly, we choose the normalization of the Casimir element to be $\square=-X^{2}+X+U V$, where $\{X, U, V\}$ is identified with a set of generators of the $\mathbb{R}$-algebra $U\left(\mathfrak{s l}_{2}(\mathbb{R})\right)$. By the universal property of the universal enveloping algebra, the Casimir element $\square$ acts as a second-order linear differential operator $\mathscr{C}^{2}(M) \rightarrow \mathscr{C}(M)$, and (in a compatible manner) as an unbounded operator on $H$, densely defined on the subspace $\mathscr{C}^{2}(H)$. Slightly abusing notation, we shall again indicate with $\square$ the Casimir operator arising in this fashion. It is a consequence of the Casimir element lying in the center of $U\left(\mathfrak{s l}_{2}(\mathbb{R})\right)$ that the operator $\square$ commutes with all unitary operators $\rho_{g}, g \in \mathrm{SL}_{2}(\mathbb{R})$ and all Lie derivatives $L_{W}, W \in \mathfrak{s l}_{2}(\mathbb{R})$, wherever they are simultaneously defined.

The Casimir operator $\square$ is an essentially self-adjoint operator on $H$; as $M$ is compact, its spectrum $\operatorname{Spec}(\square)$ consists solely of eigenvalues and is a discrete subset of $\mathbb{R}$. Our choice of the normalization of the Casimir element implies that, on the subspace $\mathscr{C}^{2}(S)$ of continuously twice-differentiable functions defined on the surface $S=\Gamma \backslash \mathbb{H}$, the Casimir operator acts as the Laplace-Beltrami operator $\Delta_{S}$ with respect to the hyperbolic Riemannian metric on $S$. As a consequence, the spectrum of $\Delta_{S}$ is contained in the spectrum of $\square$. As a matter of fact, it holds that $\operatorname{Spec}\left(\Delta_{S}\right)=\operatorname{Spec}(\square) \cap \mathbb{R}_{\geq 0}$.

A great deal of research has revolved around the properties of the spectrum of $\Delta_{S}$; for the purposes of this article, we shall only need a weaker version (cf. the proof of Lemma 5.1) of the celebrated Weyl's law concerning the asymptotics of the eigenvalues, which we shall now recall for completeness.

Theorem 2.1 (Weyl's law). Let $\Gamma<\mathrm{SL}_{2}(\mathbb{R})$ be as above, $S=\Gamma \backslash \mathbb{H}$, and

$$
\lambda_{0}<\lambda_{1} \leq \cdots \leq \lambda_{n} \leq \cdots \rightarrow \infty
$$

be the eigenvalues, counted with multiplicity, of the Laplace-Beltrami operator $\Delta_{S}$ associated to the hyperbolic Riemannian metric on $S$. Then

$$
\lim _{R \rightarrow \infty} \frac{\left|\left\{j \in \mathbb{N}: \lambda_{j} \leq R\right\}\right|}{R}=\frac{\operatorname{Area}(S)}{4 \pi},
$$

where $\operatorname{Area}(S)$ is the total mass of $S$ with respect to the hyperbolic area measure.
A proof of Theorem 2.1 relying on Selberg's trace formula is given in [48, Prop. 10].
On the other hand, the negative eigenvalues of $\square$ are completely understood, being of the form $-m(m+2) / 4$, with $m$ ranging across the set $\mathbb{N}^{*}$ of strictly positive integers.

In general, any unitary representation of $\mathrm{SL}_{2}(\mathbb{R})$ is unitarily equivalent to a direct integral of irreducible representations. Owing to compactness of $M$, the representation space $H$ of $\rho$ actually decomposes as a Hilbert direct sum of (non-zero) irreducible $\rho$-invariant subspaces:

$$
H=\bigoplus_{i \in I} H_{i}, \quad \rho\left(H_{i}\right) \subset H_{i},\left.\rho\right|_{H_{i}} \text { irreducible, } I \text { countable index set. }
$$

As the Casimir operator commutes with all the $\rho_{g}$ for $g \in \mathrm{SL}_{2}(\mathbb{R})$, it restricts to an operator $\mathscr{C}^{2}\left(H_{i}\right) \rightarrow$ $H_{i}$ for each $i \in I$. By virtue of Schur's lemma for unbounded linear operators, there exists $\mu \in \operatorname{Spec}(\square)$, depending on $i$, such that $\square v=\mu v$ for any $v \in \mathscr{C}^{2}\left(H_{i}\right)$. Regrouping all irreducible subspaces according to the corresponding Casimir eigenvalue, we obtain an orthogonal splitting into $\rho$-invariant subspaces

$$
\begin{equation*}
H=\bigoplus_{\mu \in \operatorname{Spec}(\square)} H_{\mu}, \quad H_{\mu}=\left\{v \in \mathscr{C}^{2}(H): \square v=\mu v\right\} . \tag{2.2}
\end{equation*}
$$

Let $\Theta \in \mathfrak{s l}_{2}(\mathbb{R})$ be the element defined in (1.3), inducing the unbounded linear operator $L_{\Theta}$ on $H$. As it is the case for any representation space of a unitary representation of $\mathrm{SL}_{2}(\mathbb{R})$, each subspace $H_{\mu}$ is the internal Hilbert direct sum

$$
\begin{equation*}
H_{\mu}=\bigoplus_{n \in \mathbb{Z}} H_{\mu, n}, \quad H_{\mu, n}=\left\{v \in \mathscr{C}^{1}\left(H_{\mu}\right): L_{\Theta} v=\frac{i}{2} n v\right\} . \tag{2.3}
\end{equation*}
$$

Remark 2.2. Observe that, in the previous decomposition, it might occur (as it manifestly emerges in the equation (2.6) below) that $H_{\mu, n}$ is the trivial subspace for some $\mu \in \operatorname{Spec}(\square)$ and $n \in \mathbb{Z}$. For this reason, in the sequel, we let the index set of the direct sum in (2.3) be rather $I(\mu)=\{n \in \mathbb{Z}$ : $\left.H_{\mu, n} \neq\{0\}\right\} \subset \mathbb{Z}$, bearing in mind this caveat.
2.3. Sobolev spaces and the Sobolev Embedding Theorem. The classical theory of Sobolev spaces is thoroughly discussed in [1]. In the context of arbitrary Riemannian manifolds, it is presented, for instance, in [2, 31]; the extension to fractional Sobolev orders is treated e.g. in [71, 77]. Here we shall confine ourselves to homogeneous spaces of $\mathrm{SL}_{2}(\mathbb{R})$, placing emphasis on how this theory is brought to bear on the study of unitary representations of the special linear group.

Define the element

$$
Y=\left(\begin{array}{cc}
0 & -1 / 2 \\
-1 / 2 & 0
\end{array}\right) \in \mathfrak{s l}_{2}(\mathbb{R}),
$$

so that $\{X, \Theta, Y\}$ forms a basis of the real vector space $\mathfrak{s l}_{2}(\mathbb{R})$. Define the second-order linear operator $\Delta=-\left(X^{2}+Y^{2}+\Theta^{2}\right)=\square-2 \Theta^{2}$ on the subspace $\mathscr{C}^{2}(H)$. As each Lie derivative $L_{W}\left(W \in \mathfrak{s l}_{2}(\mathbb{R})\right)$ satisfies ${ }^{19}\left\langle L_{W} u, v\right\rangle=-\left\langle u, L_{W} v\right\rangle$ for any $u, v \in \mathscr{C}(H)$, it is clear that $\langle\Delta u, v\rangle=\langle u, \Delta v\rangle$ for any $u, v \in \mathscr{C}^{2}(H)$, that is, $\Delta$ is self-adjoint on its domain of definition. We shall refer to it as the Laplace operator on $H$. Akin to the Casimir operator, $\Delta$ acts as the Laplace-Beltrami operator $\Delta_{S}$ on the subspace $\mathscr{C}^{2}(S)$. Indeed, any vector $u \in \mathscr{C}^{2}(S)$ is invariant under the action of $\mathrm{SO}_{2}(\mathbb{R})$ by right translations, and hence lies in the kernel of $L_{\Theta}$; as a consequence,

$$
\Delta u=\left(\square-2 \Theta^{2}\right) u=\square u-2 L_{\Theta}^{2} u=\square u=\Delta_{S} u .
$$

For any $s \in \mathbb{R}_{>0}$, we define the Sobolev space of order $s$ on $H$, denoted by $W^{s}(H)$, as the maximal linear subspace of $H$ on which the unbounded linear operator $\Delta^{s / 2}$ can be defined, and endow it with the inner product given by

$$
\begin{equation*}
\langle u, v\rangle_{W^{s}}=\left\langle(I+\Delta)^{s} u, v\right\rangle, \quad u, v \in W^{s}(H), \tag{2.4}
\end{equation*}
$$

where $I$ denotes the identity operator on $H$. This assignment turns $W^{s}(H)$ into a Hilbert space, whose associated norm is denoted by $\|\cdot\|_{W^{s}}$. Similarly, we define the Sobolev spaces $W^{s}\left(H_{\mu}\right)$ and $W^{s}\left(H_{\mu, n}\right)$ for any $\mu \in \operatorname{Spec}(\mathbb{Z})$ and $n \in I(\mu)$. It is a fact that the decompositions in (2.2) and (2.3) induce analogous decompositions on the level of Sobolev spaces, namely there are orthogonal ${ }^{20}$ splittings

$$
\begin{equation*}
W^{s}(H)=\bigoplus_{\mu \in \operatorname{Spec}(\square)} W^{s}\left(H_{\mu}\right)=\bigoplus_{\mu \in \operatorname{Spec}(\square)} \bigoplus_{n \in I(\mu)} W^{s}\left(H_{\mu, n}\right) . \tag{2.5}
\end{equation*}
$$

The argument in Section 5 crucially hinges upon the following elementary relationship between Sobolev norms of different order:

Lemma 2.3. Let $s \in \mathbb{R}_{>0}, k \in \mathbb{N}$, and assume $u \in W^{s+k}\left(H_{\mu, n}\right)$ for some $\mu \in \operatorname{Spec}(\square)$ and $n \in I(\mu)$. Then

$$
\begin{equation*}
\|u\|_{W^{s+k}}^{2}=\left(1+\mu+\frac{n^{2}}{2}\right)^{k}\|u\|_{W^{s}}^{2} \tag{2.6}
\end{equation*}
$$

Proof. Suppose $k=1$. We may write, using self-adjointness of $\Delta$ with respect to the $L^{2}$-inner product,
$\|u\|_{W^{s+1}}^{2}=\langle u, u\rangle_{W^{s+1}}=\left\langle(I+\Delta)^{s+1} u, u\right\rangle=\left\langle(I+\Delta)^{s} u,(I+\Delta) u\right\rangle=\left\langle(1+\Delta)^{s} u, u\right\rangle+\left\langle(1+\Delta)^{s} u, \Delta u\right\rangle$.
By the assumption on $u$, it holds that $\Delta u=\left(\square-2 \Theta^{2}\right) u=\mu-2\left(\frac{i}{2} n\right)^{2} u=\left(\mu+\frac{n^{2}}{2}\right) u$. Therefore, we infer

$$
\|u\|_{W^{s+1}}^{2}=\|u\|_{W^{s}}^{2}+\left(\mu+\frac{n^{2}}{2}\right)\left\langle(1+\Delta)^{s} u, u\right\rangle=\left(1+\mu+\frac{n^{2}}{2}\right)\|u\|_{W^{s}}^{2},
$$

as desired.
The statement for an arbitrary $k \in \mathbb{N}$ is immediately achieved arguing by induction.

[^12]Observe that (2.6) readily implies the following: if $u \in W^{s+k}(H)$ for some $s \in \mathbb{R}_{>0}$ and $k \in \mathbb{N}$, and

$$
u=\sum_{\mu \in \operatorname{Spec}(\square)} \sum_{n \in I(\mu)} u_{\mu, n}
$$

is its decomposition into joint eigenvectors for $\square$ and $\Theta$ provided by (2.5), then the larger the integer $k$ is, the faster the decay of the Sobolev norms $\left\|u_{\mu, n}\right\|_{W^{s}}$ as $|n|$ and $|\mu|$ tend to infinity. This phenomenon ${ }^{21}$ is going to be essential in our estimates over the course of the proof of Theorem 1.8.

We conclude this section recalling a version for compact three-manifolds of the celebrated Sobolev Embedding Theorem, which will be sufficient for our purposes.

Theorem 2.4 (Sobolev Embedding Theorem). For any $r \in \mathbb{N}$ and $s \in \mathbb{R}_{>0}$ fulfilling the inequality $s-r>3 / 2$, there is a continuous embedding of $W^{s}(M)$ into the Banach space $\mathscr{C}^{r}(M)$ : in particular, there exists a constant $C_{r, s}>0$ such that

$$
\|f\|_{\mathscr{C} r} \leq C_{r, s}\|f\|_{W^{s}}
$$

for every $f \in W^{s}(M)$.

## 3. REDUCTION TO AN ORDINARY DIFFERENTIAL EQUATION

This section presents the gist of the approach we pursue in order to prove Theorem 1.6, which concerns the asymptotic behaviour of circle-arc averages of joint eigenfunctions of the operators $\square$ and $\Theta$ (cf. Section 2.2); the partial differential equations (classically known in the literature as eigenvalue equations) expressing the eigenfunction condition are here shown to give rise to ordinary differential equations for the corresponding circle averages, when the latter are seen as functions of the time parameter.

We fix a function $f: M \rightarrow \mathbb{C}$ of class $\mathscr{C}^{2}$ and a parameter $\theta \in(0,4 \pi]$. Recall from (1.6) the definition of the averages $k_{f, \theta}(p, t)$, for $p \in M$ and $t \in \mathbb{R}$. As we shall work with a fixed, arbitrary base point $p \in M$, we shall abbreviate, for notational convenience, $k_{f, \theta}(p, t)$ with $k_{\theta}(t)$ in the computations that follow.

Our goal is to show that the function $k_{\theta}(t)$ satisfies a second-order linear ODE. In the upcoming computations, the following lemma will be of use. For any left-invariant vector field $W \in \mathfrak{s l}_{2}(\mathbb{R})$, we indicate with $\left(\phi_{t}^{W}\right)_{t \in \mathbb{R}}$ be the one-parameter flow on $M$ defined by $\phi_{t}^{W}(\Gamma g)=\Gamma g \exp t W$ for any $t \in \mathbb{R}$ and $g \in \mathrm{SL}_{2}(\mathbb{R})$. For any pair $Y, W \in \mathfrak{s l}_{2}(\mathbb{R})$ and any point $q \in M$, the derivative of the smooth curve $s \mapsto \phi_{t}^{Y} \circ \phi_{s}^{W}(q)$ (seen as a function from $\mathbb{R}$ to the tangent bundle of $M$ ), where $t \in \mathbb{R}$ is fixed, is denoted by $\frac{\mathrm{d}}{\mathrm{d} s} \phi_{t}^{Y} \circ \phi_{s}^{W}(q)$. Lastly, if $W \in \mathfrak{s l}_{2}(\mathbb{R})$ and $q \in M$, we denote by $W_{q}$ the value at $q$ of the infinitesimal generator of the smooth flow $\left(\phi_{t}^{W}\right)_{t \in \mathbb{R}}$ on $M$.

Lemma 3.1. For every $Y, W \in \mathfrak{s l}_{2}(\mathbb{R}) \backslash\{0\}$ and every $q \in M$, it holds

$$
\frac{\mathrm{d}}{\mathrm{~d} s} \phi_{t}^{Y} \circ \phi_{s}^{W}(q)=\operatorname{Ad}_{\exp (-t Y)}(W)_{\phi_{t}^{Y} \circ \phi_{s}^{W}(q)}
$$

Proof. It follows from elementary algebraic manipulations, see [57, Lem. 4].
We may now state the main result of this section.
Proposition 3.2. Let $\mu \in \operatorname{Spec}(\square), n \in \mathbb{Z}$ and $f \in \mathscr{C}^{2}(M)$ be a function satisfying $\square f=\mu f, \Theta f=$ $\frac{i}{2} n f$. For every $p \in M$ and $\theta \in(0,4 \pi]$, there is a bounded continuous function $G_{\theta, n} f(p, \cdot): \mathbb{R}_{>0} \rightarrow \mathbb{C}$ such that the function $k_{\theta}(t)=\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s$ satisfies the linear ordinary differential equation

$$
\begin{equation*}
k_{\theta}^{\prime \prime}(t)+k_{\theta}^{\prime}(t)+\mu k_{\theta}(t)=e^{-t} G_{\theta, n}(p, t) \tag{3.1}
\end{equation*}
$$

for any $t>0$.
Proof. Fix $f, p$ and $\theta$ as in the assumptions. Since $f$ is of class $\mathscr{C}^{2}$ on $M$, differentiation under the integral sign gives

$$
k_{\theta}^{\prime}(t)=\frac{1}{\theta} \int_{0}^{\theta} X f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s, \quad k_{\theta}^{\prime \prime}(t)=\frac{1}{\theta} \int_{0}^{\theta} X^{2} f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s
$$

[^13]for any $t \in \mathbb{R}$, as the geodesic flow $\left(\phi_{t}^{X}\right)_{t \in \mathbb{R}}$ on $M$ is generated by the vector field $X$. Therefore, the assumption $\square f=\mu f$, i.e. $-X^{2} f+X f-U V f=\mu f$, translates readily into
$$
k_{\theta}^{\prime \prime}(t)-k_{\theta}^{\prime}(t)+\mu k_{\theta}(t)=-\frac{1}{\theta} \int_{0}^{\theta} U V f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s
$$

As $V=U-2 \Theta$, we have

$$
\begin{equation*}
k_{\theta}^{\prime \prime}(t)-k_{\theta}^{\prime}(t)+\mu k_{\theta}(t)=-\frac{1}{\theta} \int_{0}^{\theta} U^{2} f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s+\frac{i n}{\theta} \int_{0}^{\theta} U f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s \tag{3.2}
\end{equation*}
$$

by the assumption $\Theta f=\frac{i}{2} n f$. Now, by Stokes' theorem ${ }^{22}$, we get that

$$
f \circ \phi_{t}^{X} \circ r_{\theta}(p)-f \circ \phi_{t}^{X}(p)=\int_{0}^{\theta} \frac{\mathrm{d}}{\mathrm{~d} s}\left(f \circ \phi_{t}^{X} \circ r_{s}(p)\right) \mathrm{d} s=\int_{0}^{\theta} \mathrm{d} f_{\phi_{t}^{X} \circ r_{s}(p)}\left(\frac{\mathrm{d}}{\mathrm{~d} s}\left(\phi_{t}^{X} \circ r_{s}(p)\right)\right) \mathrm{d} s
$$

the latter equality following from the chain rule for differentials. Recalling that the flow $\left(r_{s}\right)_{s \in \mathbb{R}}$ is generated by the vector field $\Theta$, Lemma 3.1 delivers

$$
\frac{\mathrm{d}}{\mathrm{~d} s} \phi_{t}^{X} \circ r_{s}(q)=\operatorname{Ad}_{\exp (-t X)}(\Theta)_{\phi_{t}^{X} \circ r_{s}(p)}
$$

so that

$$
\begin{aligned}
f \circ \phi_{t}^{X} \circ r_{\theta}(p)-f \circ \phi_{t}^{X}(p) & =\int_{0}^{\theta} \mathrm{d} f_{\phi_{t}^{X} \circ r_{s}(p)}\left(\left(\operatorname{Ad}_{\exp (-t X)}(\Theta)\right)_{\phi_{t}^{X} \circ r_{s}(p)}\right) \mathrm{d} s \\
& \left.=\int_{0}^{\theta} \mathrm{d} f_{\phi_{t}^{X} \circ r_{s}(p)}\left(\left((-\sinh t) U+e^{t} \Theta\right)\right)_{\phi_{t}^{X} \circ r_{s}(p)}\right) \mathrm{d} s \\
& =-\sinh t \int_{0}^{\theta} U f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s+\frac{i}{2} n \theta e^{t} k_{\theta}(t)
\end{aligned}
$$

the second equality being obtained by straightforward matrix multiplications.
From now we choose $t$ strictly positive. We may thus write

$$
\begin{equation*}
\int_{0}^{\theta} U f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s=\frac{1}{\sinh t}\left(\frac{i}{2} n \theta e^{t} k_{\theta}(t)-A_{\theta}(t)\right) \tag{3.3}
\end{equation*}
$$

where

$$
A_{\theta}(t)=f \circ \phi_{t}^{X} \circ r_{\theta}(p)-f \circ \phi_{t}^{X}(p), \quad t>0
$$

Arguing as before, we also deduce

$$
\begin{align*}
U f \circ \phi_{t}^{X} \circ r_{\theta}(p)-U f \circ \phi_{t}^{X}(p) & =\int_{0}^{\theta} \frac{\mathrm{d}}{\mathrm{~d} s}\left(U f \circ \phi_{t}^{X} \circ r_{s}(p)\right) \mathrm{d} s  \tag{3.4}\\
& =\frac{1}{2} e^{-t} \int_{0}^{\theta} U^{2} f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s-\frac{1}{2} e^{t} \int_{0}^{\theta} V U f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s
\end{align*}
$$

From $U V-V U=2 X$ we get $V U=U V-2 X=U(U-2 \Theta)-2 X=U^{2}-2 U \Theta-2 X$, so that

$$
\begin{equation*}
\int_{0}^{\theta} V U f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s=\int_{0}^{\theta} U^{2} f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s-i n \int_{0}^{\theta} U f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s-2 \theta k_{\theta}^{\prime}(t) \tag{3.5}
\end{equation*}
$$

Combining (3.3), (3.4) and (3.5) yields

$$
\begin{align*}
\int_{0}^{\theta} U^{2} f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s & =\frac{1}{\sinh t}\left(\frac{i}{2} n e^{t} \int_{0}^{\theta} U f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s+\theta e^{t} k_{\theta}^{\prime}(t)-B_{\theta}(t)\right)  \tag{3.6}\\
& =\frac{1}{\sinh t}\left(\frac{i n e^{t}}{4 \sinh t}\left(i n \theta e^{t} k_{\theta}(t)-A_{\theta}(t)\right)+\theta e^{t} k_{\theta}^{\prime}(t)-B_{\theta}(t)\right)
\end{align*}
$$

where

$$
B_{\theta}(t)=U f \circ \phi_{t}^{X} \circ r_{\theta}(p)-U f \circ \phi_{t}^{X}(p), \quad t>0
$$

From (3.2), (3.3) and (3.6) we infer that

$$
k_{\theta}^{\prime \prime}(t)-k_{\theta}^{\prime}(t)+\mu k_{\theta}(t)=\frac{n^{2} e^{2 t} k_{\theta}(t)}{4 \sinh ^{2} t}+\frac{i n e^{t} A_{\theta}(t)}{4 \theta \sinh ^{2} t}-\frac{e^{t} k_{\theta}^{\prime}(t)}{\sinh t}-\frac{n^{2} e^{t} k_{\theta}(t)}{2 \sinh t}+\frac{-i n A_{\theta}(t)+B_{\theta}(t)}{\theta \sinh t}
$$

[^14]Finally, adding $2 k_{\theta}^{\prime}(t)$ on both sides gives

$$
\begin{aligned}
k_{\theta}^{\prime \prime}(t)+k_{\theta}^{\prime}(t)+\mu k_{\theta}(t) & =\left(\frac{n^{2}}{\left(1-e^{-2 t}\right)^{2}}-\frac{n^{2}}{1-e^{-2 t}}\right) k_{\theta}(t)+\left(2-\frac{2}{1-e^{-2 t}}\right) k_{\theta}^{\prime}(t) \\
& +\left(\frac{i n}{2 \theta \sinh t\left(1-e^{-2 t}\right)}-\frac{i n}{\theta \sinh t}\right) A_{\theta}(t)+\frac{B_{\theta}(t)}{\theta \sinh t},
\end{aligned}
$$

so that $k_{\theta}^{\prime \prime}(t)+k_{\theta}^{\prime}(t)+\mu k_{\theta}(t)=e^{-t} G_{\theta, n} f(p, t)$ for

$$
\begin{equation*}
G_{\theta, n} f(p, t)=\frac{n^{2} e^{-t}}{\left(1-e^{-2 t}\right)^{2}} k_{\theta}(t)-\frac{2 e^{-t}}{1-e^{-2 t}} k_{\theta}^{\prime}(t)+\frac{2 i n e^{-2 t}}{\theta\left(1-e^{-2 t}\right)^{2}} A_{\theta}(t)+\frac{2}{\theta\left(1-e^{-2 t}\right)} B_{\theta}(t) \tag{3.7}
\end{equation*}
$$

The function $f$ being of class $\mathscr{C}^{2}$, it is clear that the functions $k_{\theta}, k_{\theta}^{\prime}, A_{\theta}$ and $B_{\theta}$ are continuous, hence so is the function $t \mapsto G_{\theta, n} f(p, t)$. Furthermore, the trivial upper bounds

$$
\left|k_{\theta}(t)\right| \leq\|f\|_{\infty},\left|k_{\theta}^{\prime}(t)\right| \leq\|X f\|_{\infty},\left|A_{\theta}(t)\right| \leq 2\|f\|_{\infty},\left|B_{\theta}(t)\right| \leq 2\|U f\|_{\infty}
$$

imply that it is uniformly bounded on $\mathbb{R}_{>0}$.
For later purposes, we estimate explicitly the uniform norm of $G_{\theta, n} f$. Using the bounds $e^{-t} \leq 1$ and $1-e^{-2 t} \geq 1-e^{-1}$, valid for all $t \geq 1 / 2$, together with the fact that the three quantities $\|f\|_{\infty},\|X f\|_{\infty},\|U f\|_{\infty}$ are bounded from above by $\|f\|_{\mathscr{C}^{1}}$ (cf. Section 2.1), we obtain that

$$
\sup _{t \geq 1 / 2}\left|G_{\theta, n} f(p, t)\right| \leq C_{\theta, n}\|f\|_{\mathscr{C}^{1}}
$$

with

$$
C_{\theta, n}=\left(\frac{e}{e-1}\right)^{2} \frac{n(\theta n+2)}{\theta}+\frac{e}{e-1} \frac{2 \theta+2}{\theta}
$$

Setting

$$
\kappa_{0}=\frac{2 e^{2}(1+4 \pi)}{(e-1)^{2}}
$$

we may estimate

$$
C_{\theta, n} \leq\left(\frac{e}{e-1}\right)^{2} \frac{2(\theta+1)}{\theta}\left(n^{2}+1\right) \leq \frac{\kappa_{0}}{\theta}\left(n^{2}+1\right)
$$

and hence conclude that

$$
\begin{equation*}
\sup _{t \geq 1 / 2}\left|G_{\theta, n} f(p, t)\right| \leq \frac{\kappa_{0}}{\theta}\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}} \tag{3.8}
\end{equation*}
$$

for every choice of $p \in M, \theta \in(0,4 \pi], f \in \mathscr{C}^{2}(M)$ and $n \in \mathbb{Z}$.

## 4. Asymptotics for Joint Eigenfunctions

The purpose of this section is to prove Theorem 1.6 by explictly solving the ODE established in Proposition 3.2. For definiteness, whe choose to impose initial conditions at time $t=1$ for the ensuing Cauchy problem.

We thus start with the following:
Lemma 4.1. Let $\mu$ be an eigenvalue of the Casimir operator. If $G: \mathbb{R}_{>0} \rightarrow \mathbb{C}$ is a continuous function, then for any complex numbers $y_{1}$ and $y_{1}^{\prime}$ the solution to the Cauchy problem

$$
\left\{\begin{array}{l}
y^{\prime \prime}(t)+y^{\prime}(t)+\mu y(t)=e^{-t} G(t)  \tag{4.1}\\
y(1)=y_{1} \\
y^{\prime}(1)=y_{1}^{\prime}
\end{array}\right.
$$

is given by

$$
\begin{align*}
y(t)= & e^{-\frac{1-\nu}{2} t}\left(\frac{(1+\nu) y_{1}+2 y_{1}^{\prime}}{2 \nu e^{-\frac{1-\nu}{2}}}+\frac{1}{\nu} \int_{1}^{t} e^{-\frac{1+\nu}{2} \xi} G(\xi) \mathrm{d} \xi\right)  \tag{4.2}\\
& -e^{-\frac{1+\nu}{2} t}\left(\frac{(1-\nu) y_{1}+2 y_{1}^{\prime}}{2 \nu e^{-\frac{1+\nu}{2}}}+\frac{1}{\nu} \int_{1}^{t} e^{-\frac{1-\nu}{2} \xi} G(\xi) \mathrm{d} \xi\right)
\end{align*}
$$

if $\mu \neq 1 / 4$, and by

$$
\begin{align*}
y(t)= & e^{-\frac{t}{2}}\left(\frac{\sqrt{e}\left(y_{1}-2 y_{1}^{\prime}\right)}{2}-\int_{1}^{t} \xi e^{-\frac{\xi}{2}} G(\xi) \mathrm{d} \xi\right) \\
& +t e^{-\frac{t}{2}}\left(\frac{\sqrt{e}\left(y_{1}+2 y_{1}^{\prime}\right)}{2}+\int_{1}^{t} e^{-\frac{\xi}{2}} G(\xi) \mathrm{d} \xi\right) \tag{4.3}
\end{align*}
$$

if $\mu=1 / 4$.
Proof. Let $\nu$ be the unique complex number in $\mathbb{R}_{\geq 0} \cup i \mathbb{R}_{>0}$ such that $1-\nu^{2}=4 \mu$. The characteristic polynomial of the homogeneous equation $y^{\prime \prime}(t)+y^{\prime}(t)+\mu y(t)=0$ is $P(Z)=Z^{2}+Z+\mu$, having two distinct roots $-\frac{1-\nu}{2},-\frac{1+\nu}{2}$ if $\mu \neq 1 / 4$, and a double root $-\frac{1}{2}$ if $\mu=1 / 4$. We examine the case $\mu \neq 1 / 4$; the case $\mu=1 / 4$ requires only minor modifications. A particular solution of the inhomogeneous equation is given by

$$
e^{-\frac{1-\nu}{2} t}+\int_{1}^{t} \frac{1}{\nu} e^{-\frac{1+\nu}{2} \xi} G(\xi) \mathrm{d} \xi-e^{-\frac{1+\nu}{2} t} \int_{1}^{t} \frac{1}{\nu} e^{-\frac{1-\nu}{2} \xi} G(\xi) \mathrm{d} \xi
$$

as direct computations allow to verify. Hence, the general solution of

$$
y^{\prime \prime}(t)+y^{\prime}(t)+\mu y(t)=e^{-t} G(t)
$$

is given by

$$
y(t)=e^{-\frac{1-\nu}{2} t}\left(c_{1}+\frac{1}{\nu} \int_{1}^{t} e^{-\frac{1+\nu}{2} \xi} G(\xi) \mathrm{d} \xi\right)+e^{-\frac{1+\nu}{2} t}\left(c_{2}-\frac{1}{\nu} \int_{1}^{t} e^{-\frac{1-\nu}{2} \xi} G(\xi) \mathrm{d} \xi\right), \quad c_{1}, c_{2} \in \mathbb{C} .
$$

Imposing the conditions $y(1)=y_{1}, y^{\prime}(1)=y_{1}^{\prime}$ enables to determine the coefficients

$$
c_{1}=\frac{(1+\nu) y_{1}+2 y_{1}^{\prime}}{2 \nu e^{-\frac{1-\nu}{2}}}, \quad c_{2}=-\frac{(1-\nu) y_{1}+2 y_{1}^{\prime}}{2 \nu e^{-\frac{1+\nu}{2}}} .
$$

We may now apply Proposition 3.2 in conjunction with Lemma 4.1 to determine the explicit analytic expression of the function $k_{f, \theta}(p, t)$ (cf. (1.6)) in terms of the coefficient $G_{\theta, n} f(p, t)$ (cf. (3.7)). Before proceeding with this, it will be convenient to set some useful notation first.

Let $\mu \in \operatorname{Spec}(\square), f \in \mathscr{C}^{2}(M)$ and $\theta \in(0,4 \pi]$. Define the functions $a_{\theta, \mu}^{+}, a_{\theta, \mu}^{-} f: M \rightarrow \mathbb{C}$ by

$$
\begin{equation*}
a_{\theta, \mu}^{ \pm} f(p)=\mp \frac{(1 \mp \nu) \theta^{-1} \int_{0}^{\theta} f \circ \phi_{1}^{X} \circ r_{s}(p) \mathrm{d} s+2 \theta^{-1} \int_{0}^{\theta} X f \circ \phi_{1}^{X} \circ r_{s}(p) \mathrm{d} s}{2 \nu e^{-\frac{1+\nu}{2}}} \tag{4.4}
\end{equation*}
$$

if $\mu \neq 1 / 4$ and

$$
\begin{equation*}
a_{\theta, 1 / 4}^{ \pm} f(p)=\frac{\sqrt{e}\left(\theta^{-1} \int_{0}^{\theta} f \circ \phi_{1}^{X} \circ r_{s}(p) \mathrm{d} s \mp 2 \theta^{-1} \int_{0}^{\theta} X f \circ \phi_{1}^{X} \circ r_{s}(p) \mathrm{d} s\right)}{2} \tag{4.5}
\end{equation*}
$$

if $\mu=1 / 4$. When $\mu \neq 1 / 4$, it holds

$$
\begin{equation*}
\left\|a_{\theta, \mu}^{ \pm} f\right\|_{\infty} \leq \frac{(1+|\nu|) \theta^{-1} \int_{0}^{\theta}\|f\|_{\infty} \mathrm{d} s+2 \theta^{-1} \int_{0}^{\theta}\|X f\|_{\infty} \mathrm{d} s}{2 e^{-1}|\nu|} \leq \frac{e(3+|\nu|)}{2|\nu|}\|f\|_{\mathscr{C}^{1}}, \tag{4.6}
\end{equation*}
$$

since $\|f\|_{\infty} \leq\|f\|_{\mathscr{C}^{1}}$ and $\|X f\|_{\infty} \leq\|f\|_{\mathscr{C}_{1}}$. If $\mu=1 / 4$, similar estimates lead readily to

$$
\begin{equation*}
\left\|a_{\theta, 1 / 4}^{ \pm} f\right\|_{\infty} \leq \frac{3 \sqrt{e}}{2}\|f\|_{\mathscr{C}^{1}} . \tag{4.7}
\end{equation*}
$$

We are now in a position to start the proof of Theorem 1.6, which will occupy the remainder of this section. We fix $\theta \in(0,4 \pi]$ and a function $f \in \mathscr{C}^{2}(M)$ satisfying $\Theta f=\mu f$ and $\Theta f=\frac{i}{2} n f$ for some $\mu \in \operatorname{Spec}(\square)$ and $n \in \mathbb{Z}$. For any $p \in M$, the function $k_{f, \theta}(p, \cdot): \mathbb{R}_{>0} \rightarrow \mathbb{C}$ we are interested in satisfies (4.1) with initial conditions

$$
y_{1}=\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{1}^{X} \circ r_{s}(p) \mathrm{d} s, \quad y_{1}^{\prime}=\frac{1}{\theta} \int_{0}^{\theta} X f \circ \phi_{1}^{X} \circ r_{s}(p) \mathrm{d} s .
$$

We distinguish five cases as in the statement of Theorem 1.6, that is, according to the value of the Casimir eigenvalue $\mu$. Recall that $\nu$ is the unique complex number in $\mathbb{R}_{\geq 0} \cup i \mathbb{R}_{>0}$ verifying $1-\nu^{2}=4 \mu$.
4.1. The case $\mu>1 / 4$. Suppose $\mu>1 / 4$, so that $\nu=i \Im \nu \in i \mathbb{R}_{>0}$. As follows from (4.2), the solution to (3.1) with the prescribed initial conditions is given by

$$
\begin{aligned}
k_{f, \theta}(p, t) & =e^{-\frac{t}{2}} \cos \left(\frac{\Im \nu}{2} t\right)\left(a_{\theta, \mu}^{+} f(p)+a_{\theta, \mu}^{-} f(p)-\frac{2}{\Im \nu} \int_{1}^{t} e^{-\frac{\xi}{2}} \sin \left(\frac{\Im \nu}{2} \xi\right) G_{\theta, n} f(p, \xi) \mathrm{d} \xi\right) \\
& +e^{-\frac{t}{2}} \sin \left(\frac{\Im \nu}{2} t\right)\left(a_{\theta, \mu}^{-} f(p)-a_{\theta, \mu}^{+} f(p)-\frac{2 i}{\Im \nu} \int_{1}^{t} e^{-\frac{\xi}{2}} \cos \left(\frac{\Im \nu}{2} \xi\right) G_{\theta, n} f(p, \xi) \mathrm{d} \xi\right)
\end{aligned}
$$

The functions

$$
e^{-\xi / 2} \cos \left(\frac{\Im \nu}{2} \xi\right) G_{\theta, n} f(p, \xi), \quad e^{-\xi / 2} \sin \left(\frac{\Im \nu}{2} \xi\right) G_{\theta, n} f(p, \xi)
$$

are integrable over the closed half-line $[1,+\infty)$, as $G_{\theta, n} f(p, \cdot)$ is bounded thereon; we may therefore define functions $D_{\theta, \mu, n}^{+} f, D_{\theta, \mu, n}^{-} f: M \rightarrow \mathbb{C}$ by setting

$$
\begin{equation*}
D_{\theta, \mu, n}^{+} f(p)=a_{\theta, \mu}^{+} f(p)+a_{\theta, \mu}^{-} f(p)-\frac{2}{\Im \nu} \int_{1}^{\infty} e^{-\frac{\xi}{2}} \sin \left(\frac{\Im \nu}{2} \xi\right) G_{\theta, n} f(p, \xi) \mathrm{d} \xi \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{\theta, \mu, n}^{-} f(p)=a_{\theta, \mu}^{-} f(p)-a_{\theta, \mu}^{+} f(p)-\frac{2 i}{\Im \nu} \int_{1}^{\infty} e^{-\frac{\xi}{2}} \cos \left(\frac{\Im \nu}{2} \xi\right) G_{\theta, n} f(p, \xi) \mathrm{d} \xi \tag{4.9}
\end{equation*}
$$

for every $p \in M$. Then (1.7) is valid with

$$
\begin{align*}
\mathcal{R}_{\theta, \mu, n} f(p, t) & =e^{-\frac{t}{2}} \cos \left(\frac{\Im \nu}{2} t\right) \int_{t}^{\infty} \frac{2}{\Im \nu} e^{-\frac{\xi}{2}} \sin \left(\frac{\Im \nu}{2} \xi\right) G_{\theta, n} f(p, \xi) \mathrm{d} \xi \\
& +e^{-\frac{t}{2}} \sin \left(\frac{\Im \nu}{2} t\right) \int_{t}^{\infty} \frac{2 i}{\Im \nu} e^{-\frac{\xi}{2}} \cos \left(\frac{\Im \nu}{2} \xi\right) G_{\theta, n} f(p, \xi) \mathrm{d} \xi, \quad t \geq 1, p \in M \tag{4.10}
\end{align*}
$$

Let us now estimate the uniform norms of $D_{\theta, \mu, n}^{ \pm} f$ and of $\mathcal{R}_{\theta, \mu, n} f(\cdot, t)$ for any $t \geq 1$. From the explicit expressions in (4.8) and (4.9), it follows at once that

$$
\begin{align*}
\left\|D_{\theta, \mu, n}^{ \pm} f\right\|_{\infty} & \leq\left\|a_{\theta, \mu}^{+} f\right\|_{\infty}+\left\|a_{\theta, \mu}^{-}\right\|_{\infty}+\frac{2}{\Im \nu} \int_{1}^{\infty} e^{-\frac{\xi}{2}} \sup _{p \in M, \xi \geq 1}\left|G_{\theta, n} f(p, \xi)\right| \mathrm{d} \xi \\
& \leq \frac{1}{\Im \nu}\left(e(3+\Im \nu)+\frac{4 \kappa_{0}\left(n^{2}+1\right)}{\theta \sqrt{e}}\right)\|f\|_{\mathscr{C}^{1}}  \tag{4.11}\\
& \leq \frac{\kappa(\mu)}{\theta}\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}}
\end{align*}
$$

applying (3.8) and (4.6) in the second inequality, with $\kappa(\mu)=\frac{1}{\Im \nu}\left(4 e \pi(3+\Im \nu)+\frac{4 \kappa_{0}}{\sqrt{e}}\right)$.
The remainder term defined in (4.10) is bounded from above by

$$
\left|\mathcal{R}_{\theta, \mu, n} f(p, t)\right| \leq 2 e^{-\frac{t}{2}} \sup _{p \in M, \xi \geq 1}\left|G_{\theta, n} f(p, \xi)\right| \int_{t}^{\infty} \frac{2}{\Im \nu} e^{-\frac{\xi}{2}} \mathrm{~d} \xi \leq \frac{8 \kappa_{0}\left(n^{2}+1\right)}{\theta \Im \nu}\|f\|_{\mathscr{C}^{1}} e^{-t}
$$

for every $p \in M$ and $t \geq 1$, again relying on the upper bound in (3.8).
Up to the regularity claims on the coefficients $D_{\theta, \mu, n}^{ \pm} f$, which are the subject of Section 4.6, the proof of Theorem 1.6(1) is complete.
4.2. The case $\mu=1 / 4$. Suppose $\mu=1 / 4$, whence $\nu=0$. This time the solution to (3.1) with the given initial conditions has the expression (cf. (4.3))

$$
k_{f, \theta}(p, t)=e^{-\frac{t}{2}}\left(a_{\theta, 1 / 4}^{+} f(p)-\int_{1}^{t} \xi e^{-\frac{\xi}{2}} G_{\theta, n} f(p, \xi) \mathrm{d} \xi\right)+t e^{-\frac{t}{2}}\left(a_{\theta, 1 / 4}^{-} f(p)+\int_{1}^{t} e^{-\frac{\xi}{2}} G_{\theta, n} f(p, \xi) \mathrm{d} \xi\right)
$$

Following the steps carried out in Section 4.1 almost verbatim, define functions $D_{\theta, 1 / 4, n}^{+}, D_{\theta, 1 / 4, n}^{-}: M \rightarrow$ $\mathbb{C}$ via
$D_{\theta, 1 / 4, n}^{+} f(p)=a_{\theta, 1 / 4}^{+} f(p)-\int_{1}^{\infty} \xi e^{-\frac{\xi}{2}} G_{\theta, n} f(p, \xi) \mathrm{d} \xi, \quad D_{\theta, 1 / 4, n}^{-} f(p)=a_{\theta \cdot 1 / 4}^{-} f(p)+\int_{1}^{\infty} e^{-\frac{\xi}{2}} G_{\theta, n} f(p, \xi) \mathrm{d} \xi$
for every $p \in M$. Then (1.9) holds with

$$
\begin{equation*}
\mathcal{R}_{\theta \cdot 1 / 4, n} f(p, t)=e^{-\frac{t}{2}} \int_{t}^{\infty} \xi e^{-\frac{\xi}{2}} G_{\theta, n} f(p, \xi) \mathrm{d} \xi-t e^{-\frac{t}{2}} \int_{t}^{\infty} e^{-\frac{\xi}{2}} G_{\theta, n} f(p, \xi) \mathrm{d} \xi, \quad t \geq 1, p \in M \tag{4.13}
\end{equation*}
$$

From (4.12) we estimate, by virtue of (3.8) and (4.7),

$$
\begin{aligned}
\left\|D_{\theta, 1 / 4, n}^{ \pm} f\right\|_{\infty} & \leq \frac{3 \sqrt{e}}{2}\|f\|_{\mathscr{C}_{1}}+\frac{\kappa_{0}}{\theta}\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}} \int_{1}^{\infty} \xi e^{-\frac{\xi}{2}} \mathrm{~d} \xi \\
& =\left(\frac{3 \sqrt{e}}{2}+\frac{6 \kappa_{0}}{\theta \sqrt{e}}\left(n^{2}+1\right)\right)\|f\|_{\mathscr{C}_{1}} \leq \frac{\kappa(1 / 4)}{\theta}\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}}
\end{aligned}
$$

where we may choose $\kappa(1 / 4)=36 \pi \sqrt{e} \kappa_{0}$. Moreover, we deduce from (4.13) that, for every $p \in M$ and $t \geq 1$,

$$
\begin{aligned}
\left|\mathcal{R}_{\theta, 1 / 4, n} f(p, t)\right| & \leq \frac{\kappa_{0}}{\theta}\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}}\left(e^{-\frac{t}{2}} \int_{t}^{\infty} \xi e^{-\frac{\xi}{2}} \mathrm{~d} \xi+t e^{-\frac{t}{2}} \int_{t}^{\infty} e^{-\frac{\xi}{2}} \mathrm{~d} \xi\right) \\
& =\frac{4 \kappa_{0}}{\theta}\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}}(t+1) e^{-t}
\end{aligned}
$$

In conjunction with Section 4.6, this concludes the proof of Theorem 1.6(2).
4.3. The case $0<\mu<1 / 4$. When $0<\mu<1 / 4$, we have $\nu \in(0,1)$. The solution to (3.1) is given, as in (4.2), by

$$
\begin{aligned}
k_{f, \theta}(p, t)= & e^{-\frac{1+\nu}{2} t}\left(a_{\theta, \mu}^{+} f(p)-\frac{1}{\nu} \int_{1}^{t} e^{-\frac{1-\nu}{2} \xi} G_{\theta, n} f(p, \xi) \mathrm{d} \xi\right) \\
& +e^{-\frac{1-\nu}{2} t}\left(a_{\theta, \mu}^{-} f(p)+\frac{1}{\nu} \int_{1}^{t} e^{-\frac{1+\nu}{2} \xi} G_{\theta, n} f(p, \xi) \mathrm{d} \xi\right) .
\end{aligned}
$$

Setting

$$
\begin{align*}
& D_{\theta, \mu, n}^{+} f(p)=a_{\theta, \mu}^{+} f(p)-\frac{1}{\nu} \int_{1}^{\infty} e^{-\frac{1-\nu}{2} \xi} G_{\theta, n} f(p, \xi) \mathrm{d} \xi  \tag{4.14}\\
& D_{\theta, \mu, n}^{-} f(p)=a_{\theta, \mu}^{-} f(p)+\frac{1}{\nu} \int_{1}^{\infty} e^{-\frac{1-\nu}{2} \xi} G_{\theta, n} f(p, \xi) \mathrm{d} \xi
\end{align*}
$$

and

$$
\mathcal{R}_{\theta, \mu, n} f(p, t)=\frac{1}{\nu}\left(e^{-\frac{1+\nu}{2} t} \int_{t}^{\infty} e^{-\frac{1-\nu}{2} \xi} G_{\theta, n} f(p, \xi) \mathrm{d} \xi-e^{-\frac{1-\nu}{2} t} \int_{t}^{\infty} e^{-\frac{1+\nu}{2} \xi} G_{\theta, n} f(p, \xi) \mathrm{d} \xi\right)
$$

for every $p \in M$ and $t \geq 1$, it is clear that (1.10) holds. As far as estimates on the supremum norm are concerned, we have

$$
\begin{aligned}
\left\|D_{\theta, \mu, n}^{ \pm} f\right\|_{\infty} & \leq \frac{e(3+\nu)}{2 \nu}\|f\|_{\mathscr{C}^{1}}+\frac{\kappa_{0}}{\theta \nu}\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}} \int_{1}^{\infty} e^{-\frac{1 \mp \nu}{2} \xi} \mathrm{~d} \xi \\
& =\frac{1}{\nu}\left(\frac{e(3+\nu)}{2}+\frac{\kappa_{0}}{\theta} \frac{2}{1 \mp \nu} e^{-\frac{1 \mp \nu}{2}}\left(n^{2}+1\right)\right)\|f\|_{\mathscr{C}^{1}} \\
& \leq \frac{\kappa(\mu)}{\theta}\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}}
\end{aligned}
$$

for $\kappa(\mu)=\frac{2 \kappa_{0} e^{-\frac{1-\nu}{\nu}}}{\nu(1-\nu)}+\frac{2 e \pi(3+\nu)}{\nu}$, and

$$
\begin{aligned}
\left|\mathcal{R}_{\theta, \mu, n} f(p, t)\right| & \leq \frac{\kappa_{0}}{\theta \nu}\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}}\left(e^{-\frac{1+\nu}{2} t} \int_{t}^{\infty} e^{-\frac{1-\nu}{2} \xi} \mathrm{~d} \xi+e^{-\frac{1-\nu}{2} t} \int_{t}^{\infty} e^{-\frac{1+\nu}{2} \xi} \mathrm{~d} \xi\right) \\
& =\frac{4 \kappa_{0}}{\theta \nu(1-\nu)(1+\nu)}\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}} e^{-t}
\end{aligned}
$$

which achieves the proof of Theorem 1.6(3) except for the regularity of the coefficients which is addressed separately in Section 4.6.
4.4. The case $\mu=0$. As $\nu=1$ when $\mu=0$, equation (4.2) delivers the following expression for the solution to (3.1):

$$
\begin{align*}
k_{f, \theta}(p, t) & =a_{\theta, 0}^{-} f(p)+\int_{1}^{t} e^{-\xi} G_{\theta, n} f(p, \xi) \mathrm{d} \xi+e^{-t}\left(a_{\theta, 0}^{+} f(p)-\int_{1}^{t} G_{\theta, n} f(p, \xi) \mathrm{d} \xi\right) \\
& =a_{\theta, 0}^{-} f(p)+\int_{1}^{\infty} e^{-\xi} G_{\theta, n} f(p, \xi) \mathrm{d} \xi+\left(-\int_{t}^{\infty} e^{-\xi} G_{\theta, n} f(p, \xi) \mathrm{d} \xi\right.  \tag{4.15}\\
& \left.+e^{-t} a_{\theta, 0}^{+} f(p)-e^{-t} \int_{1}^{t} G_{\theta, n} f(p, \xi) \mathrm{d} \xi\right)
\end{align*}
$$

Observe that the term between parentheses in the last expression is infinitesimal as tends to infinity, so that $k_{f, \theta}(p, t)$ has a well-defined limit, as $t$ tends to infinity, for every $p \in M$. We claim that ${ }^{23}$

$$
\begin{equation*}
\lim _{t \rightarrow \infty} k_{f, \theta}(p, t)=\int_{M} f \mathrm{~d} \mathrm{vol} \tag{4.16}
\end{equation*}
$$

for any $p \in M$. For a start, we show the equality in (4.16) holds on average with respect to the measure vol. Indeed, Fubini's theorem gives, for any $t>0$,

$$
\begin{aligned}
\int_{M} k_{f, \theta}(p, t) \mathrm{d} \operatorname{vol}(p) & =\frac{1}{\theta} \int_{M} \int_{0}^{\theta} f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s \mathrm{~d} \operatorname{vol}(p)=\frac{1}{\theta} \int_{0}^{\theta} \int_{M} f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} \operatorname{vol}(p) \mathrm{d} s \\
& =\frac{1}{\theta} \int_{0}^{\theta} \int_{M} f \mathrm{~d} \operatorname{vol} \mathrm{~d} s=\int_{M} f \mathrm{~d} \operatorname{vol}
\end{aligned}
$$

the second-to-last equality following from the fact that the transformation $\phi_{t}^{X} \circ r_{s}: M \rightarrow M$ preserves the measure vol for any $s, t \in \mathbb{R}$. By dominated convergence,

$$
\begin{equation*}
\int_{M} \lim _{t \rightarrow \infty} k_{f, \theta}(p, t) \mathrm{d} \operatorname{vol}(p)=\lim _{t \rightarrow \infty} \int_{M} k_{f, \theta}(p, t) \mathrm{d} \operatorname{vol}(p)=\lim _{t \rightarrow \infty} \int_{M} f \mathrm{~d} \operatorname{vol}=\int_{M} f \mathrm{~d} \operatorname{vol} \tag{4.17}
\end{equation*}
$$

In order to finish the proof of the claim, it remains to show that the limit $\lim _{t \rightarrow \infty} k_{f, \theta}(p, t)$ does not depend on $p$. Choose a countable orthonormal basis $\left(u_{k}\right)_{k \in I}$ of $L^{2}(M)$ consisting of smooth eigenfunctions of the operator $\Theta$ and containing a constant function $u_{k_{0}}$. If $\Theta u_{k}=\frac{i}{2} n_{k} u_{k}$ for $n_{k} \in \mathbb{Z}$, then $u_{k} \circ r_{s}=e^{2 \pi i n_{k} s} u_{k}$ for every $s \in \mathbb{R}$ (cf. Section 2.2). Therefore, we can compute for every $k \in I$ the $L^{2}$-inner product

$$
\begin{aligned}
\int_{M} \lim _{t \rightarrow \infty} k_{f, \theta}(p, t) \overline{u_{k}(p)} \mathrm{d} \operatorname{vol}(p) & =\lim _{t \rightarrow \infty} \int_{M}\left(\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s\right) \overline{u_{k}(p)} \mathrm{d} p \\
& =\lim _{t \rightarrow \infty} \frac{1}{\theta} \int_{0}^{\theta} \int_{M} f \circ \phi_{t}^{X} \circ r_{s}(p) \overline{u_{k}(p)} \mathrm{d} p \mathrm{~d} s \\
& =\lim _{t \rightarrow \infty} \frac{1}{\theta} \int_{0}^{\theta} \int_{M} f \circ \phi_{t}^{X}(p) \overline{u_{k}} \circ r_{-s}(p) \mathrm{d} p \mathrm{~d} s \\
& =\lim _{t \rightarrow \infty} \frac{1}{\theta} \int_{0}^{\theta} e^{-2 \pi i n_{k} s} \int_{M} f \circ \phi_{t}^{X}(p) \overline{u_{k}(p)} \mathrm{d} p \mathrm{~d} s \\
& =\frac{1}{\theta} \int_{0}^{\theta} e^{-2 \pi i n_{k} s} \mathrm{~d} s \cdot \lim _{t \rightarrow \infty}\left\langle f \circ \phi_{t}^{X}, u_{k}\right\rangle
\end{aligned}
$$

where we used, in successive order, the dominated convergence theorem, Fubini's theorem, invariance of the measure vol under the transformation $r_{-s}$ and the definining property of $u_{k}$. Mixing of the geodesic flow $\left(\phi_{t}^{X}\right)_{t \in \mathbb{R}}$ on $M$ (cf. [3, Cor. 2.3]) delivers

$$
\lim _{t \rightarrow \infty}\left\langle f \circ \phi_{t}^{X}, u_{k}\right\rangle=\int_{M} f \mathrm{~d} \operatorname{vol} \int_{M} u_{k} \mathrm{~d} \operatorname{vol}
$$

As $u_{k}$ is orthogonal in $L^{2}(M)$ to the constant $u_{k_{0}}$ for any $k \neq k_{0}$, the last expression vanishes for any such $k$. Therefore, we have just shown that the function $p \mapsto \lim _{t \rightarrow \infty} k_{f, \theta}(p, t)$ is orthogonal to $u_{k}$ for every $k \neq k_{0}$; necessarily, it must be constant.

[^15]Define now

$$
\mathcal{R}_{\theta, 0, n} f(p, t)=a_{\theta, 0}^{+} f(p) e^{-t}-\int_{t}^{\infty} e^{-\xi} G_{\theta, n} f(p, \xi) \mathrm{d} \xi
$$

then (3.8) and (4.6) give

$$
\left|R_{\theta, 0, n} f(p, t)\right| \leq 2 e\|f\|_{\mathscr{C}^{1}} e^{-t}+\frac{\kappa_{0}}{\theta}\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}} \int_{t}^{\infty} e^{-\xi} \mathrm{d} \xi=\frac{1}{\theta}\left(8 e \pi+\kappa_{0}\left(n^{2}+1\right)\right)\|f\|_{\mathscr{C}^{1}} e^{-t}
$$

and, combining (4.15) with (4.16), we obtain

$$
k_{f, \theta}(p, t)=\int_{M} f \mathrm{~d} \operatorname{vol}+e^{-t} \int_{1}^{t}-G_{\theta, n} f(p, \xi) \mathrm{d} \xi+\mathcal{R}_{\theta, 0, n} f(p, t)
$$

which establishes Theorem 1.6(4).
4.5. The case $\mu<0$. We now turn to the case $\mu<0$ or, equivalently, $\nu>1$. The solution to (3.1) given in (4.2) becomes

$$
\begin{align*}
k_{f, \theta}(p, t)= & e^{\frac{\nu-1}{2} t}\left(a_{\theta, \mu}^{-} f(p)+\frac{1}{\nu} \int_{1}^{t} e^{-\frac{\nu+1}{2} \xi} G_{\theta, n} f(p, \xi) \mathrm{d} \xi\right)  \tag{4.18}\\
& +e^{-\frac{\nu+1}{2} t}\left(a_{\theta, \mu}^{+} f(p)-\frac{1}{\nu} \int_{1}^{t} e^{-\frac{\nu-1}{2} \xi} G_{\theta, n} f(p, \xi) \mathrm{d} \xi\right)
\end{align*}
$$

It follows that the quantity

$$
\begin{aligned}
e^{\frac{\nu-1}{2} t}\left(a_{\theta, \mu}^{-} f(p)+\frac{1}{\nu} \int_{1}^{\infty} e^{-\frac{\nu+1}{2} \xi} G_{\theta, n} f(p, \xi) \mathrm{d} \xi\right)= & -e^{-\frac{\nu+1}{2} t}\left(a_{\theta, \mu}^{+} f(p)-\frac{1}{\nu} \int_{1}^{t} e^{-\frac{\nu-1}{2} \xi} G_{\theta, n} f(p, \xi) \mathrm{d} \xi\right) \\
& -k_{f, \theta}(p, t)+\frac{e^{\frac{\nu-1}{2} t}}{\nu} \int_{t}^{\infty} e^{-\frac{\nu+1}{2} \xi} G_{\theta, n} f(p, \xi) \mathrm{d} \xi
\end{aligned}
$$

is uniformly bounded in $t$, which forces

$$
a_{\theta, \mu}^{-} f(p)+\frac{1}{\nu} \int_{1}^{\infty} e^{-\frac{\nu+1}{2} \xi} G_{\theta, n} f(p, \xi) \mathrm{d} \xi=0
$$

for every $p \in M$. Therefore (4.18) results in $k_{f, \theta}(p, t)=e^{-t}\left(-\frac{e^{\frac{\nu+1}{2} t}}{\nu} \int_{t}^{\infty} e^{-\frac{\nu+1}{2} \xi} G_{\theta, n} f(p, \xi) \mathrm{d} \xi+e^{-\frac{\nu-1}{2} t} a_{\theta, \mu}^{+} f(p)-\frac{e^{-\frac{\nu-1}{2} t}}{\nu} \int_{1}^{t} e^{\frac{\nu-1}{2} \xi} G_{\theta, n} f(p, \xi) \mathrm{d} \xi\right)$.

With the help of (3.8) and (4.6), we may estimate the three summands inside the parentheses. For the first, we have

$$
\left|\frac{e^{\frac{\nu+1}{2} t}}{\nu} \int_{t}^{\infty} e^{-\frac{\nu+1}{2} \xi} G_{\theta, n} f(p, \xi) \mathrm{d} \xi\right| \leq \frac{2 \kappa_{0}}{\theta \nu(\nu+1)}\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}}
$$

while the second can be bounded as

$$
\left|e^{-\frac{\nu-1}{2} t} a_{\theta, \mu}^{+} f(p)\right| \leq \frac{e(3+\nu)}{2 \nu}\|f\|_{\mathscr{C}^{1}}
$$

lastly,

$$
\begin{aligned}
\left|\frac{e^{-\frac{\nu-1}{2} t}}{\nu} \int_{1}^{t} e^{\frac{\nu-1}{2} \xi} G_{\theta, n} f(p, \xi) \mathrm{d} \xi\right| & \leq \frac{2 \kappa_{0}}{\theta \nu(\nu-1)}\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}} e^{-\frac{\nu-1}{2} t}\left(e^{\frac{\nu-1}{2} t}-e^{\frac{\nu-1}{2}}\right) \\
& \leq \frac{2 \kappa_{0}}{\theta \nu(\nu-1)}\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}}
\end{aligned}
$$

We conclude that

$$
\left|k_{f, \theta}(p, t)\right| \leq \frac{1}{\theta}\left(\frac{4 \kappa_{0}}{(\nu-1)(\nu+1)}+\frac{2 e \pi(3+\nu)}{\nu}\right)\left(n^{2}+1\right)\|f\|_{\mathscr{C}^{1}} e^{-t}
$$

as desired.
This settles Theorem 1.6(5).
4.6. Regularity of the coefficients in the asymptotic expansion. We now turn to the examination of the regularity properties of the coefficients $D_{\theta, \mu, n}^{ \pm} f$ appearing in the asymptotic expansion of $k_{f, \theta}(p, t)$, as in Theorem 1.6, for $f \in \mathscr{C}^{2}(M)$ satisfying $\square f=\mu f$ and $\Theta f=\frac{i}{2} n f$ for some $\mu \in \operatorname{Spec}(\square) \cap \mathbb{R}_{>0}$ and $n \in \mathbb{Z}$. In so doing, we shall complete the proof of Theorem 1.6.

Let us fix $\theta \in(0,4 \pi]$ throughout this subsection. As follows readily from the definitions of the coefficients $(4.4),(4.5),(4.8),(4.9),(4.12)$ and (4.14), it suffices to analyze the regularity of

$$
k_{f, \theta}(p, 1)=\int_{0}^{\theta} f \circ \phi_{1}^{X} \circ r_{s}(p) \mathrm{d} s, k_{f, \theta}^{\prime}(p, 1)=\int_{0}^{\theta} X f \circ \phi_{1}^{X} \circ r_{s}(p) \mathrm{d} s, \int_{1}^{\infty} g(\xi) G_{\theta, n} f(p, \xi) \mathrm{d} \xi
$$

as functions of $p \in M$, with $g(\xi)$ being a function of the following forms:

$$
\begin{equation*}
e^{-\xi / 2}, \xi e^{-\xi / 2}, e^{-\xi / 2} \cos \left(\frac{\Im \nu}{2} \xi\right), e^{-\xi / 2} \sin \left(\frac{\Im \nu}{2} \xi\right), e^{-\frac{1 \pm \nu}{2} \xi}(0<\nu<1) \tag{4.19}
\end{equation*}
$$

We start with the following elementary lemma:
Lemma 4.2. Let $\theta$ be a positive real number. If $h: M \rightarrow \mathbb{C}$ is of class $\mathscr{C}^{1}$, then the function

$$
p \mapsto \int_{0}^{\theta} h \circ r_{s}(p) \mathrm{d} s, \quad p \in M
$$

is of class $\mathscr{C}^{1}$ on $M$.
Proof. Fix a point $p_{0} \in M$, and let $\left(\partial_{x_{i}}\right)_{i=1,2,3}$ be a local frame of the tangent bundle $T M$ around $p_{0}$. It suffices to prove that, for each $i=1,2,3$, the partial derivative

$$
\begin{equation*}
\left.p \mapsto \partial_{x_{i}}\right|_{p}\left(\int_{0}^{\theta} h \circ r_{s} \mathrm{~d} s\right) \tag{4.20}
\end{equation*}
$$

exists and is continuous in an open neighborhood of $p$. Upon passing to local smooth charts for $M$, the classical theorem of differentiation under the integral sign ensures the validity of the formal passage

$$
\left.p \mapsto \partial_{x_{i}}\right|_{p}\left(\int_{0}^{\theta} h \circ r_{s} \mathrm{~d} s\right)=\left.\int_{0}^{\theta} \partial_{x_{i}}\right|_{p}\left(h \circ r_{s}\right) \mathrm{d} s
$$

provided that there exists a positive real-valued function $\varphi$ on $[0, \theta]$, integrable with respect to the Lebesgue measure, such that $\left|\partial_{x_{i}}\right|_{q}\left(h \circ r_{s}\right) \mid \leq \varphi(s)$ for any $q$ in an open neighborhood of $p$. Notice that, by the dominated convergence theorem. this would yield continuity of the partial derivative in (4.20) at the same time. The chain rule for the differential gives $\mathrm{d}\left(h \circ r_{s}\right)_{q}=(\mathrm{d} h)_{r_{s}(q)} \circ\left(\mathrm{d} r_{s}\right)_{q}$ for any $q \in M$ and $s \in[0, \theta]$. As follows readily from the explicit expression for $r_{s}$ in (1.3) and direct computations, the operator norm ${ }^{24}$ of the linear operator $\left(\mathrm{d} r_{s}\right)_{q}$ is uniformly bounded in $q$ and $s$, as the entries of any Jacobian matrix associated to it only involve finite linear combinations of the sine and cosine functions. Therefore, there exists a constant $C>0$ such that $\left|\partial_{x_{i}}\right|_{q}\left(h \circ r_{s}\right) \mid \leq C\|h\|_{\mathscr{C}_{1}}$ for any $s \in[0, \theta]$ and any $q$ in the domain of definition of the local frame $\left(\partial_{x_{i}}\right)_{i=1,2,3}$. The conclusion is thus achieved by setting $\varphi$ to be constantly equal to $C\|h\|_{\mathscr{C} 1}$.

As $\left(\phi_{t}^{X}\right)_{t \in \mathbb{R}}$ is a smooth flow on $M$ and $f$ is of class $\mathscr{C}^{2}$, the functions $f \circ \phi_{1}^{X}, X f \circ \phi_{1}^{X}$ are of class $\mathscr{C}^{1}$. By virtue of Lemma 4.2, the functions $p \mapsto \int_{0}^{\theta} f \circ \phi_{1}^{X} \circ r_{s}(p) \mathrm{d} s, p \mapsto \int_{0}^{\theta} X f \circ \phi_{1}^{X} \circ r_{s}(p) \mathrm{d} s$ are of class $\mathscr{C}^{1}$ on $M$.

Therefore, it remains to deal with $\int_{1}^{\infty} g(\xi) G_{\theta, n} f(p, \xi) \mathrm{d} \xi$ as a function of $p \in M, g$ being as in (4.19). Expanding out the expression from (3.7), we obtain that it equals

$$
\begin{aligned}
& \int_{1}^{\infty} g(\xi)\left(\frac{n^{2} e^{-\xi}}{\theta\left(1-e^{-2 \xi}\right)^{2}} \int_{0}^{\theta} f \circ \phi_{\xi}^{X} \circ r_{s}(p) \mathrm{d} s-\frac{2 e^{-\xi}}{\theta\left(1-e^{-2 \xi}\right)} \int_{0}^{\theta} X f \circ \phi_{\xi}^{X} \circ r_{s}(p) \mathrm{d} s\right. \\
& \left.\quad+\frac{2 i n e^{-2 \xi}}{\theta\left(1-e^{-2 \xi}\right)^{2}}\left(f \circ \phi_{\xi}^{X} \circ r_{\theta}(p)-f \circ \phi_{\xi}^{X}(p)\right)+\frac{2}{\theta\left(1-e^{-2 \xi}\right)}\left(U f \circ \phi_{\xi}^{X} \circ r_{\theta}(p)-U f \circ \phi_{\xi}^{X}(p)\right)\right) \mathrm{d} \xi
\end{aligned}
$$

We shall know treat the four summands separately.

[^16]Lemma 4.3. If $g$ takes one of the forms in (4.19), the functions

$$
\begin{align*}
p & \mapsto \int_{1}^{\infty} \frac{g(\xi) e^{-\xi}}{\left(1-e^{-2 \xi}\right)^{2}}\left(\int_{0}^{\theta} f \circ \phi_{\xi}^{X} \circ r_{s}(p) \mathrm{d} s\right) \mathrm{d} \xi,  \tag{4.21}\\
p & \mapsto \int_{1}^{\infty} \frac{g(\xi) e^{-\xi}}{1-e^{-2 \xi}}\left(\int_{0}^{\theta} X f \circ \phi_{\xi}^{X} \circ r_{s}(p) \mathrm{d} s\right) \mathrm{d} \xi,  \tag{4.22}\\
p & \mapsto \int_{1}^{\infty} \frac{g(\xi) e^{-\xi}}{\left(1-e^{-2 \xi}\right)^{2}}\left(f \circ \phi_{\xi}^{X} \circ r_{\theta}(p)-f \circ \phi_{\xi}^{X}(p)\right) \mathrm{d} \xi \tag{4.23}
\end{align*}
$$

are of class $\mathscr{C}^{1}$ on $M$.
Proof. The proof proceeds along the same lines as the proof of Lemma 4.2. The crucial point is that, for any point $q \in M$ and any $\xi \geq 1$, the operator norm of the differential $\left(\mathrm{d} \phi_{\xi}^{X}\right)_{q}$ doesn't exceed (up to a constant factor depending only on the choice of a Riemannian metric on the tangent bundle TM) the quantity $e^{\xi / 2}$, as direct computations allow to verify starting from the explicit expression of $\phi_{\xi}^{X}$ in (1.4). As a consequence, there exists a constant $C>0$ such that

$$
\left|\frac{g(\xi) e^{-\xi}}{\left(1-e^{-2 \xi}\right)^{2}}\left(\left.\int_{0}^{\theta} \partial_{x_{i}}\right|_{q}\left(f \circ \phi_{\xi}^{X} \circ r_{s}\right) \mathrm{d} s\right)\right| \leq C \frac{|g(\xi)| e^{-\xi}}{\left(1-e^{-2 \xi}\right)^{2}} \int_{0}^{\theta}\|f\|_{\mathscr{C}^{1}} e^{\frac{\xi}{2}} \mathrm{~d} s=C\|f\|_{\mathscr{C}^{1}} \frac{|g(\xi)| e^{-\frac{\xi}{2}}}{\left(1-e^{-2 \xi}\right)^{2}}
$$

for every $\xi \geq 1$ and $i=1,2,3$, where $\left(\partial_{x_{i}}\right)_{i=1,2,3}$ is a local frame of $T M$ around a given fixed point $p_{0} \in M$. Since the function $|g(\xi)| e^{-\xi / 2} /\left(1-e^{-2 \xi}\right)^{2}$ is integrable on the half-line $[1, \infty)$, we deduce as in the proof of Lemma 4.2 that the function in (4.21) is of class $\mathscr{C}^{1}$ on $M$.

The same assertion for the remaining two functions in (4.22) and (4.23) follows by a similar argument.

What is left to investigate, up to multiplicative constants, is thus the regularity of the function

$$
\begin{equation*}
p \mapsto \int_{1}^{\infty} \frac{g(\xi)}{1-e^{-2 \xi}}\left(U f \circ \phi_{\xi}^{X} \circ r_{\theta}(p)-U f \circ \phi_{\xi}^{X}(p)\right) \mathrm{d} \xi \tag{4.24}
\end{equation*}
$$

on the manifold $M$. As we shall presently see, the latter depends on the function $g$.
Lemma 4.4. If $g(\xi)=e^{-\frac{1+\nu}{2} \xi}$, then the function in (4.24) is of class $\mathscr{C}^{1}$ on $M$.
Proof. It suffices to argue as in the proof of Lemma 4.3 observing that, when $0<\nu<1$, the function

$$
\frac{e^{-\frac{1+\nu}{2} \xi}}{1-e^{-2 \xi}} e^{\frac{\xi}{2}}=\frac{e^{-\frac{\nu}{2} \xi}}{1-e^{-2 \xi}}
$$

is integrable on the half-line $[1, \infty)$.
It is straightforward to realize that the same argument does not carry over to the other possible forms of $g(\xi)$ listed in (4.19). For those remaining cases, we instead establish Hölder-continuity of the function in (4.24) by a different argument.

Fix a Riemannian metric $g$ on the connected manifold $M$, inducing a Riemannian distance function d. The choice is immaterial for our purposes, as pointed out in Remark 1.11. We start with the following well-known properties of the flows $\left(\phi_{t}^{X}\right)_{t \in \mathbb{R}},\left(r_{s}\right)_{s \in \mathbb{R}}$.
Lemma 4.5. There exist real constants $C_{X, d}, C_{\Theta, d}$, depending only on $d$, such that, for any pair of points $p, q \in M$, it holds

$$
\begin{equation*}
d\left(\phi_{t}^{X}(p), \phi_{t}^{X}(q)\right) \leq C_{X, d} e^{|t|} d(p, q) \tag{4.25}
\end{equation*}
$$

for every $t \in \mathbb{R}$ and

$$
\begin{equation*}
d\left(r_{s}(p), r_{s}(q)\right) \leq C_{\Theta, d} d(p, q) \tag{4.26}
\end{equation*}
$$

for every $s \in \mathbb{R}$.
Proof. By compactness of $M$, we have the freedom to prove the lemma for a judicious choice of $d$. To profit most from the algebraic description of the flows $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ and $\left(r_{s}\right)_{s \in \mathbb{R}}$, we fix a left-invariant Riemannian metric $g_{\mathrm{SL}_{2}(\mathbb{R})}$ on the Lie group $\mathrm{SL}_{2}(\mathbb{R})$ and let $d$ be the Riemannian distance determined by the unique Riemannian metric $g$ on $M$ for which the projection map $\left(\mathrm{SL}_{2}(\mathbb{R}), g_{\mathrm{SL}_{2}(\mathbb{R})}\right) \rightarrow(M, g)$ is a Riemannian submersion (cf. [42, Cor. 2.29]) or, equivalently for a covering map, a local isometry. As $M$ is compact, we can choose a finite open cover $\left(\tilde{U}_{i}\right)_{i \in I}$ of $M$ and a collection $\mathcal{U}=\left(U_{i}\right)_{i \in I}$ of open
subsets of $\mathrm{SL}_{2}(\mathbb{R})$ such that, for any $i \in I$, the restriction of the projection to $U_{i}$ is an isometry from $U_{i}$ onto $\tilde{U}_{i}$.

The distance $d_{\mathrm{SL}_{2}(\mathbb{R})}$ induced by $g_{\mathrm{SL}_{2}(\mathbb{R})}$ is locally equivalent to the distance induced by the operator norm $\|\cdot\|_{\text {op }}$ on the vector space of $2 \times 2$ real matrices corresponding to the Euclidean norm on $\mathbb{R}^{2}$ (cf. [22, Lem. 9.12]): for every $g \in \mathrm{SL}_{2}(\mathbb{R})$, there exists an open neighborhood $W_{g}$ of $g$ and a constant $C_{d, g}$ such that

$$
C_{d, g}^{-1}\|x-y\|_{\mathrm{op}} \leq d_{\mathrm{SL}_{2}(\mathbb{R})}(x, y) \leq C_{d, g}\|x-y\|_{\mathrm{op}}
$$

for any $x, y \in W_{g}$. Upon restricting the $U_{i}$ 's (and the $\tilde{U}_{i}$ 's) if necessary, we may assume that each $\tilde{U}_{i}$ is contained in $W_{g_{i}}$ for some $g_{i} \in \mathrm{SL}_{2}(\mathbb{R})$; define $C_{d}$ to be the supremum of the $C_{d, g_{i}}, i \in I$. We also select a second finite open cover $\mathcal{V}=\left(V_{j}\right)_{j \in J}$ in such a way that the closure of each $V_{j}$ is compact and contained in some $U_{i(j)}$. Observe that, for every $j \in J$, the function $\tau_{j}: \overline{V_{j}} \rightarrow(0, \infty]$ defined as the first exit time

$$
\tau_{j}(p)=\inf \left\{t>0: \phi_{t}^{X}(p) \notin U_{i(j)}\right\}, \quad p \in V_{j}
$$

is continuous, and as such attains a strictly positive minimal value $t_{j}$. Set $t_{0}=\inf _{j \in J} t_{j}$ and let $\delta \mathcal{V}$ be a Lebesgue number for the covering $\mathcal{V}$ (cf. [49, Lem. 27.5]).

Consider now two points $p, q \in M$, and suppose first that $d(p, q) \geq \delta_{\mathcal{V}}$; then

$$
\begin{equation*}
d\left(\phi_{t}^{X}(p), \phi_{t}^{X}(q)\right) \leq \operatorname{diam}_{d}(M) \leq \delta_{\mathcal{V}}^{-1} \operatorname{diam}_{d}(M) d(p, q) \leq \delta_{\mathcal{V}}^{-1} \operatorname{diam}_{d}(M) e^{|t|} d(p, q) \tag{4.27}
\end{equation*}
$$

for every $t \in \mathbb{R}$, where $\operatorname{diam}_{d}(M)=\sup _{p^{\prime}, q^{\prime} \in M} d(p, q)$ is the diameter of $M$ with respect to the distance $d$.

Now assume that $d(p, q)<\delta_{\mathcal{V}}$ so that $p$ and $q$ both lie in some $V_{j}$. Choose representatives $x, y$ of $p, q$, respectively, inside $\tilde{U}_{i(j)}$; then, for every $0 \leq t<t_{0}$, we have

$$
\begin{align*}
d\left(\phi_{t}^{X}(p), \phi_{t}^{X}(q)\right) & \leq d_{\mathrm{SL}_{2}(\mathbb{R})}(x \exp t X, y \exp t X) \leq C_{d}\|x \exp t X-y \exp t X\|_{\mathrm{op}} \\
& \leq C_{d}\|x-y\|_{\mathrm{op}}\|\exp t X\|_{\mathrm{op}} \leq C_{d}^{2} d_{\mathrm{SL}_{2}(\mathbb{R})}(x, y) e^{|t| / 2}  \tag{4.28}\\
& \leq C_{d}^{2} e^{t} d_{\mathrm{SL}_{2}(\mathbb{R})}(x, y)=C_{d}^{2} e^{t} d(p, q)
\end{align*}
$$

where we used the fact that $p, q, \phi_{t}^{X}(p), \phi_{t}^{X}(q)$ all belong to $U_{i}^{(j)}$. If now $t_{0} \leq t<2 t_{0}$, then we distinguishes two cases.

- If $d\left(\phi_{t_{0}}^{X}(p), \phi_{t_{0}}^{X}(q)\right) \geq \delta_{\mathcal{V}}$, then (4.27) applies giving

$$
d\left(\phi_{t}^{X}(p), \phi_{t}^{X}(q)\right) \leq \delta_{\mathcal{V}}^{-1} \operatorname{diam}_{d}(M) e^{t-t_{0}} d\left(\phi_{t_{0}}^{X}(p), \phi_{t_{0}}^{X}(q)\right) \leq C_{d}^{2} \delta_{\mathcal{V}}^{-1} \operatorname{diam}_{d}(M) e^{t} d(p, q)
$$

This estimate is actually valid for any $t \geq t_{0}$.

- If $d\left(\phi_{t_{0}}^{X}(p), \phi_{t_{0}}^{X}(q)\right)<\delta_{\mathcal{V}}$, then the computations in (4.28) are valid for the given $t$ and yield

$$
d\left(\phi_{t}^{X}(p), \phi_{t}^{X}(q)\right) \leq C_{d}^{2} e^{t} d(p, q)
$$

Subdividing the half-line $\mathbb{R}_{\geq 0}$ into the intervals $\left[k t_{0},(k+1) t_{0}\right), k \in \mathbb{N}$, and arguing as above on each of them, we conclude that

$$
d\left(\phi_{t}^{X}(p), \phi_{t}^{X}(q)\right) \leq \sup \left\{C_{d}^{2}, C_{d}^{2} \delta_{\mathcal{V}}^{-1} \operatorname{diam}_{d}(M)\right\} e^{t} d(p, q)
$$

for any $t>0$.
The same analysis can be performed, with the appropriate modifications, for times $t<0$. This shows (4.25).

The inequality in (4.26) is taken care of in an entirely analogous fashion, observing that $\|\exp (s \Theta)\|_{\text {op }}=$ 1 for every $s \in \mathbb{R}$.

Let us now fix two points $p, q \in M$. As in the previous proof, we denote by $\operatorname{diam}_{d}(M)$ the diameter of $M$; with

$$
\operatorname{Lip}_{d}(U f)=\sup _{p^{\prime}, q^{\prime} \in M, p^{\prime} \neq q^{\prime}} \frac{\left|U f\left(p^{\prime}\right)-U f\left(q^{\prime}\right)\right|}{d(p, q)}
$$

we indicate the Lipschitz constant of the function $U f$ with respect to the distance $d$.

We may then estimate

$$
\begin{align*}
& \left|\int_{1}^{\infty} \frac{g(\xi)}{1-e^{-2 \xi}}\left(U f \circ \phi_{\xi}^{X} \circ r_{\theta}(p)-U f \circ \phi_{\xi}^{X}(p)\right) \mathrm{d} \xi-\int_{1}^{\infty} \frac{g(\xi)}{1-e^{-2 \xi}}\left(U f \circ \phi_{\xi}^{X} \circ r_{\theta}(q)-U f \circ \phi_{\xi}^{X}(q)\right) \mathrm{d} \xi\right| \\
& \leq \int_{1}^{\infty} \frac{|g(\xi)|}{1-e^{-2 \xi}}\left(\left|U f \circ \phi_{\xi}^{X} \circ r_{\theta}(p)-U f \circ \phi_{\xi}^{X} \circ r_{\theta}(q)\right|+\left|U f \circ \phi_{\xi}^{X}(p)-U f \circ \phi_{\xi}^{X}(q)\right|\right) \mathrm{d} \xi \\
& \leq\left(1-e^{-2}\right)^{-1} \operatorname{Lip}(U f) \int_{1}^{\infty}|g(\xi)|\left(\operatorname { m i n } \left\{\operatorname{diam}_{d}(M), C_{X, d} e^{\xi} d\left(r_{\theta}(p), r_{\theta}(q)\right\}+\right.\right. \\
& \left.\quad+\inf \left\{\operatorname{diam}_{d}(M), C_{X, d} e^{\xi} d(p, q)\right\}\right) \mathrm{d} \xi \\
& \leq 2\left(1-e^{-2}\right)^{-1} \operatorname{Lip}(U f) \int_{1}^{\infty}|g(\xi)| \inf \left\{\operatorname{diam}_{d}(M), C d(p, q) e^{\xi}\right\} \mathrm{d} \xi, \tag{4.29}
\end{align*}
$$

where $C=C_{X, d} \sup \left\{1, C_{\Theta, d}\right\}$.
The following elementary estimates allow to finalize the argument.
Lemma 4.6. Let $r, K \in \mathbb{R}_{>0}, a \in(0,1)$. Then

$$
\begin{equation*}
\int_{1}^{\infty} e^{-a \xi} \inf \left\{K, r e^{\xi}\right\} \mathrm{d} \xi \leq \frac{1}{a(1-a) K^{a-1}} r^{a} . \tag{4.30}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\int_{1}^{\infty} \xi e^{-\frac{\xi}{2}} \inf \left\{K, r e^{\xi}\right\} \mathrm{d} \xi=4 \sqrt{K} r^{\frac{1}{2}}\left(\log k+\log r^{-1}\right) . \tag{4.31}
\end{equation*}
$$

Proof. It suffices to split the integral as

$$
\begin{aligned}
\int_{1}^{\infty} e^{-a \xi} \inf \left\{K, r e^{\xi}\right\} \mathrm{d} \xi & =\int_{1}^{\log \frac{K}{r}} e^{-a \xi} \cdot r e^{\xi} \mathrm{d} \xi+\int_{\log \frac{K}{r}}^{\infty} e^{-a \xi} \cdot K \mathrm{~d} \xi \\
& =\frac{r}{1-a}\left(\left(\frac{r}{K}\right)^{a-1}-e^{1-a}\right)+\frac{K}{a}\left(\frac{r}{K}\right)^{a} \\
& \leq \frac{r^{a}}{(1-a) K^{a-1}}+\frac{r^{a}}{a K^{a-1}}=\frac{1}{a(1-a) K^{a-1}} r^{a},
\end{aligned}
$$

which delivers the inequality in (4.30). Analogous computations allow to establish (4.31).
Combining Lemmata 4.3, 4.4, 4.6 together with the estimate in (4.29) and the explicit expressions for the coefficients $D_{\theta, \mu, n}^{ \pm} f$ in (4.8), (4.9), (4.12), (4.14) we deduce that:

- when $\mu>1 / 4, D_{\theta . \mu, n}^{ \pm} f$ are Hölder continuous with Hölder exponent $1 / 2$;
- when $\mu=1 / 4, D_{\theta, 1 / 4, n}^{+} f$ and $D_{\theta, 1 / 4, n}^{-}$are Hölder continuous, the latter with Hölder exponent $1 / 2$, while the former with Hölder exponent $1 / 2-\varepsilon$ for every $\varepsilon>0$;
- when $0<\mu<1 / 4, D_{\theta, \mu, n}^{+} f$ is Hölder continuous with Hölder exponent $\frac{1-\nu}{2}$, while $D_{\theta, \mu, n}^{-} f$ is of class $\mathscr{C}^{1}$ on $M$.
The proof of Theorem 1.6 is achieved.


## 5. Asymptotics for arbitrary functions

The bulk of this section is devoted to the deduction of Theorem 1.8, which addresses the asymptotic equidistribution rate of sufficiently regular observables on $M$ not subject to any eigenvalue condition, from the special case of joint eigenfunctions of $\square$ and $\Theta$ phrased in Theorem 1.6. The argument is crucially based upon the orthogonal decompositions of Sobolev spaces into joint eigenspaces of $\square$ and $\Theta$, which is recalled in detail in Section 2.2. We then proceed by proving Theorem 1.21, concerning the asymptotic behaviour of arbitrary translates of compact orbits inside $M$; in light of the classical Cartan decomposition of the Lie group $\mathrm{SL}_{2}(\mathbb{R})$, the result follows from Theorem 1.8 in a fairly straightforward manner. Along the way, we shall also clarify the steps needed to derive, from those two main results, Corollaries 1.10 and 1.14.
5.1. Sum estimates on Sobolev norms of eigenfunctions. Before proceeding with the proof of Theorem 1.8, we collect in this subsection a few estimates relating sums of norms of Sobolev eigenfunctions with a higher-order Sobolev norm of the sum of such functions, which will prove to be instrumental in the sequel. The rationale for those is the fact that the Hilbert-sum decompositions in Section 2.2 only provide, by Bessel's inequality (cf. [61, 2, XXIII, 6; 14]), estimates on the sum of squares of the components' norms, while our approach necessitates bounds on the $\ell^{1}$-norm (see Section 5.2).

Notation is as in Section 2.2.
Lemma 5.1. Let $k$ be a natural number.
(1) The infinite series

$$
\begin{equation*}
\sum_{\mu \in \operatorname{Spec}(\square)} \sum_{n \in I(\mu)} \frac{1}{\left(1+\mu+\frac{n^{2}}{2}\right)^{k}} \tag{5.1}
\end{equation*}
$$

is summable if and only if $k \geq 2$.
(2) The infinite series

$$
\begin{equation*}
\sum_{\mu \in \operatorname{Spec}(\square)} \sum_{n \in I(\mu)} \frac{\left(n^{2}+1\right)^{2}}{\left(1+\mu+\frac{n^{2}}{2}\right)^{k}} \tag{5.2}
\end{equation*}
$$

is summable if and only if $k \geq 3$.
Observe that the series in (5.1) and (5.2) consist of nonnegative real numbers: see Lemma 2.3.
Proof. It is convenient to examine separately the convergence properties of

$$
\begin{equation*}
\sum_{\mu \in \operatorname{Spec}(\square) \cap \mathbb{R}_{\geq 0}} \sum_{n \in I(\mu)} \frac{1}{\left(1+\mu+\frac{n^{2}}{2}\right)^{k}} \text { and } \sum_{\mu \in \operatorname{Spec}(\square) \cap \mathbb{R}_{<0}} \sum_{n \in I(\mu)} \frac{1}{\left(1+\mu+\frac{n^{2}}{2}\right)^{k}} \tag{5.3}
\end{equation*}
$$

We know (cf. Section 2.2) that negative eigenvalues of the Casimir operator are of the form $\mu_{m}=$ $-m(m+2) / 4$ for $m$ ranging over the set of positive natural numbers; therefore

$$
\begin{equation*}
\sum_{\mu \in \operatorname{Spec}(\square) \cap \mathbb{R}_{<0}} \sum_{n \in I(\mu)} \frac{1}{\left(1+\mu+\frac{n^{2}}{2}\right)^{k}}=\sum_{m \in \mathbb{N}^{*}} \sum_{n \in I\left(\mu_{m}\right)} \frac{1}{\left(1-\frac{m(m+2)}{4}+\frac{n^{2}}{2}\right)^{k}} \tag{5.4}
\end{equation*}
$$

which has the same convergence properties of the series

$$
\sum_{(m, n) \in \mathbb{Z}^{2}} \frac{1}{\left(1+m^{2}+n^{2}\right)^{k}}
$$

By comparison with the integral

$$
\int_{\mathbb{R}^{2}} \frac{1}{\left(1+x^{2}+y^{2}\right)^{k}} \mathrm{~d} x \mathrm{~d} y
$$

which is convergent if and only if $k \geq 2$, as it is well-known, we infer that:
(1) the series in (5.1) cannot converge if $k=1$;
(2) the series in (5.4) converges for any $k \geq 2$.

As to the first summation in (5.3), we may now suppose $k \geq 2$ and appeal to the Weyl law for the positive eigenvalues of the Casimir operator (see Theorem 2.1), which we list in increasing order as $\mu_{0}^{(p)}=0<\mu_{1}^{(p)}<\cdots<\mu_{m}^{(p)}<\cdots$, without multiplicity. Recall that area $(S)$ is the volume of the surface $S=\Gamma \backslash \mathbb{H}$ with respect to the hyperbolic area measure. Choose a real number $c>\operatorname{area}(S) / 4 \pi$; then, there exists $R_{0} \in \mathbb{R}_{>0}$ such that $\mu_{m}^{(p)}>m / c$ for any integer $m>c R_{0}$. On the one hand, the quantity

$$
\sum_{0 \leq m \leq c R_{0}} \sum_{n \in I\left(\mu_{m}^{(p)}\right)} \frac{1}{\left(1+\mu_{m}^{(p)}+\frac{n^{2}}{2}\right)^{k}}
$$

is a finite sum of converging series. On the other hand,

$$
\begin{aligned}
\sum_{m>c R_{0}} \sum_{n \in I\left(\mu_{m}^{(p)}\right)} \frac{1}{\left(1+\mu_{m}^{(p)}+\frac{n^{2}}{2}\right)^{k}} & <\sum_{m>c R_{0}} \sum_{n \in I\left(\mu_{m}^{(p)}\right)} \frac{1}{\left(1+\frac{m}{c}+\frac{n^{2}}{2}\right)^{k}} \\
& \leq \sum_{m>c R_{0}} \frac{1}{\left(1+\frac{m}{c}\right)^{k}}+\sum_{m>c R_{0}} \sum_{n \in I\left(\mu_{m}^{(p)}\right) \backslash\{0\}} \frac{1}{\left(1+\frac{m}{c}+\frac{n^{2}}{2}\right)^{k}}
\end{aligned}
$$

The first summand in the last expression converges obviously whenever $k \geq 2$, and so does the second by comparison with the integral

$$
\begin{aligned}
\int_{c R_{0}}^{\infty} \int_{0}^{\infty} \frac{1}{\left(1+\frac{x}{c}+\frac{y^{2}}{2}\right)^{k}} \mathrm{~d} y \mathrm{~d} x & =\int_{c R_{0}}^{\infty} \frac{1}{\left(1+\frac{x}{c}\right)^{k}} \int_{0}^{\infty} \frac{\sqrt{2}\left(1+\frac{x}{c}\right)^{1 / 2}}{\left(1+u^{2}\right)^{k}} \mathrm{~d} u \mathrm{~d} x \\
& =\left(\int_{c R_{0}}^{\infty} \frac{\sqrt{2}}{\left(1+\frac{x}{c}\right)^{k-1 / 2}} \mathrm{~d} x\right)\left(\int_{0}^{\infty} \frac{1}{\left(1+u^{2}\right)^{k}} \mathrm{~d} u\right)<\infty
\end{aligned}
$$

As to the assertion for the series in (5.2), it follows readily by running the argument above with the appropriate modifications.

Leveraging the estimates in Lemma 5.1, we are now in a position to show:
Proposition 5.2. Let $k \geq 2$ be an integer. There exists a constant $C_{\text {Spec }, k}>0$ depending only on $k$ and on the spectrum of the Laplace-Beltrami operator on the hyperbolic surface $S$, such that the following holds. Let s be a positive real number, $f$ a function in $W^{s+k}(H)$; for any $\mu \in \operatorname{Spec}(\square)$ and $n \in I(\mu)$, let $f_{\mu, n}$ be the orthogonal projection of $f$, with respect to the inner product in $W^{s+k}(H)$, onto the closed subspace $W^{s+k}\left(H_{\mu, n}\right)$. Then

$$
\begin{equation*}
\sum_{\mu \in \operatorname{Spec}(\square)} \sum_{n \in I(\mu)}\left\|f_{\mu, n}\right\|_{W^{s}} \leq C_{\mathrm{Spec}, k}\|f\|_{W^{s+k}} \tag{5.5}
\end{equation*}
$$

Proof. Recall from Lemma 2.3 that, for any $\mu \in \operatorname{Spec}(\square)$ and $n \in I(\mu)$,

$$
\left\|f_{\mu, n}\right\|_{W^{s}}^{2}=\left(1+\mu+\frac{n^{2}}{2}\right)^{-k}\left\|f_{\mu, n}\right\|_{W^{s+k}}^{2}
$$

Using the Cauchy-Schwartz inequality, we get

$$
\begin{aligned}
\sum_{\mu \in \operatorname{Spec}(\square)} \sum_{n \in I(\mu)}\left\|f_{\mu, n}\right\|_{W^{s}} & =\sum_{\mu \in \operatorname{Spec}(\square)} \sum_{n \in I(\mu)}\left(1+\mu+\frac{n^{2}}{2}\right)^{-k / 2}\left\|f_{\mu, n}\right\|_{W^{s+k}} \\
& \leq\left(\sum_{\mu \in \operatorname{Spec}(\square)} \sum_{n \in I(\mu)} \frac{1}{\left(1+\mu+\frac{n^{2}}{2}\right)^{k}}\right)^{1 / 2}\left(\sum_{\mu \in \operatorname{Spec}(\square)} \sum_{n \in I(\mu)}\left\|f_{\mu, n}\right\|_{W^{s+k}}^{2}\right)^{1 / 2}
\end{aligned}
$$

The inequality in (5.5) is thus a consequence of Parseval's identity (cf. [61, 2, XXIII, 6; 17])

$$
\|f\|_{W^{s+k}}^{2}=\sum_{\mu \in \operatorname{Spec}(\square)} \sum_{n \in I(\mu)}\left\|f_{\mu, n}\right\|_{W^{s+k}}^{2}
$$

where we define the constant $C_{\text {Spec, } k}$ as

$$
C_{\mathrm{Spec}, k}=\left(\sum_{\mu \in \operatorname{Spec}(\square)} \sum_{n \in I(\mu)} \frac{1}{\left(1+\mu+\frac{n^{2}}{2}\right)^{k}}\right)^{1 / 2},
$$

which is finite by Lemma 5.1 and satisfies the dependence properties claimed in the statement (cf. Sections 2.2, 2.3).
5.2. Equidistribution of expanding translates. We are now ready to prove Theorem 1.8. Let $\theta$ be a real parameter in the interval $(0,4 \pi], s$ a real number satisfying $s>11 / 2, f$ a function in $W^{s}(M)$. Keeping with the notation introduced in the foregoing subsection, we denote by $f_{\mu, n} \in W^{s}\left(H_{\mu, n}\right)$ the orthogonal projection of $f$ onto $W^{s}\left(H_{\mu, n}\right)$, for any Casimir eigenvalue $\mu$ and any $n \in I(\mu)$. In what follows, the equivalence classes $f$ and $f_{\mu, n}$ are identified with their unique ${ }^{25}$ continuous representatives. The asymptotic expansion in (1.17) will result from the sum of the contributions of each component $f_{\mu, n}$, which are provided by Theorem 1.6 ; we now expose the details.

Choose a real parameter $s^{\prime}$ satisfying $3 / 2<s^{\prime} \leq s-2$; the Sobolev Embedding Theorem (Theorem 2.4) gives the bound $\left\|f_{\mu, n}\right\|_{\infty} \leq C_{0, s^{\prime}}\left\|f_{\mu, n}\right\|_{W^{s^{\prime}}}$ for any $\mu$ and $n$ as before, for some constant

[^17]$C_{0, s^{\prime}}>0$ depending only on $s^{\prime}$ and on the manifold $M$. For any point $q \in M$, we estimate
\[

$$
\begin{gather*}
\sum_{\mu \in \operatorname{Spec}(\square)} \sum_{n \in I(\mu)}\left|f_{\mu, n}(q)\right| \leq \sum_{n \in \operatorname{Spec}(\square)} \sum_{n \in I(\mu)}\left\|f_{\mu, n}\right\|_{\infty} \leq C_{0, s^{\prime}} \sum_{\mu \in \operatorname{Spec}(\square)} \sum_{n \in I(\mu)}\left\|f_{\mu, n}\right\|_{W^{s^{\prime}}}  \tag{5.6}\\
\leq C_{0, s^{\prime}} C_{\operatorname{Spec}, 2}\|f\|_{W^{s^{\prime}+2}},
\end{gather*}
$$
\]

the last inequality being given by Proposition 5.2. Select now a base point $p \in M$, which will remain fixed until the end of this subsection. By virtue of (5.6), the dominated convegence theorem for infinite series yields

$$
\begin{equation*}
\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s=\sum_{\mu \in \operatorname{Spec}(\square)} \sum_{n \in I(\mu)} \frac{1}{\theta} \int_{0}^{\theta} f_{\mu, n} \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s \tag{5.7}
\end{equation*}
$$

Observe that, since $s>11 / 2$, the components $f_{\mu, n}$ are of class $\mathscr{C}^{2}$ by the Sobolev Embedding Theorem (Theorem 2.4); to each summand on the right-hand side of (5.7), we may thus apply Theorem 1.6, which delivers on a formal level the equality ${ }^{26}$

$$
\begin{align*}
& \frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s=\int_{M} f \mathrm{~d} \mathrm{vol} \\
& \quad+\sum_{\mu \in \operatorname{Spec}(\square), \mu \geq 1 / 4} e^{-\frac{t}{2}}\left(\cos \left(\frac{\Im \nu}{2} t\right)\left(\sum_{n \in I(\mu)} D_{\theta, \mu, n}^{+} f_{\mu, n}(p)\right)+\sin \left(\frac{\Im \nu}{2} t\right)\left(\sum_{n \in I(\mu)} D_{\theta, \mu, n}^{-} f_{\mu, n}(p)\right)\right) \\
& \quad+\sum_{\mu \in \operatorname{Spec}(\square), 0<\mu<1 / 4} e^{-\frac{1+\nu}{2} t}\left(\sum_{n \in I(\mu)} D_{\theta, \mu, n}^{+} f_{\mu, n}(p)\right)+e^{-\frac{1-\nu}{2} t}\left(\sum_{n \in I(\mu)} D_{\theta, \mu, n}^{-} f_{\mu, n}(p)\right) \\
& \quad+\varepsilon_{0}\left(e^{-\frac{t}{2}}\left(\sum_{n \in I(1 / 4)} D_{\theta, 1 / 4, n}^{+} f_{1 / 4, n}(p)\right)+t e^{-\frac{t}{2}}\left(\sum_{n \in I(1 / 4)} D_{\theta, 1 / 4, n}^{-} f_{1 / 4, n}(p)\right)\right) \\
& \quad+\mathcal{R}_{\theta, \operatorname{pos}} f(p, t)+e^{-t} \mathcal{M}_{\theta, 0} f(p, t)+\sum_{n \in I(0)} \mathcal{R}_{\theta, 0, n} f_{0, n}(p, t)+\mathcal{R}_{\theta, \mathrm{d}} f(p, t) \tag{5.8}
\end{align*}
$$

for every $t \geq 1$, where $\varepsilon_{0}$ is defined in (1.15), $G_{\theta, n} f_{0, n}$ is as in (3.7) and the quantities

$$
\mathcal{R}_{\theta, \operatorname{pos}} f(p, t), \quad \mathcal{M}_{\theta, 0} f(p, t), \quad \mathcal{R}_{\theta, \mathrm{d}} f(p, t)
$$

are defined as follows:

$$
\begin{align*}
& \mathcal{R}_{\theta, \mathrm{pos}} f(p, t)=\sum_{\mu \in \operatorname{Spec}(\square), \mu>0} \sum_{n \in I(\mu)} \mathcal{R}_{\theta, \mu, n} f(p, t)  \tag{5.9}\\
& \mathcal{M}_{\theta, 0} f(p, t)=\sum_{n \in I(0)} \int_{1}^{t}-G_{\theta, n} f_{0, n}(p, \xi) \mathrm{d} \xi  \tag{5.10}\\
& \mathcal{R}_{\theta, \mathrm{d}} f(p, t)=\sum_{\mu \in \operatorname{Spec}(\square), \mu<0} \sum_{n \in I(\mu)} \frac{1}{\theta} \int_{0}^{\theta} f_{\mu, n} \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s \tag{5.11}
\end{align*}
$$

The equality in (1.17) would follow directly from (5.8) by defining

$$
\begin{equation*}
D_{\theta, \mu}^{ \pm} f(p)=\sum_{n \in I(\mu)} D_{\theta, \mu, n}^{ \pm} f_{\mu, n}(p), \quad p \in M, \mu \in \operatorname{Spec}(\square) \cap \mathbb{R}_{>0} \tag{5.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{R}_{\theta} f(p, t)=\mathcal{R}_{\theta, \operatorname{pos}} f(p, t)+e^{-t} \mathcal{M}_{\theta, 0} f(p, t)+\sum_{n \in I(0)} \mathcal{R}_{\theta, 0, n} f_{0, n}(p, t)+\mathcal{R}_{\theta, \mathrm{d}} f(p, t), p \in M, t \geq 1 \tag{5.13}
\end{equation*}
$$

It is left to show that all the infinite sums we are considering with a formal meaning are actually convergent.

[^18]Let us begin by examining the sums in (5.12). Fix $\mu \in \operatorname{Spec}(\square) \cap \mathbb{R}_{>0}$; for any $p \in M$ and $n \in I(\mu)$, we have from Theorem 1.6 that

$$
\left|D_{\theta, \mu, n}^{ \pm} f_{\mu, n}(p)\right| \leq\left\|D_{\theta, \mu, n}^{ \pm} f_{\mu, n}\right\|_{\infty} \leq \frac{\kappa(\mu)}{\theta}\left(n^{2}+1\right)\left\|f_{\mu, n}\right\|_{\mathscr{C}^{1}}
$$

Choose now a real parameter $s^{\prime \prime}$ so that $5 / 2<s^{\prime \prime} \leq s-3$; then Theorem 2.4 allows to deduce

$$
\begin{equation*}
\left\|D_{\theta, \mu, n}^{ \pm} f_{\mu, n}\right\|_{\infty} \leq C_{1, s^{\prime \prime}} \frac{\kappa(\mu)}{\theta}\left(n^{2}+1\right)\left\|f_{\mu, n}\right\|_{W^{s^{\prime \prime}}} . \tag{5.14}
\end{equation*}
$$

Now, in view of Lemma 2.3 and applying Cauchy-Schwartz's inequality and Parseval's identity (cf. [61, 2 , XXIII, $6 ; 17]$ ), we get

$$
\begin{align*}
\sum_{n \in I(\mu)}\left(n^{2}+1\right)\left\|f_{\mu, n}\right\|_{W^{s^{\prime \prime}}} & =\sum_{n \in I(\mu)} \frac{n^{2}+1}{\left(1+\mu+\frac{n^{2}}{2}\right)^{3 / 2}}\left\|f_{\mu, n}\right\|_{W^{s^{\prime \prime}}+3} \\
& \leq\left(\sum_{n \in I(\mu)} \frac{\left(n^{2}+1\right)^{2}}{\left(1+\mu+\frac{n^{2}}{2}\right)^{3}}\right)^{1 / 2}\left(\sum_{n \in I(\mu)}\left\|f_{\mu, n}\right\|_{W^{s^{\prime \prime}}+3}^{2}\right)^{1 / 2}  \tag{5.15}\\
& =\left(\sum_{n \in I(\mu)} \frac{\left(n^{2}+1\right)^{2}}{\left(1+\mu+\frac{n^{2}}{2}\right)^{3}}\right)^{1 / 2}\left\|f_{\mu}\right\|_{W^{s^{\prime \prime}}+3}
\end{align*}
$$

where $f_{\mu}$ is the orthogonal projection of $f$ onto the closed subspace $W^{s}\left(H_{\mu}\right)$, and the infinite sum in the last expression converges (see Lemma 5.1).

Defining

$$
\begin{equation*}
C_{\mu}=\left(\sum_{n \in I(\mu)} \frac{\left(n^{2}+1\right)^{2}}{\left(1+\mu+\frac{n^{2}}{2}\right)^{3}}\right)^{1 / 2} \tag{5.16}
\end{equation*}
$$

our argument thus leads, combining (5.14) and (5.15), to the estimate

$$
\begin{equation*}
\sum_{n \in I(\mu)}\left\|D_{\theta, \mu, n}^{ \pm} f_{\mu, n}\right\|_{\infty} \leq C_{1, s^{\prime \prime}} C_{\mu} \frac{\kappa(\mu)}{\theta}\left\|f_{\mu}\right\|_{W^{s^{\prime \prime}+3}} \tag{5.17}
\end{equation*}
$$

which implies that the sums $\sum_{n \in I(\mu)} D_{\theta, \mu, n}^{ \pm} f_{\mu, n}$ converge normally in the Banach space $\mathscr{C}(M)$, hence absolutely and uniformly for all $p \in M$. In particular, the functions $D_{\theta, \mu}^{ \pm} f$ are well-defined, continuous on $M$ and fulfill the upper bound

$$
\begin{equation*}
\left\|D_{\theta, \mu}^{ \pm} f\right\|_{\infty} \leq C_{1, s-3} C_{\mu} \frac{\kappa(\mu)}{\theta}\left\|f_{\mu}\right\|_{W^{s}} \tag{5.18}
\end{equation*}
$$

obtained by picking $s^{\prime \prime}=s-3$ in (5.17).
We now consider sums over all positive Casimir eigenvalues. We have

$$
\sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4}\left|D_{\theta, \mu}^{ \pm} f(p)\right| \leq \sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4}\left\|D_{\theta, \mu}^{ \pm} f\right\|_{\infty} \leq \frac{C_{1, s-3}}{\theta} \sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} C_{\mu} \kappa(\mu)\left\|f_{\mu}\right\|_{W^{s}} .
$$

Observe that $\kappa(\mu)$ is uniformly bounded by a constant $C_{\text {Spec,pos }}$ depending only on the infimum of the set $\operatorname{Spec}(\square) \cap(1 / 4, \infty)$ (see (4.11)); recalling the definition of $C_{\mu}$ in (5.16), we apply once again Cauchy-Schwartz's inequality and Parseval's identity to infer

$$
\begin{equation*}
\sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4}\left\|D_{\theta, \mu}^{ \pm} f\right\|_{\infty} \leq C_{\mathrm{Spec}, \operatorname{pos}} C_{1, s-3}\|f\|_{W^{s}}\left(\sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \sum_{n \in I(\mu)} \frac{\left(n^{2}+1\right)^{2}}{\left(1+\mu+\frac{n^{2}}{2}\right)^{3}}\right)^{1 / 2}, \tag{5.19}
\end{equation*}
$$

where the term between parentheses on the right-hand side is finite because of Lemma 5.1.
Since the spectrum of the Casimir operator is discrete, there are only finitely many distinct eigenvalues in the interval $(0,1 / 4)$, so that the series

$$
\sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4}\left\|D_{\theta, \mu}^{ \pm} f\right\|_{\infty}
$$

involves only finitely many additional terms with respect to (5.19); each of those terms can be bounded with the help of (5.18). The claim in (1.16) follows, by defining the constant $C_{\text {Spec }}^{\prime}$ appropriately in terms of $C_{\text {Spec, pos }}$ and of the $C_{\mu}$ for $0<\mu<1 / 4$.

In order to finalize the proof of Theorem 1.8, we address now the remainder terms defined in (5.9), (5.10), (5.11) and (5.13).

We start with the term in (5.9) stemming from positive Casimir eigenvalues. Define $\mu_{\text {princ }}$ to be the infimum of $\operatorname{Spec}(\square) \cap(1 / 4, \infty)$, and let $\nu_{\text {princ }}$ be the corresponding parameter fulfilling $1-\nu_{\text {princ }}^{2}=$ $4 \mu_{\text {princ }}$. Using the bounds for the remainder terms $\mathcal{R}_{\theta, \mu, n} f_{\mu, n}$ corresponding to the single components $f_{\mu, n}$, provided by Theorem 1.6, we estimate

$$
\begin{align*}
& \sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \sum_{n \in I(\mu)}\left|\mathcal{R}_{\theta, \mu, n} f_{\mu, n}(p, t)\right| \\
& \leq \sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \frac{8 \kappa_{0}}{\theta \Im \nu} e^{-t} \sum_{n \in I(\mu)}\left(n^{2}+1\right)\left\|f_{\mu, n}\right\|_{\mathscr{Q}^{1}} \\
& \leq \frac{8 \kappa_{0} C_{1, s-3}}{\theta} e^{-t} \sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \frac{1}{\Im \nu} \sum_{n \in I(\mu)}\left(n^{2}+1\right)\left\|f_{\mu, n}\right\|_{W^{s-3}} \\
& \leq \frac{8 \kappa_{0} C_{1, s-3}}{\theta \Im \nu_{\text {princ }}} e^{-t} \sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4}\left(\sum_{n \in I(\mu)} \frac{\left(n^{2}+1\right)^{2}}{\left(1+\mu+\frac{n^{2}}{2}\right)^{3}}\right)^{1 / 2}\left(\sum_{n \in I(\mu)}\left\|f_{\mu, n}\right\|_{W^{s}}^{2}\right)^{1 / 2} \\
& \leq \frac{8 \kappa_{0} C_{1, s-3}}{\theta \Im \nu_{\text {princ }}} e^{-t}\left(\sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \sum_{n \in I(\mu)} \frac{\left(n^{2}+1\right)^{2}}{\left(1+\mu+\frac{n^{2}}{2}\right)^{3}}\right)^{1 / 2}\left(\sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \sum_{n \in I(\mu)}\left\|f_{\mu, n}\right\|_{W^{s}}^{2}\right)^{1 / 2} \\
& \leq \frac{8 \kappa_{0} C_{1, s-3} C_{\text {Spec }, 3}}{\theta} \frac{1}{\Im \nu_{\text {princ }}}\|f\|_{W^{s}} e^{-t} \tag{5.20}
\end{align*}
$$

for any $t \geq 1$, applying the bound in (1.8), Theorem 2.4, the Cauchy-Schwartz's inequality (twice) and Bessel's inequality (cf. [61, 2, XXIII, 6; 14]) to $W^{s}(M)$. Similarly, the bounds in (1.9) and (1.11) yield, respectively,

$$
\sum_{n \in I(1 / 4)}\left|\mathcal{R}_{\theta, 1 / 4, n} f_{1 / 4, n}(p, t)\right| \leq \frac{4 \kappa_{0} C_{1, s-3} C_{\text {Spec }, 3}}{\theta}\|f\|_{W^{s}}(t+1) e^{-t}
$$

and

$$
\sum_{\mu \in \operatorname{Spec}(\square), 0<\mu<1 / 4} \sum_{n \in I(\mu)}\left|\mathcal{R}_{\theta, \mu, n} f_{\mu, n}(p, t)\right| \leq \frac{4 \kappa_{0} C_{1, s-3} C_{\text {Spec }, 3} C_{\text {comp }}}{\theta}\|f\|_{W^{s}} e^{-t}
$$

for any $t \geq 1$, where we set

$$
C_{\mathrm{comp}}=\sum_{\mu \in \operatorname{Spec}(\square), 0<\mu<1 / 4} \frac{1}{\nu(1-\nu)(1+\nu)}
$$

Defining thus

$$
\begin{equation*}
C_{\mathrm{pos}}=\frac{2}{\Im \nu_{\mathrm{princ}}}+C_{\mathrm{comp}}+1 \tag{5.21}
\end{equation*}
$$

and applying the triangular inequality for infinite sums, we get from (5.9) that

$$
\begin{equation*}
\left|\mathcal{R}_{\theta, \mathrm{pos}} f(p, t)\right| \leq \frac{4 \kappa_{0} C_{1, s-3} C_{\mathrm{Spec}, 3} C_{\mathrm{pos}}}{\theta}\|f\|_{W^{s}}(t+1) e^{-t}, \quad t \geq 1 \tag{5.22}
\end{equation*}
$$

An entirely analogous argument, using the bound in (1.13), shows that

$$
\begin{equation*}
\left|\sum_{n \in I(0)} \mathcal{R}_{\theta, 0, n} f_{0, n}(p, t)\right| \leq \frac{\left(8 e \pi+\kappa_{0}\right) C_{1, s-3} C_{\mathrm{Spec}, 3}}{\theta}\|f\|_{W^{s}} e^{-t}, \quad t \geq 1 \tag{5.23}
\end{equation*}
$$

Define now

$$
C_{\mathrm{disc}}=\left(\inf _{\mu \in \operatorname{Spec}(\square), \mu<0}|\mu|\right)^{-1}+\frac{2 e \pi}{\kappa_{0}} \sup _{\mu \in \operatorname{Spec}(\square), \mu<0} \frac{3+\nu}{\nu}
$$

Then, the bound in (1.14) leads to

$$
\begin{aligned}
& \quad \sum_{\mu \in \operatorname{Spec}(\square), \mu<0} \sum_{n \in I(\mu)} \frac{1}{\theta}\left|\int_{0}^{\theta} f_{\mu, n} \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s\right| \\
& \leq \sum_{\mu \in \operatorname{Spec}(\square), \mu<0} \frac{C_{1, s-3}}{\theta}\left(\frac{4 \kappa_{0}}{(\nu-1)(\nu+1)}+\frac{2 e \pi(3+\nu)}{\nu}\right) e^{-t} \sum_{n \in I(\mu)}\left(n^{2}+1\right)\left\|f_{\mu, n}\right\|_{W^{s-3}} \\
& \leq \frac{\kappa_{0} C_{1, s-3} C_{\text {Spec }, 3} C_{\mathrm{disc}}}{\theta}\|f\|_{W^{s}} e^{-t}
\end{aligned}
$$

for any $t \geq 1$, arguing as in (5.20). It follows at once from (5.11) that

$$
\begin{equation*}
\left|\mathcal{R}_{\theta, \mathrm{d}} f(p, t)\right| \leq \frac{\kappa_{0} C_{1, s-3} C_{\mathrm{Spec}, 3} C_{\mathrm{disc}}}{\theta}\|f\|_{W^{s}} e^{-t} \tag{5.24}
\end{equation*}
$$

for any $t \geq 1$. We finally come to the estimate of the term $\mathscr{M}_{\theta, 0} f(p, t)$, defined in (5.10). The inequality in (3.8) gives

$$
\begin{aligned}
\sum_{n \in I(0)}\left|\int_{1}^{t}-G_{\theta, n} f_{0, n}(p, \xi) \mathrm{d} \xi\right| & \leq \frac{\kappa_{0}}{\theta} \sum_{n \in I(0)}\left(n^{2}+1\right) \int_{1}^{t}\left\|f_{0, n}\right\|_{\mathscr{C} 1} \mathrm{~d} \xi=\frac{\kappa_{0}}{\theta}(t-1)\left(\sum_{n \in I(0)}\left(n^{2}+1\right)\left\|f_{0, n}\right\|_{\mathscr{C} 1}\right) \\
& \leq \frac{\kappa_{0} C_{1, s-3}}{\theta}(t-1)\left(\sum_{n \in I(0)}\left(n^{2}+1\right)\left\|f_{0, n}\right\|_{W^{s}}\right)
\end{aligned}
$$

so that

$$
\begin{equation*}
\left|\mathcal{M}_{\theta, 0} f(p, t)\right| \leq \frac{\kappa_{0} C_{1, s-3} C_{\mathrm{Spec}, 3}}{\theta}\|f\|_{W^{s}}(t-1) \tag{5.25}
\end{equation*}
$$

for any $t \geq 1$. Recalling (5.13) and combining the estimates in (5.22), (5.23), (5.24) and (5.25) we conclude that, for any $t \geq 1$,

$$
\begin{aligned}
\left|\mathcal{R}_{\theta} f(p, t)\right| & \leq\left|\mathcal{R}_{\theta, \operatorname{pos}} f(p, t)\right|+e^{-t}\left|\mathcal{M}_{\theta, 0} f(p, t)\right|+\sum_{n \in I(0)}\left|\mathcal{R}_{0, \theta, n} f_{0, n}(p, t)\right|+\left|\mathcal{R}_{\theta, \mathrm{d}} f(p, t)\right| \\
& \leq \frac{C_{1, s-3} C_{\mathrm{Spec}}}{\theta}\|f\|_{W^{s}}(t+1) e^{-t}
\end{aligned}
$$

where we set

$$
C_{\mathrm{Spec}}=C_{\mathrm{Spec}, 3}\left(8 e \pi+\kappa_{0}\left(2+C_{\mathrm{pos}}+C_{\mathrm{disc}}\right)\right)
$$

which ostensibly depends only on the spectrum of the Casimir operator.
The proof of Theorem 1.8 is complete.
Effective equidistribution and shrinking circle arcs. In this paragraph we briefly comment on the proof of Corollaries 1.10 and 1.14.

As to Corollary 1.10, it suffices to define the function $D_{\theta}^{\text {main }} f: M \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{C}$ as follows:

- $D_{\theta}^{\text {main }} f=D_{\theta, \mu_{*}}^{-} f$ if the spectral gap $\mu_{*} \leq 1 / 4$;
- $D_{\theta}^{\text {main }} f=D_{\theta, \mu_{*}}^{+} f+D_{\theta, \mu_{*}}^{-} f$ if $\mu_{*}>1 / 4$.

The effective equidistribution statement in (1.20) then follows directly from the asymptotics in (1.17).
Now suppose that we let the boundaries of the parametrization depend on the time $t$, so as to deal with a collection of time-varying subarcs

$$
\gamma_{t}=\left\{\phi_{t}^{X} \circ r_{s}(p): \theta_{1}(t) \leq s \leq \theta_{2}(t)\right\}
$$

as in the statement of Corollary 1.14. If, as in the assumptions to the latter, we suppose that $\theta_{2}(t)-\theta_{1}(t) \geq \eta(t) e^{-\frac{1-\Re \nu_{*}}{2} t}$ for every sufficiently large $t$, where $\nu_{*}$ corresponds to the spectral gap $\mu_{*}$ and $\eta: \mathbb{R}_{>0} \rightarrow \mathbb{R}_{>0}$ satisfies $\eta(t) \rightarrow \infty$ as $t \rightarrow \infty$, then we obtain

$$
\begin{align*}
\frac{1}{\theta_{2}(t)-\theta_{1}(t)} & \int_{\theta_{1}(t)}^{\theta_{2}(t)} f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s=\frac{1}{\theta_{2}(t)-\theta_{1}(t)} \int_{0}^{\theta_{2}(t)-\theta_{1}(t)} f \circ \phi_{t}^{X} \circ r_{s+\theta_{1}(t)}(p) \mathrm{d} s  \tag{5.26}\\
& =\int_{M} f \mathrm{~d} \operatorname{vol}+D_{\theta_{2}(t)-\theta_{1}(t)}^{\operatorname{main}} f\left(r_{\theta_{1}(t)}(p)\right) t^{\varepsilon_{0}} e^{-\frac{1-\Re \nu_{*}}{2} t}+o\left(e^{-\frac{1-\Re \nu_{*}}{2} t}\right)
\end{align*}
$$

The bound (1.19) results into

$$
\left|D_{\theta_{2}(t)-\theta_{1}(t)}^{\operatorname{main}} f\left(r_{\theta_{1}(t)}(p)\right)\right| \leq C_{1, s-3} C_{\text {Spec }}^{\prime}\|f\|_{W^{s}}\left(\frac{1}{\theta_{2}(t)-\theta_{1}(t)}\right) \leq C_{1, s-3} C_{\text {Spec }}^{\prime}\|f\|_{W^{s}} \eta(t)^{-1} e^{\frac{1-\Re \nu_{*}}{2} t}
$$

for any $t \geq t_{0}$. We deduce that the right-hand side of (5.26) is equal to $\int_{M} f \mathrm{~d}$ vol $+o(t)$ as $t$ tends to infinity. An elementary application of the Stone-Weierstrass' theorem (cf. [27, Thm. 4.51]) gives that smooth functions are dense in the space of continuous functions on the compact manifold $M$; it follows that the convergence

$$
\frac{1}{\theta_{2}(t)-\theta_{1}(t)} \int_{\theta_{1}(t)}^{\theta_{2}(t)} f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s \xrightarrow{t \rightarrow \infty} \int_{M} f \mathrm{~d} \mathrm{vol}
$$

can be upgraded to hold for every $f \in \mathscr{C}(M)$, whereby the desired equidistribution is shown.

Equidistribution of circle arcs on the surface. We conclude this subsection with a few comments concerning the statement of Theorem 1.12, which is nothing but a specialization of Theorem 1.8 to the case of observables defined on the underlying surface $S=\Gamma \backslash \mathbb{H}$, except for the lower regularity assumed on the test function $f$. First, we remark that $\mathrm{SO}_{2}(\mathbb{R})$-invariance of the functions $D_{4 \pi, \mu}^{ \pm} f$ and $\mathcal{R}_{4 \pi} f$ follows at once from their definition (see (5.12) and (5.13)) and the fact that $f$ is assumed to be $\mathrm{SO}_{2}(\mathbb{R})$-invariant. We are only left to show that we might take $s>9 / 2$, less restrictively in comparison to an arbitrary $f$ defined on $M$. The relevant observation here is that, for any $\mathrm{SO}_{2}(\mathbb{R})$ invariant function $f \in L^{2}(M)$, the components $f_{\mu}$ appearing in the decomposition ${ }^{27}$

$$
f=\sum_{\mu \in \operatorname{Spec}\left(\Delta_{S}\right)} f_{\mu}, \quad f_{\mu} \in H_{\mu}
$$

are invariant under $\mathrm{SO}_{2}(\mathbb{R})$, that is, they satisfy $\Theta f_{\mu}=0$. The estimate in (5.19) thus only requires $s>9 / 2=11 / 2-1$, as the sum

$$
\sum_{\mu \in \operatorname{Spec}\left(\Delta_{S}\right)} \frac{1}{(1+\mu)^{k}}
$$

converges already for $k=2$, and not only for $k=3$ as it is the case in (5.19).
5.3. Equidistribution of arbitrary translates. In light of Theorem 1.8, Theorem 1.21 is a rather straightforward consequence of the classical Cartan decomposition for the semisimple Lie group $\mathrm{SL}_{2}(\mathbb{R})$, for which the reader is referred to [37, Chap. VI]. We present the details of the argument in this subsection.

Let $A=\{\exp t X: t \in \mathbb{R}\}$ be the subgroup of $\mathrm{SL}_{2}(\mathbb{R})$ consisting of diagonal matrices with positive entries (recall that $X$ is defined as in (1.4)). The product map

$$
\mathrm{SO}_{2}(\mathbb{R}) \times A \times \mathrm{SO}_{2}(\mathbb{R}) \rightarrow \mathrm{SL}_{2}(\mathbb{R}),\left(k_{1}, a, k_{2}\right) \mapsto k_{1} a k_{2}
$$

is surjective. For any $g \in \mathrm{SL}_{2}(\mathbb{R})$, choose a decomposition $g=k_{1}(g) a(g) k_{2}(g)$, where $a(g)$ is the diagonal matrix having as entries the singular values of the matrix $g$, in decreasing order. In particular, if $t(g) \in \mathbb{R}_{\geq 0}$ is (uniquely) determined by the condition

$$
a(g)=\left(\begin{array}{cc}
e^{t(g) / 2} & 0  \tag{5.27}\\
0 & e^{-t(g) / 2}
\end{array}\right)
$$

then it clearly holds that

$$
\begin{equation*}
\|g\|_{\mathrm{op}}=e^{t(g) / 2}, \quad \text { or equivalently } \quad t(g)=2 \log \|g\|_{\mathrm{op}} \tag{5.28}
\end{equation*}
$$

Fix now a real number $s>11 / 2$ and a function $f$ in the Sobolev space $W^{s}(M)$. Recall that, for any $p \in M$, we indicate with $m_{\mathrm{SO}_{2}(\mathbb{R}) \cdot p}$ the unique $\mathrm{SO}_{2}(\mathbb{R})$-invariant measure supported on the compact orbit $\mathrm{SO}_{2}(\mathbb{R}) \cdot p$; furthermore, $g_{*} \mathrm{SO}_{2}(\mathbb{R})$ denotes the push-forward of the latter measure under the

[^19]right translation map $R_{g}\left(\Gamma g^{\prime}\right)=\Gamma g^{\prime} g$ on $M$. For any $p \in M$ and $g \in \mathrm{SL}_{2}(\mathbb{R})$, we resort to the Cartan decomposition of $g$ and write
\[

$$
\begin{align*}
\int_{M} f \mathrm{~d} g_{*} m_{\mathrm{SO}_{2}(\mathbb{R}) \cdot p} & =\int_{M} f \circ R_{g} \mathrm{~d} m_{\mathrm{SO}_{2}(\mathbb{R}) \cdot p}=\int_{M} f \circ R_{k_{2}(g)} \circ R_{a(g)} \circ R_{k_{1}(g)} \mathrm{d} m_{\mathrm{SO}_{2}(\mathbb{R}) \cdot p} \\
& =\int_{M} f \circ R_{k_{2}(g)} \circ R_{a(g)} \mathrm{d} m_{\mathrm{SO}_{2}(\mathbb{R}) \cdot p}=\frac{1}{4 \pi} \int_{0}^{4 \pi}\left(f \circ R_{k_{2}(g)}\right) \circ \phi_{t(g)}^{X} \circ r_{s}(p) \mathrm{d} s \tag{5.29}
\end{align*}
$$
\]

using the $R_{k_{1}(g)}$-invariance of $m_{\mathrm{SO}_{2}(\mathbb{R}) \cdot p}$ and the fact that $R_{a(g)}=\phi_{t(g)}^{X}$ in view of (5.27).
We may now make use of the asymptotic expansion provided by Theorem 1.8 for the function $f \circ R_{k_{2}(g)}$, which lies in the same Sobolev space $W^{s}(M)$ of $f$ since $R_{k_{2}(g)}$ is a smooth diffeomorphism of $M$. We thereby obtain, for a fixed base point $p \in M$,

$$
\begin{align*}
& \frac{1}{4 \pi} \int_{0}^{4 \pi}\left(f \circ R_{k_{2}(g)}\right) \circ \phi_{t(g)}^{X} \circ r_{s}(p) \mathrm{d} s=\int_{M} f \circ R_{k_{2}(g)} \mathrm{d} \operatorname{vol} \\
& +e^{-\frac{t(g)}{2}}\left(\sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \cos \left(\frac{\Im \nu}{2} t(g)\right) D_{4 \pi, \mu}^{+}\left(f \circ R_{k_{2}(g)}\right)(p)+\sin \left(\frac{\Im \nu}{2} t(g)\right) D_{4 \pi, \mu}^{-}\left(f \circ R_{k_{2}(g)}\right)(p)\right) \\
& +\sum_{\mu \in \operatorname{Spec}(\square), 0<\mu<1 / 4} e^{-\frac{1+\nu}{2} t(g)} D_{4 \pi, \mu}^{+}\left(f \circ R_{k_{2}(g)}\right)(p)+e^{-\frac{1-\nu}{2} t(g)} D_{4 \pi, \mu}^{-}\left(f \circ R_{k_{2}(g)}\right)(p) \\
& +\varepsilon_{0}\left(e^{-\frac{t(g)}{2}} D_{4 \pi, 1 / 4}^{+}\left(f \circ R_{k_{2}(g)}\right)(p)+t(g) e^{-\frac{t(g)}{2}} D_{4 \pi .1 / 4}^{-}\left(f \circ R_{k_{2}}(g)\right)(p)\right)+\mathcal{R}_{4 \pi}\left(f \circ R_{k_{2}(g)}\right)(p, t(g)) \tag{5.30}
\end{align*}
$$

for any $g \in \mathrm{SL}_{2}(\mathbb{R})$ with $\|g\|_{\mathrm{op}} \geq \sqrt{e}$. Define now, for any Casimir eigenvalue $\mu \in \mathbb{R}_{>0}$, the functions $D_{\mu}^{ \pm}: M \times \mathrm{SL}_{2}(\mathbb{R}) \rightarrow \mathbb{C}$ by

$$
\begin{equation*}
D_{\mu}^{ \pm} f(p, g)=D_{4 \pi, \mu}^{ \pm}\left(f \circ R_{k_{2}(g)}\right)(p), \quad p \in M, g \in \mathrm{SL}_{2}(\mathbb{R}) \tag{5.31}
\end{equation*}
$$

and set also

$$
\mathcal{R} f(p, g)=\mathcal{R}_{4 \pi}\left(f \circ R_{k_{2}}(g)\right)(p, t(g)), \quad p \in M, g \in \mathrm{SL}_{2}(\mathbb{R})
$$

Then, combining (5.29) and (5.30) and recalling (5.28) together with the fact that $\int_{M} f \circ R_{k_{2}} \mathrm{~d}$ vol $=\int_{M} f \mathrm{~d}$ vol, we deduce

$$
\begin{aligned}
& \int_{M} f \mathrm{~d}_{*} m_{\mathrm{SO}_{2}(\mathbb{R}) \cdot p}=\int_{M} f \mathrm{~d} \operatorname{vol} \\
& \quad+\sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4}\|g\|_{\text {op }}^{-1}\left(\cos \left(\Im \nu \log \|g\|_{\mathrm{op}}\right) D_{\mu}^{+} f(p, g)+\sin \left(\Im \nu \log \|g\|_{\text {op }}\right) D_{\mu}^{-} f(p, g)\right) \\
& \quad+\sum_{\mu \in \operatorname{Spec}(\square), 0<\mu<1 / 4}\|g\|_{\mathrm{op}}^{-(1+\nu)} D_{\mu}^{+} f(p, g)+\|g\|_{\text {op }}^{-(1-\nu)} D_{\mu}^{-} f(p, g) \\
& \quad+\varepsilon_{0}\left(\|g\|_{\mathrm{op}}^{-1} D_{1 / 4}^{+} f(p, g)+2\|g\|_{\mathrm{op}}^{-1} \log \|g\|_{\mathrm{op}} D_{1 / 4}^{-} f(p, g)\right)+\mathcal{R} f(p, g)
\end{aligned}
$$

for any $g \in \mathrm{SL}_{2}(\mathbb{R})$ with $\|g\|_{\mathrm{op}} \geq \sqrt{e}$, which is precisely the asymptotic expansion appearing in the statement of Theorem 1.21.

As stated in Theorem 1.8, the functions $D_{4 \pi, \mu}^{ \pm}\left(f \circ R_{k_{2}(g)}\right)$ are continuous on $M$ for any fixed $\mu \in$ $\operatorname{Spec}(\square) \cap \mathbb{R}_{>0}$ and $g \in \mathrm{SL}_{2}(\mathbb{R})$; equivalently, by (5.31), $D_{\mu}^{ \pm} f(\cdot, g)$ is continuous on $M$ for any fixed $g \in \mathrm{SL}_{2}(\mathbb{R})$.

Also, for any $p \in M, g \in \mathrm{SL}_{2}(\mathbb{R})$ and $\mu \in \operatorname{Spec}(\square) \cap \mathbb{R}_{>0}$, we have

$$
\left|D_{\mu}^{ \pm} f(p, g)\right|=\left|D_{4 \pi, \mu}^{ \pm}\left(f \circ R_{k_{2}(g)}\right)(p)\right| \leq\left\|D_{4 \pi, \mu}^{ \pm}\left(f \circ R_{k_{2}(g)}\right)\right\|_{\infty} \leq \frac{C_{1, s-3} C_{\mu} \kappa(\mu)}{4 \pi}\left\|f \circ R_{k_{2}(g)}\right\|_{W^{s}}
$$

where the last inequality is given by (1.16). It remains to observe that compactness of $\mathrm{SO}_{2}(\mathbb{R})$ implies that there exists a constant $C_{s, \text { rot }}>0$ such that $\left\|f \circ R_{k}\right\|_{W^{s}} \leq C_{s, \text { rot }}\|f\|_{W^{s}}$ for any $k \in \mathrm{SO}_{2}(\mathbb{R})$. The proof of this assertion runs along the same lines of the proof of Lemma 4.2, with the appropriate modifications. Therefore, we get

$$
\sum_{\mu \in \operatorname{Spec}(\square) \cap \mathbb{R}_{>0}} \sup _{p \in M, g \in \mathrm{SL}_{2}(\mathbb{R})}\left|D_{\mu}^{ \pm} f(p, g)\right| \leq \frac{C_{1, s-3} C_{s, \mathrm{rot}} C_{\mathrm{Spec}}^{\prime}}{4 \pi}\|f\|_{W^{s}}
$$

where $C_{\text {Spec }}^{\prime}$ is as in Theorem 1.8.
To conclude the proof of Theorem 1.21 , it is left to take care of the remainder term $\mathcal{R} f$. We easily estimate, from (1.18),

$$
\begin{aligned}
|\mathcal{R} f(p, g)| & =\left|\mathcal{R}_{4 \pi}\left(f \circ R_{k_{2}}(g)\right)(p, t(g))\right| \leq \frac{C_{\mathrm{Spec}} C_{1, s-3}}{4 \pi}\left\|f \circ R_{k_{2}(g)}\right\|_{W^{s}}(t(g)+1) e^{-t(g)} \\
& \leq \frac{C_{\mathrm{Spec}} C_{1, s-3} C_{s, \mathrm{rot}}}{4 \pi}\|f\|_{W^{s}}\left(2 \log \|g\|_{\mathrm{op}}+1\right)\|g\|_{\mathrm{op}}^{-2}
\end{aligned}
$$

for any $p \in M$ and $g \in \mathrm{SL}_{2}(\mathbb{R})$ with $\|g\|_{\mathrm{op}} \geq \sqrt{e}$.
This achieves the proof of Theorem 1.21.

## 6. Distributional limit theorems for deviations from the average

The purpose of this section is threefold, articulated in three subsections. First, we establish the quantitative distributional convergence claimed in Proposition 1.16, from which the qualitative statements in Theorem 1.15 follow directly; secondly, we prove absence of a central limit theorem as phrased in Theorem 1.18, and finally we explore further ways of examining the statistical behaviour of averages along circle arcs.
6.1. Quantitative distributional convergence. Let us fix the length parameter $\theta \in(0,4 \pi]$, and consider a real-valued function $f$ lying in the Sobolev space $W^{s}(M)$ for some real $s>11 / 2$. We are interested in the statistical behaviour of the deviations from the mean

$$
d_{f}(T, p)=\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{T}^{X} \circ r_{s}(p) \mathrm{d} s-\int_{M} f \mathrm{~d} \operatorname{vol}
$$

appropriately renormalized, as the time parameter $T$ tends to infinity and when the base point $p$ is sampled according to the uniform probability measure vol on $M$. Define

$$
\mu_{f}=\inf \left\{\mu \in \operatorname{Spec}(\square) \cap \mathbb{R}_{>0}: D_{\theta, \mu}^{-} f \text { does not vanish identically on } M\right\}
$$

As in the hypotheses of Proposition 1.16, we assume that $\mu_{f}$ is finite, that is, the set of Casimir eigenvalues over which the previous infimum is taken is non-empty. Let $\nu_{f}$ be the corresponding parameter, namely $\nu_{f} \in \mathbb{R}_{\geq 0} \cup i \mathbb{R}_{>0}$ satisfies $1-\nu_{f}^{2}=4 \mu_{f}$.

In order to quantify the rate of distributional convergence of the random variables under consideration, we make use of the Lévy-Prokhorov metric $d_{L P}$ on the set $\mathscr{P}(\mathbb{R})$ of Borel probability measures on $\mathbb{R}$. We recall that this is defined as

$$
d_{L P}(\lambda, \rho)=\inf \left\{\varepsilon>0: \lambda(Y) \leq \rho\left(Y_{\varepsilon}\right)+\varepsilon \text { and } \rho(Y) \leq \lambda\left(Y_{\varepsilon}\right)+\varepsilon \text { for every Borel set } Y \subset \mathbb{R}\right\}
$$

for any $\lambda, \rho \in \mathscr{P}(\mathbb{R})$, where $Y_{\varepsilon}$ denotes the open $\varepsilon$-neighborhood of $Y$ with respect to the Euclidean metric on $\mathbb{R}$. The distance $d_{L P}$ induces the topology of weak convergence of probability measures on $\mathscr{P}(\mathbb{R})$, namely the coarsest topology for which the maps

$$
\mathscr{P}(\mathbb{R}) \ni \lambda \mapsto \int_{\mathbb{R}} \varphi \mathrm{d} \lambda \in \mathbb{R}, \quad \varphi: \mathbb{R} \rightarrow \mathbb{R} \text { continuous and bounded }
$$

are continuous.
In the forthcoming estimates we shall make use of the following trivial upper bound for the LévyProkhorov distance between the laws of two random variables defined on the same probability space and taking on nearby values almost surely.

Lemma 6.1. Let $(\Omega, \mathscr{F}, \mathbf{P})$ be a probability space, $\varepsilon>0$. Suppose $X, X^{\prime}: \Omega \rightarrow \mathbb{R}$ are random variables satisfying $\left|X(\omega)-X^{\prime}(\omega)\right|<\varepsilon$ for $\mathbf{P}$-almost every $\omega \in \Omega$. If $\lambda_{X}$ and $\lambda_{Y}$ denote the laws of $X$ and $X^{\prime}$, respectively, then $d_{L P}\left(\lambda_{X}, \lambda_{X^{\prime}}\right) \leq \varepsilon$.

Proof. Let $A \subset \mathbb{R}$ be a Borel subset. The event $\{X \in A\}$ is contained in the event $\left\{X^{\prime} \in A_{\varepsilon}\right\}$, up to a $\mathbf{P}$-negligible subset, by the assumption on the distance between $X$ and $X^{\prime}$. Therefore,

$$
\lambda_{X}(A)=\mathbf{P}(X \in A) \leq \mathbf{P}\left(X^{\prime} \in A_{\varepsilon}\right)=\lambda_{X^{\prime}}\left(A_{\varepsilon}\right)<\lambda_{X^{\prime}}\left(A_{\varepsilon}\right)+\varepsilon
$$

a similar inequality holds reversing the role of $X$ and $X^{\prime}$, whence $d_{L P}\left(\lambda_{X}, \lambda_{X^{\prime}}\right) \leq \varepsilon$.

We now proceed with the proof of Proposition 1.16 by distinguishing the three different cases $0<\mu_{f}<1 / 4, \mu_{f}=1 / 4$ and $\mu_{f}>1 / 4$.

Suppose first $0<\mu_{f}<1 / 4$. We would then like to show that the random variables

$$
e^{\frac{1-\nu_{f}}{2} T} d_{f}(T, p), \quad p \sim \operatorname{vol}
$$

converge in distribution, as $T$ tends to infinity, to the random variable $D_{\theta, \mu_{f}}^{-} f(p), p \sim$ vol. Observe that, by virtue the asymptotic expansion in (1.17) and the assumption on $\mu_{f}$, we have

$$
\begin{aligned}
e^{\frac{1-\nu_{f}}{2} T} d_{f}(T, p)-D_{\theta, \mu_{f}}^{-} f(p) & =\sum_{\mu \in \operatorname{Spec}(\square), \mu_{f}<\mu<1 / 4} e^{-\frac{\nu_{f}-\nu}{2} T} D_{\theta, \mu}^{-} f(p) \\
& +e^{-\frac{\nu_{f}}{2} T}\left(\sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \cos \left(\frac{\Im \nu}{2} T\right) D_{\theta, \mu}^{+} f(p)+\sin \left(\frac{\Im \nu}{2} T\right) D_{\theta, \mu}^{-} f(p)\right) \\
& +\sum_{\mu \in \operatorname{Spec}(\square), 0<\mu<1 / 4} e^{-\frac{\nu_{f}+\nu}{2} T} D_{\theta, \mu}^{+} f(p) \\
& +\varepsilon_{0}\left(e^{-\frac{\nu_{f}}{2} T} D_{\theta, 1 / 4}^{+} f(p)+T e^{-\frac{\nu_{f}}{2} T} D_{\theta .1 / 4}^{-} f(p)\right)+e^{\frac{1-\nu_{f}}{2} T} \mathcal{R}_{\theta} f(p, T),
\end{aligned}
$$

so that, because of the uniform bound in (1.16), we may estimate

$$
\left|e^{\frac{1-\nu_{f}}{2} T} d_{f}(T, p)-D_{\theta, \mu_{f}}^{-} f(p)\right| \leq \frac{C_{1, s-3} C_{\text {Spec }}^{\prime}}{\theta}\|f\|_{W^{s}} T e^{-\frac{\nu_{f}-\Re \nu_{f}^{\text {next }}}{2}} T
$$

for any $p \in M$ and $T \geq 1$, where $\nu_{f}^{\text {next }}$ is the parameter corresponding to the smallest eigenvalue $\mu_{f}^{\text {next }}$ of the Casimir operator exceeding ${ }^{28} \mu_{f}$.

By Lemma 6.1, and recalling the definitions of $\mathbf{P}_{\theta, f}^{\text {circ }}(T)$ and $\mathbf{P}_{\theta, f}$ introduced in Section 1.4, we get

$$
d_{L P}\left(\mathbf{P}_{\theta, f}^{\mathrm{circ}}(T), \mathbf{P}_{\theta, f}\right) \leq \frac{C_{1, s-3} C_{\mathrm{Spec}}^{\prime}}{\theta}\|f\|_{W^{s}} T e^{-\eta_{f} T}
$$

for $\eta_{f}=\frac{\nu_{f}-\Re \nu_{f}^{\text {next }}}{2}$.
Similarly, if $\mu_{f}=1 / 4$, we readily obtain from (1.17) that

$$
\begin{aligned}
& T^{-1} e^{\frac{T}{2}} d_{f}(T, p)-D_{\theta, 1 / 4}^{-} f(p)=T^{-1}\left(D_{\theta, 1 / 4}^{+} f(p)+\sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4}\left(\cos \left(\frac{\Im \nu}{2} T\right) D_{\theta, \mu}^{+} f(p)\right.\right. \\
& \left.\left.\quad+\sin \left(\frac{\Im \nu}{2} T\right) D_{\theta, \mu}^{-} f(p)\right)+\sum_{\mu \in \operatorname{Spec}(\square), 0<\mu<1 / 4} e^{-\frac{\nu}{2} T} D_{\theta, \mu}^{+} f(p)+e^{\frac{T}{2}} \mathcal{R}_{\theta} f(p, t)\right)
\end{aligned}
$$

for any $p \in M$ and $T \geq 1$; recalling the definition of the constant $C_{\text {pos }}$ in (5.21), we deduce the bound

$$
\left|T^{-1} e^{\frac{T}{2}} d_{f}(T, p)-D_{\theta, 1 / 4}^{-} f(p)\right| \leq \frac{C_{1, s-3} C_{\mathrm{pos}}}{\theta}\|f\|_{W^{s}} T^{-1}
$$

so that, again by Lemma 6.1,

$$
d_{L P}\left(\mathbf{P}_{\theta, f}^{\mathrm{circ}}(T), \mathbf{P}_{\theta, f}\right) \leq \frac{C_{1, s-3} C_{\mathrm{pos}}}{\theta}\|f\|_{W^{s}} T^{-1}
$$

for any $T \geq 1$, as desired.
Finally, for $\mu_{f}>1 / 4$, we have from (1.17) that

$$
\begin{align*}
& e^{\frac{T}{2}} d_{f}(T, p)-\varepsilon_{0} D_{\theta, 1 / 4}^{+} f(p)-\sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \cos \left(\frac{\Im \nu}{2} T\right) D_{\theta, \mu}^{+} f(p)+\sin \left(\frac{\Im \nu}{2} T\right) D_{\theta, \mu}^{-} f(p)  \tag{6.1}\\
& =\sum_{\mu \in \operatorname{Spec}(\square), 0<\mu<1 / 4} e^{-\frac{\nu}{2} T} D_{\theta, \mu}^{+} f(p)+e^{\frac{T}{2}} \mathcal{R}_{\theta} f(p, T)
\end{align*}
$$

for any $p \in M$ and $T \geq 1$, from which we deduce what follows. Let $\mu_{*}=\inf \left(\operatorname{Spec}(\square) \cap \mathbb{R}_{>0}\right)$ be the spectral gap of $S=\Gamma \backslash \mathbb{H}$ and $\nu_{*}$ the corresponding parameter:

[^20]- if $\mu_{*}<1 / 4$, then (6.1) and (1.16) give

$$
\begin{aligned}
& \left|e^{\frac{T}{2}} d_{f}(T, p)-\varepsilon_{0} D_{\theta, 1 / 4}^{+} f(p)-\sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \cos \left(\frac{\Im \nu}{2} T\right) D_{\theta, \mu}^{+} f(p)+\sin \left(\frac{\Im \nu}{2} T\right) D_{\theta, \mu}^{-} f(p)\right| \\
& \leq \frac{C_{1, s-3} C_{\mathrm{Spec}}^{\prime}}{\theta}\|f\|_{W^{s}} e^{-\frac{\nu_{*}}{2} T} \\
& \text { whence }
\end{aligned}
$$

$$
d_{L P}\left(\mathbf{P}_{\theta, f}^{\mathrm{circ}}(T), \mathbf{P}_{\theta, f}(T)\right) \leq \frac{C_{1, s-3} C_{\text {Spec }}^{\prime}}{\theta}\|f\|_{W^{s}} e^{-\frac{\nu_{夫}}{2} T}
$$

for any $T \geq 1$.

- if $\mu_{*} \geq 1 / 4$, then (6.1) and (1.18) give

$$
\begin{aligned}
& \left|e^{\frac{T}{2}} d_{f}(T, p)-\varepsilon_{0} D_{\theta, 1 / 4}^{+} f(p)-\sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \cos \left(\frac{\Im \nu}{2} T\right) D_{\theta, \mu}^{+} f(p)+\sin \left(\frac{\Im \nu}{2} T\right) D_{\theta, \mu}^{-} f(p)\right| \\
& \leq \frac{C_{1, s-3} C_{\mathrm{Spec}}}{\theta}\|f\|_{W^{s}}(T+1) e^{-\frac{T}{2}}
\end{aligned}
$$

we deduce that

$$
d_{L P}\left(\mathbf{P}_{\theta, f}^{\mathrm{circ}}(T), \mathbf{P}_{\theta, f}(T)\right) \leq \frac{C_{1, s-3} C_{\text {Spec }}}{\theta}\|f\|_{W^{s}}(T+1) e^{-\frac{T}{2}}
$$

for any $T \geq 1$.
This completes the proof of Proposition 1.16.
6.2. Failure of a distributional limit theorem. We now turn to the proof of Theorem 1.18. Once again, we consider a fixed length parameter $\theta \in(0,4 \pi]$ and a function $f \in W^{s}(M)$ for some real $s>11 / 2$. This time, we suppose that the coefficients $D_{\theta, \mu}^{ \pm} f$ vanish identically on $M$ for any Casimir eigenvalue $\mu>0$. As a result, the asymptotic expansion provided in (5.8) reduces to

$$
\begin{align*}
\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{T}^{X} \circ r_{s}(p) \mathrm{d} s= & \int_{M} f \mathrm{~d} \operatorname{vol}+e^{-T} \int_{1}^{T} \sum_{n \in I(0)}-G_{\theta, n} f_{0, n}(p, \xi) \mathrm{d} \xi  \tag{6.2}\\
& +\sum_{n \in I(0)} \mathcal{R}_{\theta, 0, n} f_{0, n}(p, T)+\mathcal{R}_{\theta, \mathrm{d}} f(p, T)
\end{align*}
$$

for any $p \in M$ and $T \geq 1$, where $\mathcal{R}_{\theta, \mathrm{d}}$ is defined in (5.11).
The estimates carried out in Section 5.2 lead to the bound

$$
\begin{equation*}
\left|\sum_{n \in I(0)} \mathcal{R}_{\theta, 0, n} f_{0, n}(p, T)+\mathcal{R}_{\theta, \mathrm{d}} f(p, T)\right| \leq \frac{\left(8 e \pi+\kappa_{0}\right) C_{1, s-3} C_{\mathrm{Spec}, 3} \sup \left\{1, C_{\mathrm{disc}}\right\}}{\theta}\|f\|_{W^{s}} e^{-T} \tag{6.3}
\end{equation*}
$$

On the other hand, by means of (3.7) we expand

$$
\begin{aligned}
\sum_{n \in I(0)}-G_{\theta, n} f_{0, n}(p, \xi)= & \frac{2}{\theta\left(1-e^{-2 \xi}\right)} \sum_{n \in I(0)}\left(U f_{0, n} \circ \phi_{\xi}^{X}(p)-U f_{0, n} \circ \phi_{\xi}^{X} \circ r_{\theta}(p)\right) \\
& +\frac{e^{-2 \xi}}{\theta\left(1-e^{-2 \xi}\right)^{2}} \sum_{n \in I(0)} 2 i n\left(f_{0, n} \circ \phi_{\xi}^{X}(p)-f_{0, n} \circ \phi_{\xi}^{X} \circ r_{\theta}(p)\right) \\
& -\frac{e^{-\xi}}{\theta\left(1-e^{-2 \xi}\right)^{2}} \sum_{n \in I(0)} \int_{0}^{\theta} f_{0, n} \circ \phi_{\xi}^{X} \circ r_{s}(p) \mathrm{d} s \\
& +\frac{2 e^{-\xi}}{\theta\left(1-e^{-2 \xi}\right)} \sum_{n \in I(0)} \int_{0}^{\theta} X f_{0, n} \circ \phi_{\xi}^{X} \circ r_{s}(p) \mathrm{d} s
\end{aligned}
$$

from which

$$
\sum_{n \in I(0)}-G_{\theta, n} f_{0, n}(p, \xi)=\frac{2}{\theta\left(1-e^{-2 \xi}\right)}\left(U f_{0} \circ \phi_{\xi}^{X}(p)-U f_{0} \circ \phi_{\xi}^{X} \circ r_{\theta}(p)\right)+\mathcal{R}_{G} f(p, \xi)
$$

where

$$
\begin{align*}
\left|\mathcal{R}_{G} f(p, \xi)\right| & \leq \frac{1}{\left(1-e^{-2}\right)^{2}}\left(\|f\|_{W^{s}} e^{-2 \xi}+\|f\|_{\infty} e^{-\xi}+2\|f\|_{\mathscr{C}^{1}} e^{-\xi}\left(1-e^{-2 \xi}\right)\right)  \tag{6.4}\\
& \leq \frac{1+C_{0, s}+2 C_{1, s}}{\left(1-e^{-2}\right)^{2}}\|f\|_{W^{s}} e^{-\xi}
\end{align*}
$$

using the bound $1-e^{-2 \xi} \geq 1-e^{-2}$ valid for any $\xi \geq 1$.
Let now $\left(B_{T}\right)_{T>0}$ be a collection of positive real numbers such that $B_{T} \rightarrow \infty$ as $T \rightarrow \infty$. In light of (6.2), (6.3) and (6.4), and because of the assumption on $\left(B_{T}\right)_{T>0}$, the distributional limits of the random variables

$$
\frac{e^{T}\left(\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{T}^{X} \circ r_{s}(p) \mathrm{d} s-\int_{M} f \mathrm{~d} \mathrm{vol}\right)}{B_{T}}, \quad p \sim \mathrm{vol},
$$

as $T$ tends to infinity coincide with the distributional limits of the random variables

$$
\begin{equation*}
\frac{\frac{2}{\theta} \int_{1}^{T} \frac{1}{1-e^{-2 \xi}}\left(U f_{0} \circ \phi_{\xi}^{X}(p)-U f_{0} \circ \phi_{\xi}^{X} \circ r_{\theta}(p)\right) \mathrm{d} \xi}{B_{T}}, \quad p \sim \operatorname{vol} \tag{6.5}
\end{equation*}
$$

When $\theta=4 \pi$, we have $r_{4 \pi}(p)=p$, so that the integrand in the numerator of the above expression vanishes. Therefore, the distributional limit we are seeking after equals to zero almost surely, which proves Theorem 1.18.

As to Remark 1.19, suppose $\theta \in(0,4 \pi]$ is arbitrary, and that $U f_{0}$ is a coboundary for $\left(\phi_{t}^{X}\right)_{t \in \mathbb{R}}$, namely there exists a measurable function $g: M \rightarrow \mathbb{C}$ with ${ }^{29}$ finite norm

$$
\|g\|_{L^{\infty}(M, \mathrm{vol})}=\inf \left\{\lambda \in \mathbb{R}_{>0}:|g(p)| \leq \lambda \text { for vol-almost every } p \in M\right\}
$$

such that, for all $T>0$,

$$
\int_{0}^{T} U f_{0} \circ \phi_{\xi}^{X}(p) \mathrm{d} \xi=g \circ \phi_{T}^{X}(p)-g(p) \quad \text { for vol-almost every } p \in M
$$

It follows trivially that, for every $T>0$,

$$
\left|\int_{1}^{T} \frac{1}{1-e^{-2 \xi}}\left(U f_{0} \circ \phi_{\xi}^{X}(p)-U f_{0} \circ \phi_{\xi}^{X} \circ r_{\theta}(p)\right) \mathrm{d} \xi\right| \leq \frac{4}{1-e^{-2}}\|g\|_{L^{\infty}(M, \mathrm{vol})}
$$

for vol-almost every $p \in M$. As a result, the distributional limit as $T \rightarrow \infty$ of the random variables in (6.5) vanishes almost surely, since $B_{T} \rightarrow \infty$.

Remark 6.2. Slightly more generally, when $U f_{0}$ is cohomologous to a constant function, namely it differs from a constant function by a coboundary, any distributional limit of the random variables in (6.5) is almost surely constant.

Assume now $U f_{0}$ is not cohomologous to a constant function (and $\theta \neq 4 \pi$ ). The classical central limit theorem for geodesic ergodic integrals (see [68] for the constant curvature case, and [56] for variable negative curvature) gives that both

$$
\frac{\int_{1}^{T} U f_{0} \circ \phi_{\xi}^{X}(p) \mathrm{d} \xi-\int_{M} U f_{0} \mathrm{~d} \mathrm{vol}}{\sqrt{T}}, \quad p \sim \mathrm{vol}
$$

and

$$
\frac{\int_{1}^{T} U f_{0} \circ \phi_{\xi}^{X} \circ r_{\theta}(p) \mathrm{d} \xi-\int_{M} U f_{0} \mathrm{~d} \operatorname{vol}}{\sqrt{T}}, \quad p \sim \operatorname{vol}
$$

converge in distribution to a non-trivial centered Gaussian random variable as $T$ tends to infinity. $A$ priori, the combination of these two distributional convergences doesn't provide any information on the distributional limits of the difference, which is what appears in (6.5) up to the constant factor $2 / \theta$; it would be desirable to reach a full understanding of this limiting distributional behaviour by carefully inspecting the dependence properties of the random variables $\int_{1}^{T} U f_{0} \circ \phi_{\xi}^{X}(p) \mathrm{d} \xi$ and $\int_{1}^{T} U f_{0} \circ \phi_{\xi}^{X} \circ r_{\theta}(p) \mathrm{d} \xi$ as $p$ is sampled according to the volume measure on $M$.

[^21]6.3. Some reflections on temporal distributional limit theorems. An upshot of the two foregoing subsections is the following consideration: examining the statistical behaviour, for large times $T$, of the (appropriately renormalized) averages
$$
\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{T}^{X} \circ r_{s}(p) \mathrm{d} s
$$
by randomly sampling the base point $p$ according to the uniform measure on $M$ leads to meaningful asymptotic results if and only if ${ }^{30}$ at least one of the coefficients $D_{\theta, \mu}^{ \pm} f$ does not vanish identically on $M$. Irrespective of whether this is the case or not, it is natural to look for different sources of randomness, which might capture oscillatory behaviours more accurately. In accordance with the perspective of temporal distributional limit theorems, pioneered by Dolgopyat and Sarig [16] in the context of ergodic sums and integrals, we enquire about the existence of non-trivial distributional limits for the random variables
$$
\frac{e^{t}\left(\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s\right)-A_{T}}{B_{T}}
$$
where $p$ is a fixed base point in $M,\left(A_{T}\right)_{T>0}$ and $\left(B_{T}\right)_{T>0}$ are collections of real numbers, possibly depending on $p$, with $B_{T}>0$ and $B_{T} \rightarrow \infty$ as $T \rightarrow \infty$, and the time $t$ is chosen uniformly at random in the interval $[0, T]$.

Remark 6.3. It is informative to compare this to the quest for temporal limit theorems for ergodic integrals along the orbits of a flow: see, in particular, [16, Def. 1.3]. Observe notably that the rescaling of the circle-arc average $\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s$ by a factor of $e^{t}$ (the latter being asymptotically of the same order of the length of the expanding circle arc along which the average is taken) parallels the renormalization of ergodic averages by the linear factor $t$.

Let us denote by $\mathcal{U}_{[0, T]}$ the uniform probability measure on the compact interval $[0, T]$, for any $T>0$. If there is a non-identically vanishing coefficient $D_{\theta, \mu}^{ \pm} f$ for some Casimir eigenvalue $\mu>0$, then a rather straightforward adaptation of the proof of [16, Cor. 5.7] shows that, for vol-almost every $p \in M$, any limiting distribution of

$$
\begin{equation*}
\frac{e^{t}\left(\frac{1}{\theta} \int_{0}^{\theta} f \circ \phi_{t}^{X} \circ r_{s}(p) \mathrm{d} s\right)-A_{T}}{B_{T}}, \quad t \sim \mathcal{U}_{[0, T]} \tag{6.6}
\end{equation*}
$$

is necessarily constant almost surely, no matter the choice of the constants $A_{T}$ and $B_{T}$.
Suppose now that the coefficients $D_{\theta, \mu}^{ \pm} f$ vanish identically on $M$ for any positive Casimir eigenvalue $\mu$. The deduction in Section 6.2 applies almost verbatim, showing that the distributional limits of the random variables in (6.6) are the same as the limits of

$$
\begin{equation*}
\frac{\frac{2}{\theta} \int_{1}^{t} \frac{1}{1-e^{-2 \xi}}\left(U f_{0} \circ \phi_{\xi}^{X}(p)-U f_{0} \circ \phi_{\xi}^{X} \circ r_{\theta}(p)\right) \mathrm{d} \xi-A_{T}}{B_{T}}, \quad t \sim \mathcal{U}_{[0, T]} \tag{6.7}
\end{equation*}
$$

as $T$ tends to infinity. In the first place, this allows tu rule out the existence of any non-trivial (namely not almost surely constant) distributional limit whenever one of the following conditions is met:
(a) $\theta=4 \pi$;
(b) $U f_{0}$ is cohomologous to a constant function for the geodesic flow.

On the other hand, when $U f_{0}$ is not cohomologous to a constant function, then the geodesic ergodic integrals $\int_{1}^{t} U f_{0} \circ \phi_{\xi}^{X}(p) \mathrm{d} \xi$ are well-approximated by Brownian trajectories. More precisely, the Almost Sure Invariance Principle (see [69, 70], [50, Chap. 1] and [15]) for geodesic ergodic integrals asserts that there exist an auxiliary probability space $(\Omega, \mathscr{F}, \mathbf{P})$ and two continuous-time stochastic processes $\left(X_{t}\right)_{t \geq 0}$ and $\left(B_{t}\right)_{t \geq 0}$ defined on $(\Omega, \mathscr{F}, \mathbf{P})$ such that the following hold:

- the law of the process $\left(X_{t}\right)_{t \geq 0}$ under the probability measure $\mathbf{P}$ coincides with the law of the process $\left(\int_{0}^{t} U f_{0} \circ \phi_{\xi}^{X}(p) \mathrm{d} \xi\right)_{t \geq 0}$ when $p$ is sampled according to the probability measure vol;
- the process $\left(B_{t}\right)_{t \geq 0}$ is a standard one-dimensional Brownian motion (cf. [43, Chap. 2]);
- there exists $\sigma \in \mathbb{R}^{\times}$such that, for $\mathbf{P}$-almost every $\omega \in \Omega$,

$$
\begin{equation*}
\left|X_{t}(\omega)-B_{\sigma^{2} t}(\omega)\right|=o(\sqrt{t}) \quad \text { as } t \rightarrow \infty \tag{6.8}
\end{equation*}
$$

[^22]As typical Brownian trajectories are of size $\sim \sqrt{t}$ at time $t$, the approximation in (6.8) enables to transfer classical results about the statistical behaviour of Brownian paths to analogous properties for geodesic ergodic integrals. In particular, there is no distributional limit ${ }^{31}$ for

$$
\begin{equation*}
\frac{\int_{0}^{t} U f_{0} \circ \phi_{\xi}^{X}(p) \mathrm{d} \xi-A_{T}}{B_{T}}, \quad t \sim \mathcal{U}_{[0, T]} \tag{6.9}
\end{equation*}
$$

as $T$ tends to infinity (cf. [16, Sec. 3.1]). Since the process $\left(\int_{0}^{t} U f_{0} \circ \phi_{\xi}^{X} \circ r_{\theta}(p) \mathrm{d} \xi\right)_{t \geq 0}$ has the same law, for $p \sim \operatorname{vol}$, as $\left(X_{t}(\omega)\right)_{t \geq 0}$ for $\omega \sim \mathbf{P}$, the same applies to the random variables

$$
\begin{equation*}
\frac{\int_{0}^{t} U f_{0} \circ \phi_{\xi}^{X} \circ r_{\theta}(p) \mathrm{d} \xi-A_{T}}{B_{T}}, \quad t \sim \mathcal{U}_{[0, T]} . \tag{6.10}
\end{equation*}
$$

As already argued in Section 6.2 in the situation where the point $p$ is selected randomly and the time $T$ is fixed, here again the absence of distributional limits for each of the summands does not rule out, in principle, the possibility of non-trivial limits for the difference, hence for (6.7). Once more, a painstaking analysis of the dependence features of the two processes in (6.9) and (6.10) might clarify the seemingly elusive pathwise behaviour of their difference.

## 7. The hyperbolic lattice point counting problem

This final section is consecrated to the applications of our equidistribution results to lattice-point counting problems in the hyperbolic plane; specifically, we shall first prove the precise asymptotics for the averaged counting function stated in Proposition 1.23 and subsequently deduce Theorem 1.24 on the error estimate for the pointwise counting.

Let $\Gamma$ be a cocompact lattice in $\mathrm{SL}_{2}(\mathbb{R})$, and denote by $d_{\mathbb{H}}$ the hyperbolic distance function on the hyperbolic upper-half plane $\mathbb{H}$ (cf. Section 2.1). For each real number $R>0$, let $B_{R}$ be the closed $d_{\mathbb{H}}$-ball of radius $R$ centered at the point $i \in \mathbb{H}$, and define $N(R)=\left|\Gamma \cdot i \cap B_{R}\right|$, the cardinality of intersection of the $\Gamma$-orbit of $i$ with $B_{R}$.

Recall also from Section 2.1 that $\mathrm{SL}_{2}(\mathbb{R})$ acts on $\mathbb{H}$ by Möbius transformations. In what follows, we identity the quotient manifold $\mathrm{SL}_{2}(\mathbb{R}) / \mathrm{SO}_{2}(\mathbb{R})$ with $\mathbb{H}$ whenever convenient, by means of the diffeomorphism $g \mathrm{SO}_{2}(\mathbb{R}) \mapsto g \cdot i, g \in \mathrm{SL}_{2}(\mathbb{R})$. The hyperbolic area measure $m_{\mathbb{H}}$ (namely the volume measure arising from the hyperbolic structure on $\mathbb{H}$ ) is the Radon measure on $\mathbb{H}$ with density $\mathrm{d} m_{\mathbb{H}}(x, y)=y^{-2} \mathrm{~d} x \mathrm{~d} y$ with respect to the induced Lebesgue measure on $\mathbb{H} \subset \mathbb{C}$.

Notation. In order not to overburden notation in the sequel, we shall denote $\mathrm{SL}_{2}(\mathbb{R})$ by $G$ and $\mathrm{SO}_{2}(\mathbb{R})$ by $K$.
7.1. Asymptotics for the averaged counting function. For any subset $A \subset G / K$, we denote by $\mathbb{1}_{A}$ the indicator function of the set $A$. Define a function $F_{R}: G / \Gamma \rightarrow \mathbb{R}_{\geq 0}$

$$
\begin{equation*}
F_{R}(g \Gamma)=\frac{\left|g \Gamma \cdot i \cap B_{R}\right|}{m_{\mathbb{H}}\left(B_{R}\right)}=\frac{1}{m_{\mathbb{H}}\left(B_{R}\right)} \sum_{\gamma \Gamma \cap K \in \Gamma / \Gamma \cap K} \mathbb{1}_{B_{R}}(g \gamma K), \quad g \in G ; \tag{7.1}
\end{equation*}
$$

observe that the function $F_{R}$ is the subject of the averaged counting result in Proposition 1.23, which we now set out to prove.

Remark 7.1. We choose to deal with spaces of left cosets in the sequel; in particular, we replace the homogeneous spaces $M=\Gamma \backslash G$ we have been considering so far with $G / \Gamma$, identifying them via the diffeomorphism $\Gamma g \mapsto g^{-1} \Gamma$.

We follow the classical argument of Eskin and McMullen [23], which relies on the well-known foldingunfolding formula for invariant measures on homogeneous spaces. For the sake of completeness, we recall it in the setting of the group $G=\mathrm{SL}_{2}(\mathbb{R})$, referring the reader to [27, Sec. 2.6] or to [52, Chap. 1] for the general statements and their proofs.

Proposition 7.2. (1) Let $H<G$ be a unimodular closed subgroup. Then there exists a non-zero $G$-invariant positive Radon measure on the quotient space $G / H$, which is uniquely determined

[^23]up to positive real scalars. Moreover, if $\mu_{G}$ and $\mu_{H}$ are Haar measures ${ }^{32}$ on $G$ and $H$, respectively, there exists a unique normalization $\mu_{G / H}$ of the $G$-invariant measure on $G(H)$ such that, for any continuous compactly supported function $\varphi: G \rightarrow \mathbb{C}$, the following folding-unfolding formula holds:
\[

$$
\begin{equation*}
\int_{G} \varphi \mathrm{~d} \mu_{G}=\int_{G / H} \int_{H} \varphi(g h) \mathrm{d} \mu_{H}(h) \mathrm{d} \mu_{G / H}(g H) \tag{7.2}
\end{equation*}
$$

\]

(2) Let $H<L$ be closed subgroups of $G$, and suppose $G / L$ admits a non-zero finite $G$-invariant measure $\mu_{G / L}$ and $L / H$ admits a non-zero finite L-invariant measure $\mu_{L / H}$. Then $G / H$ admits a non-zero finite $G$-invariant measure $\mu_{G / H}$. Moreover, if $\mu_{G / L}, \mu_{L / H}$ and $\mu_{G / H}$ are compatibly normalized, then for any continuous compactly supported function $\varphi: G / H \rightarrow \mathbb{C}$, it holds

$$
\begin{equation*}
\int_{G / H} \varphi \mathrm{~d} \mu_{G / H}=\int_{G / L} \int_{L / H} \varphi(g l H) \mathrm{d} \mu_{L / H}(l H) \mathrm{d} \mu_{G / L}(g L) \tag{7.3}
\end{equation*}
$$

By means of standard approximation arguments in measure theory, formula (7.2) (resp. formula (7.3)) holds for any Borel-measurable function $\varphi: G \rightarrow \mathbb{C}($ resp. $\varphi: G / H \rightarrow \mathbb{C}$ ) which either takes positive real values or is integrable with respect to $\mu_{G}\left(\right.$ resp. $\left.\mu_{G / H}\right)$.

Let now $m_{K}$ be the unique probability Haar measure on the compact group $K$, and normalize the Haar measure $m_{G}$ on $G$ so that, under the identification of $G / K$ with $\mathbb{H}$, the resulting $G$-invariant measure on $G / K$ (cf. Proposition 7.2 ) corresponds to the hyperbolic area measure $m_{\mathbb{H}}$. Let $m_{G / \Gamma}$ be the unique $G$-invariant finite Borel measure on $G$ corresponding, according to Proposition 7.2 , to the given choice of Haar measure on $G$ and to the counting measure on the discrete group $\Gamma$. Similarly, endowing the finite discrete group $\Gamma \cap K$ with the counting measure, we indicate with $m_{G / \Gamma \cap K}, m_{K / \Gamma \cap K}$ and $m_{\Gamma / \Gamma \cap K}$ the induced measures on the respective homogeneous spaces. Recall also that with $m_{K \cdot \Gamma}$ we indicate the unique $K$-invariant probability measure supported on the compact $K$-orbit of the identity coset $\Gamma$ inside $G / \Gamma$ (cf. Theorem 1.21).

The volumes of the homogeneous spaces $G / \Gamma$ and $K / \Gamma \cap K$ with respect to the measures $m_{G / \Gamma}$ and $m_{K / \Gamma \cap K}$ are indicated with $\operatorname{covol}_{K}(\Gamma \cap K)$ and $\operatorname{covol}_{G}(\Gamma)$, respectively.

Fix now a real parameter $s>11 / 2$ and a test function $\psi \in W^{s}(G / \Gamma)$. We expand, for any $R>0$,

$$
\begin{align*}
& \int_{M} \psi F_{R} \mathrm{~d} m_{G / \Gamma}=\int_{M} \psi(g \Gamma)\left(\frac{1}{m_{\mathbb{H}}\left(B_{R}\right)} \sum_{\gamma \Gamma \cap K \in \Gamma / \Gamma \cap K} \mathbb{1}_{B_{R}}(g \gamma K)\right) \mathrm{d} m_{G / \Gamma}(g \Gamma) \\
& =\frac{1}{m_{\mathbb{H}}\left(B_{R}\right)} \int_{M} \int_{\Gamma / \Gamma \cap K} \psi(g \Gamma) \mathbb{1}_{B_{R}}(g \gamma K) \mathrm{d} m_{\Gamma / \Gamma \cap K}(\gamma \Gamma \cap K) \mathrm{d} m_{G / \Gamma}(g \Gamma) \\
& =\frac{1}{m_{\mathbb{H}}\left(B_{R}\right)} \int_{G / \Gamma \cap K} \psi(g \Gamma) \mathbb{1}_{B_{R}}(g K) \mathrm{d} m_{G / \Gamma \cap K}(g \Gamma \cap K) \\
& =\frac{1}{m_{\mathbb{H}}\left(B_{R}\right)} \int_{G / K} \int_{K / \Gamma \cap K} \psi(g k \Gamma) \mathbb{1}_{B_{R}}(g K) \mathrm{d} m_{K / \Gamma \cap K}(k \Gamma \cap K) \mathrm{d} m_{G / K}(g K)  \tag{7.4}\\
& =\frac{1}{m_{\mathbb{H}}\left(B_{R}\right)} \int_{B_{R}} \int_{K / \Gamma \cap K} \psi \mathrm{~d} g_{*} m_{K / \Gamma \cap K} \mathrm{~d} m_{\mathbb{H}}(g K) \\
& =\frac{\operatorname{covol} K}{}(\Gamma \cap K) \\
& m_{\mathbb{H}}\left(B_{R}\right) \\
& \int_{B_{R}} \int_{G / \Gamma} \psi \mathrm{d} g_{*} m_{K \cdot \Gamma} \mathrm{~d} m_{\mathbb{H}}(g K) .
\end{align*}
$$

In the previous chain of equalities, we applied in successive order:
(1) the definition (7.1) of the function $F_{R}$;
(2) the fact that the invariant measure on the discrete space $\Gamma / \Gamma \cap K$ given by Proposition 7.2 is the counting measure;
(3) formula (7.3) to the tower of subgroups $\Gamma \cap K<\Gamma<G$;
(4) formula (7.3) to the tower of subgroups $\Gamma \cap K<K<G$;
(5) the identification of $\mathbb{H}$ with $G / K$ and of $m_{\mathbb{H}}$ with $m_{G / K}$;

[^24](6) the relationship $m_{K / \Gamma \cap K}=\operatorname{covol}_{K}(\Gamma \cap K) m_{K \cdot \Gamma}$, derived from the fact that $m_{K \cdot \Gamma}$ is a probability measure, the definition of $\operatorname{covol}_{K}(\Gamma \cap K)$ and uniqueness up to scalars of the $K$-invariant measure on $K / \Gamma \cap K \simeq K \cdot \Gamma$.

We may now replace the inner integral in the last expression of (7.4) with the asymptotic expansion provided by Theorem 1.21 (with the caveat of Remark 7.1), thereby obtaining

$$
\begin{array}{rl}
\int_{G / \Gamma} \psi F_{R} & \mathrm{~d} m_{G / \Gamma}=\frac{\operatorname{covol}_{K}(\Gamma \cap K)}{\operatorname{covol}_{G}(\Gamma)} \int_{G / \Gamma} \psi \mathrm{d}_{G / \Gamma}+\frac{\operatorname{covol}_{K}(\Gamma \cap K)}{m_{\mathbb{H}}\left(B_{R}\right)} \\
& \int_{B_{R}}\left(\sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4}\|g\|_{\mathrm{op}}^{-1}\left(\cos \left(\Im \nu \log \|g\|_{\mathrm{op}}\right) D_{\mu}^{+} \psi(\Gamma, g)+\sin \left(\Im \nu \log \|g\|_{\mathrm{op}}\right) D_{\mu}^{-} \psi(\Gamma, g)\right)\right. \\
& +\sum_{\mu \in \operatorname{Spec}(\square), 0<\mu<1 / 4}\|g\|_{\mathrm{op}}^{-(1+\nu)} D_{\mu}^{+} \psi(\Gamma, g)+\|g\|_{\mathrm{op}}^{-(1-\nu)} D_{\mu}^{-} \psi(\Gamma, g) \\
& \left.+\varepsilon_{0}\left(\|g\|_{\mathrm{op}}^{-1} D_{1 / 4}^{+} \psi(\Gamma, g)+2\|g\|_{\mathrm{op}}^{-1} \log \|g\|_{\mathrm{op}} D_{1 / 4}^{-} \psi(\Gamma, g)\right)+\mathcal{R} \psi(\Gamma, g)\right) \mathrm{d} m_{\mathbb{H}}(g K) . \tag{7.5}
\end{array}
$$

We shall need the following analogue of the classical integration formula on spheres in Euclidean spaces: for any $r>0$, let $S_{r}=\partial B_{r}=\left\{z \in \mathbb{H}: d_{\mathbb{H}}(z, i)=r\right\}$ and $\sigma_{r}$ the induced hyperbolic length measure on the circle $S_{r}$.

Proposition 7.3. Let $f: \mathbb{H} \rightarrow \mathbb{C}$ be integrable with respect to $m_{\mathbb{H}}$. Then

$$
\int_{\mathbb{H}} f \mathrm{~d} m_{\mathbb{H}}=\int_{0}^{\infty} \int_{S_{r}} f(z) \mathrm{d} \sigma_{r}(z) \mathrm{d} r
$$

The proof does not differ from the Euclidean case, for which we refer to [27, Thm. 2.49].

Define now, for any $\mu \in \operatorname{Spec}(\square) \cap \mathbb{R}_{>0}$ and $\psi$ as above,

$$
\alpha_{\psi, \mu}^{ \pm}(r)=\int_{S_{r}} D_{\mu}^{ \pm} \psi(\Gamma, z) \mathrm{d} \sigma_{r}(z), \quad r>0
$$

From (7.5) we get, thanks to Proposition 7.3,

$$
\begin{align*}
& \int_{G / \Gamma} \psi F_{R} \mathrm{~d} m_{G / \Gamma}=\frac{\operatorname{covol}_{K}(\Gamma \cap K)}{\operatorname{covol}_{G}(\Gamma)} \int_{G / \Gamma} \psi \mathrm{d} m_{G / \Gamma}+\frac{\operatorname{covol}_{K}(\Gamma \cap K)}{m_{\mathbb{H}}\left(B_{R}\right)} \\
& \left(\sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \int_{0}^{R} e^{-\frac{r}{2}}\left(\cos \left(\frac{\Im \nu}{2} r\right) \alpha_{\psi, \mu}^{+}(r)+\sin \left(\frac{\Im \nu}{2} r\right) \alpha_{\psi, \mu}^{-}(r)\right) \mathrm{d} r\right. \\
& +\sum_{\mu \in \operatorname{Spec}(\square), 0<\mu<1 / 4} \int_{0}^{R} e^{-\frac{1+\nu}{2} r} \alpha_{\psi, \mu}^{+}(r)+e^{-\frac{1-\nu}{2} r} \alpha_{\psi, \mu}^{-}(r) \mathrm{d} r  \tag{7.6}\\
& \left.+\varepsilon_{0}\left(\int_{0}^{R} e^{-\frac{r}{2}} \alpha_{\psi, 1 / 4}^{+}(r)+r e^{-\frac{r}{2}} \alpha_{\psi, 1 / 4}^{-}(r) \mathrm{d} r\right)+\int_{0}^{R} \int_{S_{r}} \mathcal{R} \psi(\Gamma, z) \mathrm{d} \sigma_{r}(z) \mathrm{d} r\right)
\end{align*}
$$

Let $\psi_{\mu}$ be the orthogonal projection of $\psi$ onto the closed subspace $W^{s}\left(H_{\mu}\right)$. By means of (1.16), we estimate

$$
\begin{equation*}
\sum_{\mu \in \operatorname{Spec}(\square) \cap \mathbb{R}_{>0}}\left|\alpha_{\psi, \mu}^{ \pm}(r)\right| \leq \sum_{\mu \in \operatorname{Spec}(\square) \cap \mathbb{R}_{>0}}\left\|D_{\mu}^{ \pm} \psi(\Gamma, \cdot)\right\|_{\infty} \int_{S_{r}} \mathrm{~d} \sigma_{r}(z) \leq 2 \pi \frac{C_{1, s-3} C_{\mathrm{Spec}}^{\prime}}{4 \pi}\|\psi\|_{W^{s}} \sinh r \tag{7.7}
\end{equation*}
$$

for any $r>0$, as the hyperbolic length of $S_{r}$ equals ${ }^{33} 2 \pi \sinh r$. Recalling that $m_{\mathbb{H}}\left(B_{R}\right)=2 \pi(\cosh R-1)$ for any $R>0$, we deduce from (7.6) that

$$
\begin{aligned}
\int_{G / \Gamma} \psi F_{R} \mathrm{~d} m_{G / \Gamma}= & \frac{\operatorname{covol}_{K}(\Gamma \cap K)}{\operatorname{covol}_{G}(\Gamma)} \int_{G / \Gamma} \psi \mathrm{d} m_{G / \Gamma} \\
& +\operatorname{covol}_{K}(\Gamma \cap K)\left(e^{-\frac{R}{2}} \sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \beta_{\psi, \mu}^{+}(R)+\beta_{\psi, \mu}^{-}(R)\right. \\
& +\sum_{\mu \in \operatorname{Spec}(\square), 0<\mu<1 / 4} e^{-\frac{1+\nu}{2} R} \beta_{\psi, \mu}^{+}(R)+e^{-\frac{1-\nu}{2} R} \beta_{\psi, \mu}^{-}(R) \\
& \left.+\varepsilon_{0}\left(e^{-\frac{R}{2}} \beta_{\psi, 1 / 4}^{+}(R)+R e^{-\frac{R}{2}} \beta_{\psi, 1 / 4}^{-}(R)\right)+\gamma_{\psi}(R)\right)
\end{aligned}
$$

for any $R \geq 1$, where we have set

$$
\begin{aligned}
& \beta_{\psi, \mu}^{+}(R)=\frac{e^{-\frac{R}{2}}}{\pi\left(1-2 e^{-R}+e^{-2 R}\right)} \int_{0}^{R} e^{-\frac{r}{2}} \cos \left(\frac{\Im \nu}{2} r\right) \alpha_{\psi, \mu}^{+}(r) \mathrm{d} r, \quad \mu>1 / 4 \\
& \beta_{\psi, \mu}^{-}(R)=\frac{e^{-\frac{R}{2}}}{\pi\left(1-2 e^{-R}+e^{-2 R}\right)} \int_{0}^{R} e^{-\frac{r}{2}} \sin \left(\frac{\Im \nu}{2} r\right) \alpha_{\psi, \mu}^{-}(r) \mathrm{d} r, \quad \mu>1 / 4 \\
& \beta_{\psi, \mu}^{ \pm}(R)=\frac{e^{-\frac{1 \mp \nu}{2} R}}{\pi\left(1-2 e^{-R}+e^{-2 R}\right)} \int_{0}^{R} e^{-\frac{1 \pm \nu}{2} r} \alpha_{\psi, \mu}^{ \pm}(r) \mathrm{d} r, \quad 0<\mu<1 / 4 \\
& \beta_{\psi, 1 / 4}^{+}(R)=\frac{e^{-\frac{R}{2}}}{\pi\left(1-2 e^{-R}+e^{-2 R}\right)} \int_{0}^{R} e^{-\frac{r}{2}} \alpha_{\psi, 1 / 4}^{+}(r) \mathrm{d} r \\
& \beta_{\psi, 1 / 4}^{-}(R)=\frac{R^{-1} e^{-\frac{R}{2}}}{\pi\left(1-2 e^{-R}+e^{-2 R}\right)} \int_{0}^{R} e^{-\frac{r}{2}} \alpha_{\psi, 1 / 4}^{-}(r) \mathrm{d} r \\
& \gamma_{\psi}(R)=\frac{e^{-R}}{\pi\left(1-2 e^{-R}+e^{-2 R}\right)} \int_{0}^{R} \int_{S_{r}} \mathcal{R} \psi(\Gamma, z) \mathrm{d} \sigma_{r}(z) \mathrm{d} r
\end{aligned}
$$

. Because of (7.7), we have the following estimates on the previous coefficients: for any $R \geq 1$,

$$
\begin{aligned}
& \sum_{\mu \in \operatorname{Spec}(\square) \cap \mathbb{R}_{>0}}\left|\beta_{\psi, \mu}^{ \pm}(R)\right| \leq \frac{5 C_{1, s-3} C_{\mathrm{Spec}}^{\prime}}{2 \pi}\|\psi\|_{W^{s}} \\
& \left|\gamma_{\psi}(R)\right| \leq \frac{5 C_{1, s-3} C_{\mathrm{Spec}}}{4 \pi}\|\psi\|_{W^{s}}(R+1) e^{-R}
\end{aligned}
$$

using the (crude) bound $\left(1-2 e^{-R}+e^{-2 R}\right)^{-1} \leq 5$ in each of the previous inequalities.
This establishes Proposition (1.23) in its entirety.
7.2. Error estimate for the pointwise counting problem. This subsection is devoted to the deduction of the estimate on the error for the counting problem stated in Theorem 1.24, starting from the asymptotic expansion in (1.25) for the averaged counting function.

Recall from (7.1) that, for any real number $R>0$, the ratio $N(R) / m_{\mathbb{H}}\left(B_{R}\right)$ equals the value of the function $F_{R}$ at the identity coset $\Gamma \in G / \Gamma$. In order to find a convenient approximation for the latter, we shall compare it with the averages

$$
\int_{G / \Gamma} \psi F_{R} \mathrm{~d} m_{G / \Gamma}
$$

where the function $\psi$ ranges over a suitably defined approximate identity ${ }^{34}$ in $G / \Gamma$.
We now expose the details. Let us fix a parameter $\delta \in \mathbb{R}_{>0}$, on which we shall subsequently impose conditions according to the needs of the argument; choose

[^25](a) an open symmetric ${ }^{35}$ neighborhood $U_{\delta}$ of the identity in $G$ such that, for any $R>0$,
\[

$$
\begin{equation*}
B_{R-\delta} \subset \bigcap_{g \in U_{\delta}} g \cdot B_{R} \subset \bigcup_{g \in U_{\delta}} g \cdot B_{R} \subset B_{R+\delta} \tag{7.8}
\end{equation*}
$$

\]

(b) and a smooth function $\psi_{\delta}: G / \Gamma \rightarrow \mathbb{R}_{\geq 0}$ with compact support contained in the open set $U_{\delta} \Gamma=\left\{g \Gamma: g \in U_{\delta}\right\}$ and satisfying

$$
\begin{equation*}
\int_{G / \Gamma} \psi_{\delta} \mathrm{d} m_{G / \Gamma}=1 \tag{7.9}
\end{equation*}
$$

Remark 7.4. The existence, for any $\delta>0$, of a neighborhood $U_{\delta}$ with the properties claimed above is routinely referred to in the literature (see, for instance, [23]) as the well-roundedness property of the collection of balls $\left(B_{R}\right)_{R>0}$. A geometric condition of this sort affords to leverage equidistribution results to study lattice point counting problems.

Observe that we may harmlessly replace $U_{\delta}$ with

$$
K U_{\delta}=\bigcup_{k \in K} k U_{\delta}
$$

and thus assume that $U_{\delta}$ is saturated with respect to left translations by elements of $K$. Property (7.8) is unaffected: for any $k \in K$ and $z \in \mathbb{H}$, we have

$$
d_{\mathbb{H}}(k \cdot z, i)=d_{\mathbb{H}}(k \cdot z, k \cdot i)=d_{\mathbb{H}}(z, i),
$$

as the subgroup $K$ fixes $i$ and acts by hyperbolic isometries; therefore $k \cdot B_{r}=B_{r}$ for any $k \in K$ and any $r>0$. As a consequence of this, we might and shall assume that $\psi_{\delta}$ is $K$-invariant.

We now express, for any $R>0$, the ratio $N(R) / m_{\mathbb{H}}\left(B_{R}\right)$ as

$$
\begin{aligned}
F_{R}(\Gamma) & =F_{R}(\Gamma)-\int_{G / \Gamma} \psi_{\delta} F_{R} \mathrm{~d} m_{G / \Gamma}+\int_{G / \Gamma} \psi_{\delta} F_{R} \mathrm{~d} m_{G / \Gamma} \\
& =\int_{G / \Gamma} \psi_{\delta}(g \Gamma)\left(F_{R}(\Gamma)-F_{R}(g \Gamma)\right) \mathrm{d} m_{G / \Gamma}(g \Gamma)+\int_{G / \Gamma} \psi_{\delta} F_{R} \mathrm{~d} m_{G / \Gamma},
\end{aligned}
$$

where the second inequality follows from the property in (7.9). Let us call $\mathscr{E}_{\delta}(R)$, for notational simplicity, the quantity

$$
\int_{G / \Gamma} \psi_{\delta}(g \Gamma)\left(F_{R}(\Gamma)-F_{R}(g \Gamma)\right) \mathrm{d} m_{G / \Gamma}(g \Gamma)
$$

in view of (1.25) applied to $\int_{G / \Gamma} \psi_{\delta} F_{R} \mathrm{~d} m_{G / \Gamma}$, we may write

$$
\begin{align*}
F_{R}(\Gamma)= & \frac{\operatorname{covol}_{K}(\Gamma \cap K)}{\operatorname{covol}_{G}(\Gamma)}+\mathscr{E}_{\delta}(R) \\
& +\operatorname{covol}_{K}(\Gamma \cap K)\left(e^{-\frac{R}{2}} \sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \beta_{\psi_{\delta}, \mu}^{+}(R)+\beta_{\psi_{\delta}, \mu}^{-}(R)\right.  \tag{7.10}\\
& +\sum_{\mu \in \operatorname{Spec}(\square), 0<\mu<1 / 4} e^{-\frac{1+\nu}{2} R} \beta_{\psi_{\delta}, \mu}^{+}(R)+e^{-\frac{1-\nu}{2} R} \beta_{\psi_{\psi_{\delta}, \mu}^{-}}(R) \\
& \left.+\varepsilon_{0}\left(e^{-\frac{R}{2}} \beta_{\psi_{\delta}, 1 / 4}^{+}(R)+R e^{-\frac{R}{2}} \beta_{\psi_{\delta}, 1 / 4}^{-}(R)\right)+\gamma_{\psi_{\delta}}(R)\right)
\end{align*}
$$

We estimate, for any $R>0$,

$$
\begin{equation*}
\left|\mathscr{E}_{\delta}(R)\right| \leq \int_{G / \Gamma} \psi_{\delta}(g \Gamma)\left|F_{R}(\Gamma)-F_{R}(g \Gamma)\right| \mathrm{d} m_{G / \Gamma}(g \Gamma) \leq \sup _{g \in U_{\delta}}\left|F_{R}(\Gamma)-F_{R}(g \Gamma)\right| \tag{7.11}
\end{equation*}
$$

the last inequality being a consequence of (7.9) and the fact that supp $\psi_{\delta} \subset U_{\delta} \Gamma$.

[^26]Now, for any $g \in U_{\delta}$, we have
where the second-to-last inequality follows from (7.8). Choose $R_{0}=R_{0}(\Gamma)>0$ such that the quantities

$$
M=\sup _{r \geq R_{0}} F_{r}(\Gamma) \quad \text { and } \quad m=\inf _{r \geq R_{0}} F_{r}(\Gamma)
$$

are non-zero and finite ${ }^{36}$. Plugging (7.12) into (7.11), we get that, for any $R \geq 2 R_{0}$ and $\delta<R_{0}$,

$$
\begin{align*}
& \left|\mathscr{E}_{\delta}(R)\right| \leq(M-m)\left(\frac{m_{\mathbb{H}}\left(B_{R+\delta}\right)}{m_{\mathbb{H}}\left(B_{R}\right)}-\frac{m_{\mathbb{H}}\left(B_{R-\delta}\right)}{m_{\mathbb{H}}\left(B_{R}\right)}\right) \\
& =\frac{(M-m)}{1-2 e^{-R}+e^{-2 R}}\left(e^{\delta}\left(1-2 e^{-(R+\delta)}+e^{-2(R+\delta)}\right)-e^{-\delta}\left(1-2 e^{-(R-\delta)}+e^{-2(R-\delta)}\right)\right)  \tag{7.13}\\
& \leq(M-m)\left(c e^{\delta}-e^{-\delta}\right),
\end{align*}
$$

where we might for example take $c=c_{\Gamma}=\frac{1+e^{-2 R_{0}}}{1-2 e^{-R_{0}}}$.
We now let the parameter $\delta$ be a function of the radius $R$; for reasons which we will shortly elucidate (see Remark 7.6), we let $\delta=\delta(R)=e^{-\eta R}$ in (7.10), for a certain $\eta>0$ to be determined later on. In this way, we obtain an expression of the form

$$
\begin{align*}
F_{R}(\Gamma)= & \frac{\operatorname{covol}_{K}(\Gamma \cap K)}{\operatorname{covol}_{G}(\Gamma)}+\mathscr{E}_{e^{-\eta R}}(R) \\
& +\operatorname{covol}_{K}(\Gamma \cap K)\left(e^{-\frac{R}{2}} \sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \beta_{\psi_{e}-\eta R, \mu}^{+}(R)+\beta_{\psi_{e}-\eta R, \mu}^{-}(R)\right.  \tag{7.14}\\
& +\sum_{\mu \in \operatorname{Spec}(\square), 0<\mu<1 / 4} e^{-\frac{1+\nu}{2} R} \beta_{\psi_{e}}^{+} \\
& \left.+\varepsilon_{0}\left(e^{-\frac{R}{2}} \beta_{\psi_{e}, \mu}^{+}(R)+e^{-\frac{1-\nu}{2} R} R_{\beta_{e^{-\eta R}, \mu}^{-}}^{-}(R)+R e^{-\frac{R}{2}} \beta_{\psi_{e}-\eta R, 1 / 4}^{-}(R)\right)+\gamma_{\psi_{e}-\eta R}(R)\right),
\end{align*}
$$

which does not depend on the parameter $\delta$ any longer.
Multiplying by $m_{\mathbb{H}}\left(B_{R}\right)$ on both sides of (7.14) yields

$$
\begin{align*}
N(R)= & \frac{\operatorname{covol}_{K}(\Gamma \cap K)}{\operatorname{covol}_{G}(\Gamma)} m_{\mathbb{H}}\left(B_{R}\right)+\pi\left(1-2 e^{-R}+e^{-2 R}\right) e^{R} \mathscr{E}_{e^{-\eta R}}(R) \\
& +\pi\left(1-2 e^{-R}+e^{-2 R}\right) \operatorname{covol}_{K}(\Gamma \cap K)\left(e^{\frac{R}{2}} \sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \beta_{\psi_{e}-\eta R, \mu}^{+}(R)+\beta_{\psi_{e}-\eta R, \mu}^{-}(R)\right.  \tag{7.15}\\
& +\sum_{\mu \in \operatorname{Spec}(\square), 0<\mu<1 / 4} e^{\frac{1-\nu}{2} R} \beta_{\psi_{e^{-\eta R}, \mu}^{+}}(R)+e^{\frac{1+\nu}{2} R} \beta_{\psi_{e^{-\eta R}, \mu}^{-}}(R) \\
& +\varepsilon_{0}\left(e^{\frac{R}{2}} \beta_{\psi_{e-\eta R}}^{+}, 1 / 4\right. \\
& \left.\left.(R)+R e^{\frac{R}{2}} \beta_{\psi_{e}-\eta R, 1 / 4}^{-}(R)\right)+e^{R} \gamma_{\psi_{e^{-\eta R}}}(R)\right) .
\end{align*}
$$

In order to reach an accurate upper bound for the error

$$
E(R)=\left|N(R)-\frac{\operatorname{covol}_{K}(\Gamma \cap K)}{\operatorname{covol}_{G}(\Gamma)} m_{\mathbb{H}}\left(B_{R}\right)\right|,
$$

[^27]in our counting problem, it remains to determine which are the highest-order terms in the expansion (7.15). To this end, it is relevant to estimate the Sobolev norms of the functions $\psi_{e^{-\eta R}}$ for $R>0$, because of the bounds in (1.24) and (1.26).

Lemma 7.5. For any $0<\delta<1$, the function $\psi_{\delta}$ can be chosen to satisfy

$$
\begin{equation*}
\left\|\psi_{\delta}\right\|_{W^{s}} \leq \delta^{-(1+s)}\left\|\psi_{1}\right\|_{W^{s}} \tag{7.16}
\end{equation*}
$$

for any $s>0$.
Proof. Recall that $\psi_{\delta}$ is assumed to be $K$-invariant or, in other words, a smooth compactly supported function on the two-dimensional manifold $K \backslash G / \Gamma$. Since any Riemannian metric on $K \backslash G / \Gamma$ is equivalent, on a fixed compact coordinate ball containing the identity coset $K e \Gamma$, to the Euclidean metric on a compact neighborhood of the origin in $\mathbb{R}^{2}$ (cf. [41, Lem. 13.28]), the problem of constructing $\psi_{\delta}$ so to meet our requirement can be transferred to the Euclidean plane. Specifically, we would like to construct a collection $\left(\psi_{\delta}\right)_{0<\delta \leq 1}$ of mollifiers (cf. [8, Sec. 4.4]) so that (7.16) is satisfied, where $\|\cdot\|_{W^{s}}$ are now the standard fractional Sobolev norms on $\mathbb{R}^{2}$. A straightforward computation allows to ascertain that the customary choice

$$
\psi_{\delta}(x)=\frac{1}{\delta^{2}} \psi_{1}\left(\frac{x}{\delta}\right), \quad x \in \mathbb{R}^{2}
$$

where $\psi_{1}$ is a fixed compactly supported smooth nonnegative function with unit average over $\mathbb{R}^{2}$, fulfills (7.16).

Henceforth, we assume that the collection $\left(\psi_{\delta}\right)_{0<\delta<1}$ satisfies the condition in Lemma 7.5.
We remind the reader that we indicate with $\mu_{*}$ the spectral gap of the hyperbolic surface $S=\Gamma \backslash \mathbb{H}$, that is, the infimum of the set $\operatorname{Spec}(\square) \cap \mathbb{R}_{>0}$. Also, we denote by $\nu_{*}$ the complex number defined by the properties $\nu_{*} \in \mathbb{R}_{\geq 0} \cup i \mathbb{R}_{>0}$ and $1-\nu_{*}^{2}=4 \mu_{*}$.

Since $e^{\delta}-e^{-\delta} \sim 2 \delta$ for $\delta \sim 0$, we deduce from (7.13) that the term $e^{R} \mathscr{E}_{e^{-\eta R}}(R)$ is at most of order $e^{(1-\eta) R}$. On account of Lemma 7.5 , the highest-order term in the expression

$$
\begin{aligned}
& e^{\frac{R}{2}} \sum_{\mu \in \operatorname{Spec}(\square), \mu>1 / 4} \beta_{\psi_{e^{-\eta R}, \mu}^{+}}(R)+\beta_{\psi_{e^{-\eta R}}^{-}, \mu}^{-}(R)+\sum_{\mu \in \operatorname{Spec}(\square), 0<\mu<1 / 4} e^{\frac{1-\nu}{2} R} \beta_{\psi_{e^{-\eta R}, \mu}^{+}}(R) \\
& +e^{\frac{1+\nu}{2} R} \beta_{\psi_{e^{-\eta R}, \mu}^{-}}(R)+\varepsilon_{0}\left(e^{\frac{R}{2}} \beta_{\psi_{e^{-\eta R}, 1 / 4}^{+}}(R)+R e^{\frac{R}{2}} \beta_{\psi_{e^{-\eta R}, 1 / 4}^{-}}(R)\right)+e^{R} \gamma_{\psi_{e^{-\eta R}}}(R)
\end{aligned}
$$

is $e^{\frac{1+\Re \nu_{*}}{2} R} \beta_{\psi_{e-\eta R}, \mu_{*}}(R)$; because of Lemma 7.5 and (1.24), the latter is at most of order

$$
e^{\frac{1+\Re \nu *}{2} R} e^{(1+s) \eta R}=e^{\frac{1+\Re \nu_{*}+2(1+s) \eta}{2} R} .
$$

Remark 7.6. The reason for choosing $\delta$ to decay exponentially fast with $R$ becomes now apparent: it is the only way to get a sensible comparison between the orders of the two terms considered above.

Ostensibly the optimal choice of the parameter $\eta$ for our purposes is

$$
\eta=\frac{1-\Re \nu_{*}}{2(2+s)}
$$

which realizes the equality of exponents

$$
1-\eta=\frac{1+\Re \nu_{*}+2(1+s) \eta}{2}
$$

Bearing in mind that the $K$-invariance of $\psi_{e^{-\eta R}}$ allows to choose $s$ can arbitrarily close to $9 / 2$ (cf. Theorem 1.12), it is straightforward to deduce that, setting $\eta_{*}=\frac{1}{13}\left(1-\Re \nu_{*}\right)$, we have

$$
\lim _{R \rightarrow \infty} \frac{E(R)}{e^{\left(1-\eta_{*}+\varepsilon\right) R}}=0
$$

for any $\varepsilon>0$, which establishes Theorem 1.24.
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[^0]:    ${ }^{1}$ This produces a well-defined assignment, as $\mathbb{H}^{d}$ is a uniquely geodesic metric space (cf. [9, Part I, Chap. 1]) for the distance induced by the hyperbolic Riemannian metric.
    ${ }^{2}$ Here we obviously intend invariance under isometries of $C$ equipped with the induced hyperbolic metric.

[^1]:    ${ }^{3}$ This is certainly the case for $N=\mathbb{R}^{d}$ and $N=\mathbb{H}^{d}$, equipped respectively with the standard Euclidean metric and with the hyperbolic metric.
    ${ }^{4}$ It is worth noticing at this point that lifts of expanding hyperbolic circles represent a particular instance, as they are geodesic translates of orbits of the maximal compact subgroup $\mathrm{SO}_{2}(\mathbb{R})$ on quotients of $\mathrm{SL}_{2}(\mathbb{R})$ : see Section 1.3.

[^2]:    ${ }^{5}$ More precisely, if $\Gamma$ is the preimage under the canonical projection map $\mathrm{SL}_{2}(\mathbb{R}) \rightarrow \mathrm{PSL}_{2}(\mathbb{R})$ of a cocompact lattice in $\mathrm{PSL}_{2}(\mathbb{R})$, then $M$ identifies with $T^{1} S$; else, it is a double cover thereof.

    In the case where the image of $\Gamma$ in $\mathrm{PSL}_{2}(\mathbb{R})$ has non-trivial torsion elements, then $S$ has the structure of an orbifold (cf. [53, Chap. 13]). For the purposes of the paper, we shall never be concerned with this distinction.
    ${ }^{6}$ Since $\mathfrak{s l}_{2}(\mathbb{R})$ is a simple Lie algebra, Casimir elements in its universal enveloping algebra are uniquely determined up to real scalars.

[^3]:    ${ }^{7}$ As we shall explain in Section 2.2, there exists an orthonormal basis of $L^{2}(M)$ consisting of such joint eigenfunctions; Theorem 1.6 is thus to be regarded as a building block for the more general Theorem 1.8.

[^4]:    ${ }^{8}$ We thank Giovanni Forni for drawing our attention to this earlier work.

[^5]:    ${ }^{9}$ As soon as $f$ is not almost-surely constant, obviously.

[^6]:    ${ }^{10}$ We thus count the number of actual lattice-orbit elements; we remark that, in the literature, the count of lattice elements $\gamma \in \Gamma$ such that $d_{\mathbb{H}}(\gamma \cdot i, i) \leq R$ often appears instead; the two quantities are proportional by a factor $\left|\operatorname{Stab}_{\Gamma}(i)\right|$.

[^7]:    ${ }^{11}$ As a matter of fact, Selberg's asymptotics is more accurate than the one recorded here, featuring a main term which involves, beside the hyperbolic area of the balls, additional terms depending on Laplace eigenfunctions for small eigenvalues; see [51, Eq. 1.13].
    ${ }^{12}$ We consider here the canonical left action $g \cdot \Gamma g^{\prime}=\Gamma g^{\prime} g^{-1}$ of $\mathrm{SL}_{2}(\mathbb{R})$ on $M$.

[^8]:    ${ }^{13}$ Specializing to our setup, effective mixing for the $\mathrm{SL}_{2}(\mathbb{R})$-action on finite-volume quotients $\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$ was first worked out in detail, to the best of our knowledge, by Kleinbock and Margulis in [36, Sec. 2.4] (see also [56]).
    ${ }^{14}$ As it is customary in the literature addressing such themes, we shall choose to work with spaces of left cosets whenever dealing with the lattice point counting problem. The map $g \Gamma \mapsto \Gamma g^{-1}$ establishes an $\mathrm{SL}_{2}(\mathbb{R})$-equivariant diffeomorphism, between $\mathrm{SL}_{2}(\mathbb{R}) / \Gamma$ and $\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$; every object we have defined on $\Gamma \backslash \mathrm{SL}_{2}(\mathbb{R})$ shall thus be identified (without altering notation) with the corresponding object in $\mathrm{SL}_{2}(\mathbb{R}) / \Gamma$ without further comment.

[^9]:    ${ }^{15}$ A straightfoward application of the formula in (7.2) shows that this equals the reciprocal of the cardinality of the finite group $\Gamma \cap \mathrm{SO}_{2}(\mathbb{R})$.

[^10]:    ${ }^{16}$ After the completion of a first draft of the present article, the authors were made aware of the unpublished manuscript [19] by S. Edwards, in which a weaker formulation of the quantitative equidistribution result in Theorem 1.8 is provided. The strategy of proof is entirely analogous to the one pursued here, and is there applied, more generally, to the quantitative investigation of the equidistribution properties of translated orbits of symmetric subgroups on homogeneous spaces of semisimple Lie groups.

[^11]:    ${ }^{17}$ Actually, the action is by analytic transformations of the Riemann surface $\mathbb{H}$.
    ${ }^{18}$ We recall that a lattice in a locally compact Hausdorff topological group $G$ is a discrete subgroup $\Lambda<G$ such that the quotient space $\Lambda \backslash G$ admits a non-zero $G$-invariant Radon probability measure. The lattice $\Lambda$ is cocompact if $\Lambda \backslash G$ is a compact topological space.

[^12]:    ${ }^{19}$ This follows at once from the definition of $L_{W}$ in (2.1) and the fact that $\rho_{g}$ is a unitary operator for any $g \in \mathrm{SL}_{2}(\mathbb{R})$.
    ${ }^{20}$ Clearly, we intend that the closed subspaces $W^{s}\left(H_{\mu, n}\right)$ are orthogonal with respect to the $W^{s}$-inner product defined in (2.4).

[^13]:    ${ }^{21}$ The counterpart of this relationship in classical Fourier analysis is well-known; the regularity of a function is closely interwoven with the decay rate at infinity of its Fourier coefficients.

[^14]:    ${ }^{22}$ Here, it really boils down to the fundamental theorem of calculus.

[^15]:    ${ }^{23}$ The claim amounts to the qualitative equidistribution statement that circle-arc averages of $f$ converge to its spatial average with respect to the uniform measure. This has been shown by Margulis (for complete circles) in [46] via a thickening argument resting on the mixing properties of the geodesic flow. We prefer not to invoke Margulis' result here, and instead prove directly this special case of equidistribution using spectral considerations coupled with mixing.

[^16]:    ${ }^{24}$ Formally, we would need to specify a Riemannian metric on the compact manifold $M$. For the purposes of the proof however, only boundedness of the relevant quantities matters, so that any such metric would serve our goal (cf. Remark 1.11(1)).

[^17]:    ${ }^{25}$ Uniqueness is a result of the fact that the uniform measure vol on $M$ is fully supported.

[^18]:    ${ }^{26}$ Notice that $\int_{M} f_{\mu, n} \mathrm{~d}$ vol $=0$ for every Casimir eigenvalue $\mu \neq 0$ and every $n \in I(\mu)$, as $f_{\mu, n}$ is orthogonal to the joint eigenspace $H_{0,0}$ which contains the constant functions. For the same reason, $\int_{M} f_{0, n} \mathrm{~d}$ vol $=0$ for every $n \in I(0) \backslash\{0\}$. Therefore, dominated convergence gives $\int_{M} f_{0.0} \mathrm{~d}$ vol $=\int_{M} f \mathrm{~d}$ vol.

[^19]:    ${ }^{27}$ Recall from Section 2.2 that the Casimir operator $\square$ acts as the Laplace-Beltrami operator $\Delta_{S}$ on $\mathrm{SO}_{2}(\mathbb{R})$-invariant functions.

[^20]:    ${ }^{28}$ Observe that we may dispense with the additional factor $T$ in the upper bound whenever $\nu_{f}^{\text {next }} \in \mathbb{R}$.

[^21]:    ${ }^{29}$ More accurately, this is the notion of a measurable coboundary; by the celebrated work of Livsic on the cohomological equation for Anosov flows (cf. [44]), the condition is actually equivalent to the seemingly more restrictive one of $U f_{0}$ being a continuous coboundary, namely of requiring the transfer function $g$ to be continuous.

[^22]:    ${ }^{30}$ Possibly with the exception of the case examined at the end of Section 6.2.

[^23]:    ${ }^{31}$ Actually, when $U f_{0}$ has zero average over $M, A_{T}=0$ and $B_{T}=\sqrt{T}$, any random variable may appear as distributional limit along an appropriate subsequence $\left(T_{n}\right)_{n \in \mathbb{N}}$ of times: see [16, Thm. 3.2].

[^24]:    ${ }^{32}$ The group $G$ is perfect, hence unimodular; thus $\mu_{G}$ is also a right Haar measure.

[^25]:    ${ }^{33}$ This is an elementary verification in hyperbolic geometry, for instance approximating circles with regular $n$-gons; their hyperbolic perimeter can be easily computed by means of explicit formulas for the hyperbolic distance (cf. [35, Thm. 1.2.6]) and of the hyperbolic cosine law (cf. [35, Thm. 1.5.2]).

    Similarly, the hyperbolic area of a ball is easily computed by approximation via the Gauss-Bonnet formula for the area of hyperbolic triangles (cf. [35, Thm. 1.4.2]).
    ${ }^{34}$ The terminology is common in the context of locally compact groups; see, for instance, [27, Sec. 2.5].

[^26]:    ${ }^{35}$ Namely, $U_{\delta}$ coincides with the set of inverses of its elements.

[^27]:    ${ }^{36}$ A straightforward modification of the effective argument we are running leads to the well-known non-effective convergence

    $$
    F_{R}(\Gamma) \xrightarrow{R \rightarrow \infty} \frac{\operatorname{covol}_{K}(\Gamma \cap K)}{\operatorname{covol}_{G}(\Gamma)} \in \mathbb{R}_{>0} .
    $$

