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ABSTRACT

The problems of data aralysis with hardw(a
p(ocessors are zevtewed and a descrigtien is gnven
for a prog This
168/E, hus Leen deslgnud lor use {n the LASS mul-
ti-processor system; it has an execution speed
comparable to that of the IBM 170/168 and uses the
subset of I8M 370 instructions appropriate to the
LASS analysls task.

1. INRODLCTION.

In tne Interest of performning systemnuc stu-
1ol

desi: for use with LASS.

* Minally, section 5 1s a suwary.

2. CRITERIA.

In order to speclfy the crlterla for “he LASS
hardware processor, & study was made of the data
analyls task. It was quickly reallzed thot the
inharent stiucture of the task lent itself matur—
ally to 8 aulti~proceasor system since the overall
task can be broken down fnty distinct sub-tasks
such as unpacking the raw data, finding space
points, £inding line segments, etc, These sub-
tasks gmetauy try all combinations of a pair of

dies in high energy nuclear physics, rge in t\u planes and search for a match
Epectrometers have been constructed at CERN, BNL, with planes. This
and SIAC [1). These spectrometers are capable of search lexds to n nesud loop stn.l:wn of the
taking data at such a rato that the amount of com— gub~tasks shich 28 for the 1
puting time required for the data analysis is asaunt of time rog for 1

becoming a major problem, At SLAC, for example,

the Large Aperture Solenold Spectrometer (LASS) |

has the capability of recordirg events on magnetic
tape at an average rate of an event every 10
milliseconds [2}. However, the mean time required
for processing an event at the SLAC computer cem—
ter is of the crder of 100 milliseconds.’* The
goal of the IASS processor project iS to process
the events @ as to cut down significantly the
amount of camputer time required to Support a LASS
experiment, With the advent of large detectors
and relatively inexpensive read-out electronics,
the problem of conputer suppott for the data anal-
ysis in IASS is fast becaming a familiar one faced
zl-;y mz[m experinenters in high encrgy nuclear phys-
cs [3].

sactlon 2 of this papar dlsnslses the criteria

The question remained, however, as to what set
of criterja one should use in selecting the indi~
vidual processors. The criteria used for LASS,
outlined in the following sectians, are similar to
those one might use in other projects wherher they
be sirgle or multl-processor systems.

2,1 SPEED OF EXECUTION.

The effestive execution speed of the overall
System must be about an order of magnitude faster
thon a lurge scale Computer Such as SLAC's IBM
370/168. Such spoeds are difficult to achleve
since the 379/168 has a cycle time of 82 nanose-
conda and can do A memory to reglster ADD in 4

1 while cyclas. It

section 3 teviews the components available for 8
implementation. section 4  describes the i
i

2,2 SPEED OF FROGRAMMING.,

* Work s reed the U.s. Department of m. An aspect Frequentl; nnaorm!mmd in hardware
s The sﬁpcmby consists of a ex g'namssqu projects is  the programming tine.
system with two I8M J‘lﬂ/lsa'a and one nn JSD 1. the intention is to duplicate in hardware a

(To be presented ar the llth Annuel Hicreprogramming Workshap, Asilomar, Pacific Grova, CA., November 19-22,
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cuanplex algorithm  which normally requires &
considerable uffort in software on a large compi—
ter, the means by which one will understand,
write, debug, and support the program in a hard—
ware processor 1s an important consideration.

2.3 FLEXIRILITY.

Progran  algorithns  freguently charvie as one
gal: ferience, encounters unforeseen problems,
of changes tiwe focus of the experiment in light of
preliminary data, ‘The programs may also change as
new or molifiod detectors are brought into the
apparatus, or different experiments &re run on the
same apparatus. It is important thereiore that a
processor's projram can be easily modified.

2.4 RELIASILITY,

‘Me processors and the gystem in which they are
contained should be as simple as possible in order
to achieve a3 high degree of relijability, A modu-
lar system would allow eaSy replacement of faulty
mxbules or the intruduction of upgraded cnes. The
modules should be mude of components which can be
replaced, if faulty, by parts readily available
from stock.

2.5 SPEED OF FABRICATION,

The fabrication time, which includes the time
it takes "o design, build and debug the processing
system, nust take into account the talents of the
people involved in the project. To be practical
one should make maximum use of technologies which
are alreadv well known.

2.6  CUST AND SIZE.

‘The cost and size are Important criteria if one
is going to have many parallel processors.

2.7  COMPATISILITY.

One would like to have a system which has maxi~
mum compatibility with existing equipment inclad=
ing the format In which the data is presented by
the detectors and tie physical cenfiguration of
the apparatus.

3. REVIEW 0P AVALLABLE COMPONENTS.

A frequently used approach to hardware process=
ing i3 to bul!d hardwlred boxes with point=to—
point logic.* It allws one to design an

2=

extremely fast processor. For example, nne can do
the calculation

XP = A X(1) + B ¥(j)

In the time it takes to do one multiplication and
one addition by building two parallel multipliers
Aand separate memory banks for X and Y.  Further-
more, 16 by 16 bit multiplication time can bLe
reduced to under 223 nanoseconds by using special-
izeqd interated circuits. This approach has beun
mode considerably casier in recent yvars witn the
availability of #5I and iLSI {nteqrated circuits.
But since the progran is effectively contained in
the (oint-to=goint wiring, it suffers from certain
severs disadvanrages. For exanple, tne writing of
a projran takes a considerable logic design effort
and the debwyging or changing of the program usu—

“ally involves rediring sections of the circuit.

Consequently, these processors take 4 lomy time w
build and debuy. Flexibility is limited when the
algorittm one would like to use has been simpli-
tled in order to be implemented in hardware and
only a limited range of progran chanjes are
allowed without a major rewoerking of wne cir=
cuitry. Alsn, reliability is impaired by the fact
that the circuits are one of a kind and hence can-
not be easily replaced and must be repaired by an
expert when faulty. Cost and size of such proces=
sors may be reasonable but frequently they are not
conpatible with existing equiprent. For the above
reasons it was decided that hardwired processors
were undesirable for a large spectrometer facility
such as LASS,

‘The required fast effec’..ve execution speed can
2lso be achieved by an array of programmable pro-
cessors. There are meny _..expensiva programmable
processnrs commercially available today which one
mignt consider as elaments in a multi-processor
system. Since in :ecent yeats the cost of mini-

ably 2.2 their speed
has lncreased, one miqht also consider their use
in such o system.

In order to compare various processors, a study
was made on the execution time of a simple DO-LOOP
which frequently occurs in the data analysis task
as the innermost DO-LOOP of many of the sub~tasks.
Qur studies show that for a space-point or line-
finding subroutine, the repeated execution of this
DO~LOOP can account for about half of the total
execution time. The execution time for this DO-
LOOP gives us a rough Idea of the execution speed
of various processors without running benetmark
prograns.

* For an excellent review with a large bibliogra—
phy see C. Verkerk, “Special Purpose Processors®,
Proc, 1974 CERN School of Computing, Goddysund,
Norway, August 1974.
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The equivalent FUHTRAN statemerts tor the [O-

LOP studied ace:
oD 188 1=1,8
IF {X(1) .LT. XP) GO TO 222
128 CONTINUE

28 CONTINUE

In machine code the DO-LOMP consists of only four
operations:

1) a CQMPARE of a reasured coordinate
with a predicted coorditate In
newry;

) & UAUCH If the conpare was low;

3; a DiCrement of the coordinate index
ard;

4) a BRANCH ta the top of the loop if
one has not exhausted the coordinate
lisz,

this simple

Table 3 shows the execution time of

- order of majnitwie fauter than the 373/164.

loop for varivus projcasmdle processofs. Cor
each processor wxcept the ¢lght—most twn, the code
was optimized in ausertly language wien 16 &ic
intsqger Jata, The approximate cost of eaca pro-
cessor, relative to the Intel B0dd, is also given.

The two popJlar XX ilCro=prov 5 sulier in
this comparisun because Of  trurir 8- “ord size,
thus the L&I-11 has a elear advantage over then,
The execution time of 4 typical mini-conputer is

represented by the POP-11/40 while that of an
advancwd  mini-conputee  with MG men,
POP-11/43, The FOP-11'S are hoth

processors, so  they also  repre
kin) of perforiance opu vuald acii=ve by
a mipi~computer with an ~ L51 dipular micro=proce:
sor shice such as the 28] series. The execution
time on an lb¢ 379/166 is shown for camparisen.
One shouls, tear in nind that to Mwet the real
data rate of [ASS one fiteds a system which is an
Thus
in a system of psrallel processors one would need
10 370/168's, 38 PDP-11745's, 7u PDP-11/40's, 160
LSI-11's or 288 Intel B8B¢'s. None of these
options is within our bunget and even if it were
it is deemed extremely difficult to organize the
interconnection of so many processors into a work-
able system.

TABLE 1.
COMPARISON OF PROGRAMMABLE PROCESSCRS

Manufacturer Intel Motorola DEC DEC DEC I8 SLAZ
Model 8082 6800 LSi-11 PDP-11/4@ | POP-11/45 376/?65 16%75
Progcam Code
Capare Xi and Xp 16.8 us 16.2 us 4.9 us 2.5 us 2.3 us 9,32 us .45 us
BRANCH [OW 5.2 4.8 3.5 1.4 2.5 8.24 2.15
DeCrament i 2,5 4.9 4.2 1.2 8.5 D.e3 .15
BieXCH Greater 5.8 4.0 s 1.8 8.9 0.3¢ .15
Tetal Time 28.5 28.p 16.1 6.7 2.8 l.00 0.98
Relative Cost 1 1 1.2 18 3o 3020 2
Another aspect of this comparison of processors — our needs. ‘The remainder of this paper discusses

is the difference in their Instruction set. For
example, the 6¥2@ ratches the performance of the
8283, in spite of its longer Tycle time, because
it reyuires only 7 instructions, rather than 9,
for O~LULP.  The LSI-L1, PDP-11's and 1BM 370
requice only 4 instructior €. In general, an uver—
aje proyrammer can produce faster and more effi-
cient code with a processor that has a more flexi-
ble instruction set. The [W4% 3707168 has a
certain advantage of the procecsors censidered,
havirg 16 working registers shich can be used
either as accowiators or index reyisters.

None of the available inexpunsive processors
are fast enough nor do they have a sufficlently
powerful instruction set. Consequently a program-
mable processor has been designed which would meet

the features of this processor.

4. THE LASS PROGAAMMABLE PROCESSCR:
T68/E

ianed

The LASS hardware pri have been d
so that they are very fast, easily prograwred, and
relatively low in cost. Each processor has the
executjon speed corparatle to an 1BM 370/168 and,
in order to minimize the programning task, the
pracessors have been designed to efficlently emu~
late a subset of the 378 machine instructjons.
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4.1 PRCCESSOR WARDWARE.

The processors, which have been given the nane
168/E, are dlvided into four parts: a program
aemory 24 bits wide, a data memory 32 blts wide,
an integer processing unit, and a floating-point
processing unit, The separation of program and
data memories, which allows simultaneous access to
them, is an Important feature for the speed of
execution. Flgure 1 shows a block diagram of the
processing unit, and the following paragraphs dis—
cuss its various features.

The integer g it is on one
circult board.  Its basic sections are the mlcro~
processor glice array with {ts associated control
logic, the branch control loglc, and the data
memory control logic. The most significant bits
of the program memory (the control field) deter—
mine the control section within the Integer pro~
cessing unit which will execute the instruction,
with data for the instruction in the remaining
bits (the data field),

0-MUux
ar ‘
0GF 8-2901a"s
{ OECCOE / P TH CL.A. Al
ICONTRGL LS B bRt
BRANCH
MEMORY 8. HA%/FULL
ULTIPLEXOR
5 pROGRAM DATA BUS g &
Y _BUS € 32 MaR
CTRI
i }z i
a o ZDOER
2 MEMORY
STATUS CTRL,
REGISTER | fORANCH 5 et
ERANCH lCTRL
LOGIC

ng:‘& 1 : Block diagren of the 169/E

R] ] 8DDRESS
REGISTER
32
PROGRAM DATA
24 16 MEMORY MEMORY 416 {32 3
BUS aus
MSHW LSHW

'The heart of the processing unit is aun array of
8 biplar LSI micro~processor 4-bit slices,
2991a.  As shown in figure 2, it camprises an 8
function Arithmecic Logic Unit; 16 adsessable
registers with dual port readout; an auxlliary
register Q which is used for double 3

‘The micro-processor slices require 18 bits of

ion to te an & X! 3 bits to
define the source operands, 3 blts to define the
function, 1 for the CARRY input, 3 bits to define
the destination, and 4 bits each ta define the two

shifes and maltiplication; and a shl!:lng network
at the register file input ports, In addition
there are status outputS to indicate CARRY or
QUERFLOW cnrdltions and ZERO or NEGATIVE results.

read ad of the register filie. A reglster
1s uded between the program namory amd che mizro—
procassar suces 3o that tho ipstruction feteh
c¢ycle can be ined, The simultaneous fetch
and execution eature of this processor s another



of the teasons for its high execution speed.

x:-1ral to the stice array is a 15 bit biracy
progiam counter. Moomally, the processor clock
steps the processor sequentially through the pro=-
gram memory. An unconditional BRANCH instruction
is executed by a parallel lead to the counter from
the data field of the program memovy ar the data
outmut of the slices.

The status bits from the slice are not bit for
bit the saze as the 378/168 condition code bits,
but with a few lagic gates the 2981A status bits
can be changed to match those of the 379/168
exactly. These modified status bits can then be
loaded iInto the condition cade register in the
integer processor. A conditional BRANCH instruc~
tion is executed by placing the counter in the
parallel load mode if the status bits of the slice
patch those in the curgent processor instruction.

MICROINSTRUCTION

DECOOE

Oy

~+ Qg

FliQ

SHIFTER -
SELEC™ "~

2-REGISTER

Figure 2 :
Block diagram of the 2921A

mPuT

‘o

| MULTIPLEXER l

CTORRY
N

8- FUNCTION ALU

|

|
a F
QuTRUT > I
ER
ENABLE MULTIPLE £E!
DATA QUT LGS

The for these pe can almast
always be written is such a way that the ERANCH
addresues are known at load ¢ime, and this address
can be In the program mewory data fleld data.
Thus, most BRANCH instructi can be in
one machine cycle.

A bardware multiplicatlon and divislon algo—
rithm has been implemented in the 168/E proces-
sors. It is done by momentarily stopt.lng the pro—
gran counter clock while cycllng the slices
through conditional ADD and SHIFT imstructions.

CARRY - DUT, OVERFLOW
2ERO, NEGATIVE, §, P

som

In order to allow for efficfent indexing of the
data memory, the data memory address is formed by
an ADD of bits from the data field of the program
memory and from the outputs of the slices. Data
may be written to the memory from the slices and
similarly data may be presented to the direct
inputs of tre slices frum the data memory of fram
the program memory.

All of the 168/E instruction that man}puiate
floating~point gquantities are executed by the
floating-point processing unit {not shown in

L




figure 1). This unit comprises a two—port
register file, an ALU, a contrul unit, and 3 hazd-
ware shifting network.

vhen a floating-point instruction is encoun—
tered by the 168/E, the clock to the integer pro-
cessor is stofped, and the floating-point proces—
sor s allowed to execute the lastruction, If the
instruction is one that catls far 3 settin; of the
condition codes, the appropriate information frem
the floating-..int processor is strobed into the
condition code register In the integer processing
unit, If the fleating-goint instruction requires
multiple clock cycles, the floatlins-polnt control
unit Stops the clock to the inteqer processor for
as lorg an is necessary. In the case of floating-
point instructions that require duta memory
accesses, the data memory address is generated by
the intejer processing unit, an! the data s
strobad into a working reglster In  the floating-
peint processor.

The ({loatiny-point processor can manipulate
quantities in either 32 or 48 bit precision. The
32 bit precision yields results identical to the
single precision of the 3728/168, while the 48 bit
length is a psu=do-double precision that has been
found to be soffivient f{or most calculations done
in LASS experinents. The precision of the float-
ing-point unit could have been extended by widen—
ing the data paths on the floatinjy-peint process-
ing unit, but since the interconnection camplexity
grows rapidly above 48 bits, a crupromite betwcen
cost and precision was made, This 48 Lit preci-
sion mode is the only place where the 168/E does
rot match the 379/i6B in the resulls it produces.

Since the floating~-point processing unit Is
constructed separately from the integer processing
unit, jts inclusion in a users 168/E processor is
optional.

4.2 PROCESS(R SOFTVRRE.

Important aspects of the processor's structure
will become apparent by comparison of the program
code generated to perform the DOL00P described
above. Table II shows the DO-LOOP implemented on
the 1BM 178/168 and the 16B/E processor. The
first fnstruction on the 378/168, cf. Table II,
is a COMPARE between the contents of a memory
location and ceyister B.  The memoty addeess is
formed by the sum of register 9 (the index reqis—
ter), reqlster 1@ (the base register), and 12 bits
from the Instruction (the displacement £0}. The
168/E pecforms the same operation in three micre—
instruction cycles. In the first cycle, the
slices execute an Instruction which places the sum
«f registers 9 and 1@ at its output. In the seu-
and, the dispiement fram the data field of the
program memory iu added to the outputs of the

_szices and loaded to the memory address reqister.

In the same cycle, the memory is switched to the
read mode and the data is strabed into a warking
register of the floating-point unit. 1n the third
cycle, the comparison is made in the floariny~
point unit between register and the working
register. ff the instruction had been an intejer
compare instead of a floating-point conpsTe,  Lian
the integer proceusor would have opar ted on the
data memory contents, As shown in Table II, tne
reraining three instrictions on the 170/168 can be
implemented {n one cycle euch on the 16H/E, using
the integer CPU only. Thus one  sues that e
structure of the LASS processor allows it to emu—
late the IBM 170 efficlently. Enulation is possi-
bie because both the 379/168 and tne 168/E have
the same number of working registers, can perforn
the sane arithmetic and legic operations, and have
the same form of data memory addressing and
brasching.

TABLE II.
Carparison of Program Lode Generated for 3707164 and 168/E

Progran Step Code for 370/168 Action of code for 16B/E
(Mpare Xi and Xp wop CE 0,EDL9,10) Slice: Reg. Y + Reg. 10 -> Slice-out
ED + Slice-out —> MAH, and
‘ Data Memory -> Working legister
. 0 = Worxil ister, and
(lgr;d. Code ~> E?C. istér
{Quipare)
BRANCH Low BL GUTE Branch: If less tran 0, QUIE —> P.C.
rement i 9,1 Slice: . 9= el =2 9, and
DECrement 1 SR 9 o< PRt T ﬁzsér
BHANCH Grcater B woe Brcanch: L€ greatec than ¢, 100P —> P.C.

A translator has Dbeen wriitbtun which ;:ali(es
bject code produced by the IBM Fortran H Optimiz-
‘i’na campuerl: and canzerta it to relocatable pro—
gram and Jata nodules in 168/E fommat, an

important aspect of thls process is the splitting
of progran instructions and local data constants
and variables into segarate areas, ready for load-

into the 16B8/E's separate progran and data

RPN



menories,  when possible, advantage is taken of
the 168/8's direct program memory addressing
scheme by changing IBM BRANCH instructions from
their digplacement plus base-register addressing
furnat to absnlite 168/t prograr memory address—
irey,  Execution time Ssaved by direct addressing
applies aisa t» the first 8K Bytes af local con—
stants and variables in data memory, where fixed
bagse registers mas be dispensed with entirely.

After trarstation a linker program is used. It
Eunctions exactly like the I Linkage Editor, in
takim all the 1G8/E object medules needed to cam
pose one camplete load module, and linking them
together. Address constants and direct addresses
are filled in or adj.sted at this time. By means
of control statements, the user may if he wishes
position ccmon-blocks, local data constants, and
progran code in specitic locations, accordimg to a
predelined pla..

tot all of the 378 Instrwiion set can be amu-
lateg by the 168/E, but all those instructions
neesdud  for track  rece sitruction hiave been @mu-
loterd, In fact, the 144 FORTHAN campiler reguires
anout Lhe same subset of 37 instructions as those
lumanled in the 168/E.  Those instructions not
nted deal with decimal arithmetic, charac-
ter ranijulation, system interrupr, and /0. By
:aplementing  all the instructions of the 378
5 reduced the cust and complexity of this
sof while Increaning {ts speed. The goal of
is to build fast programnsbile proces—
aspplications ard not t2 buwild a
i the entire instroc—

16 have built a processor with its own
unigue instruction set, tailored tn ones needs.
instead, tie 16B/E is Lased on the architecture of
the 37¢ for scveral important reasons. First ot
all. the wriling and delaraging of programs for the
164/E can be done on the 378/168 at the SLAC com—~
puter center,  Once a progtun  is ruming on real
14 Jated cata, it is e2sily translated to tne
instrustiun set of the 168/E.  Secondly, program

TH W d!e fanililar with Lhe 374 do not require
understanding of the 168/E process.t
in orider to preduce fast and efficient code. Even
the experimenters can write programs for the 168/E
bucaus of jts FUHTRAN capability. In addivion,

nee prograns o mot need Lo e Jebugged on a hard-
ware Lox with limited I[/0 cajubiiities.

4.4 SPEED AND COST

fmulation of the 37¢ has grearly reduced the
nurden of prograt.ing the LASS prucessers. The
guestion remaining, however, is how much emulation
of Lhe 3™ has cost us in execution spusd and the
dollar cost of the processors, The cycle time of
the 168/E is 150 nanoseconds, which Is siower than

-

the 378/168, but, as Table [ shows, the executing
time of the 168/t is actually campetitive with the
378/1%8.  Fast execution of the 168/t for LO-LOOP
shown canes mainly from the fact that BRANCH
instructions can oe done in one cysle, The
370/168 ogerates in a Rulti-prograsming enviror—
wment so that it spends rany cycles caluulatieg the
absolute address of the BRANCH. The basic DO-LOOP
of Table I is biased in favor of thz 168/t pecause
of the two BRANCH instructions. h better comzari-
son was made with complete programs, Programs
wers2 written on the 373/168 usiny FORTRAN H OPr=2
Compiler. With real data the execution time for
the program on the 168/E ls no worse than a factor
of 2 slewer,

st of the cost of the 168/E is in the program
and dats memories for the processor. The cost of
16K bytes of dat: mamory is abost $10P9, while BK
bytes (equivaient; of program memory cost around

T£750 at current mumory prices. The integer and

floating-point processor cost about 5508 and
$1u28, respentively., ‘These prices include canpo-~
nents, cireult boards, and  power supplies, but
exclude labor for assembly. Thus a canplete 168/E
with both processors, 96K bytes of data memory,
and 32K byte: leguivalent) of program memory
{roughly ke largect amount needed for LASS exper—
imenrs]  would cost about $10,880. The important
point is that the speed-cost ratin of the 168/t is
sufficiently high that a multi-processor system
that meets the needs of LASS Is ecoromically feas~
ible.

5. suvMARY.

The computer support for the data analysis in a
high data rate physics experiment is becoming a
faniliar problem. The fact that the analysis task
can be broken Jown into many simple sub-tasks has
led Rany experimenters t» thinking about wusing
hardware Lrocessors. The processors shovld have,
however, both hich execution spesd and projranma-
bility. Hard«ired processors can be cxirwicly
fast but taks 3 ccnsiderablc effort to desiyn and
maintain, Corrercially available prograruble
processors are either too slow or too custly o
meat our needs, even i & multi-processor Systium.

The hardware processing System in LASS »ili be
based on an array of fast programmable precessers.
Fach processor has an execution speed cosparaple
to an IBY 379/168 and enslates a subset of 374
machine testeoctions.  The proyrams for the pro-
cessurs can thus be written and debugged onh an 154
370 refore translation and loading to the hardware
Processnrs. The task of programming the proces-
S0rs appears to be no mare difficult Jhan tuat of
programing a large coputer since prograis cen be
written 1. FORIKAN. Only a srmall nunber of
cescors are needed to meet the goal of executing
at speeds ap order of magnitude greater than =
larje computer such as the 1BM 373/168.
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