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ABSTRACT 

Tlie problems of data analys i s with hardware 
processors are reviewed and a descr ipt ion i s given 
for a programmable processor- This processor, the 
16S/E, has been designed for use in the LASS mul­
t i -processor system; i t has an execution speed 
comparable to that of the IBM 370/168 and uses the 
subset of IBM 370 instruct ions appropriate to the 
LASS ana lys i s task. 

1. INTRODUCTION. 

In tne in teres t of performing systematic s t u ­
d i e s in high energy nuclear phys ics , severa l lorge 
spectrometers have been constructed a t CEHN, BNL, 
and SIAC [11. These spectrometers are capable of 
taking data a t such a rate that the amount of com­
puting t i n e required for the data ana lys i s i s 
becoming a major problem. Ac SLAC, for example, 
the U r g e Aperture Solenoid Spectrometer (LASS) 
has the capabi l i ty of recording events on magnetic 
tape a t an average rate of an event every 10 
mi l l i seconds [ 2 ] . towever, the mean t i n e required 
for processing an event a t the SLAC computer cen ­
t e r i s of the order of 100 mi l l i seconds .** The 
goal of the LASS processor project i s t o process 
the events so a s bo cut down s i g n i f i c a n t l y the 
amount of computer time required bo support a. LASS . 
experiment, with the advent of large detec tors 
and re la t i ve ly inexpensive read-out e l e c t r o n i c s , 
the problem of computer suppott for the data anal­
y s i s In LASS i s fas t becoming a familiar one faced 
by many experimenters i n high energy nuclear phys­
ics 131. 

Section 2 of this paper discusses the criteria 
imposed on hardware processing in general while 
section 3 reviews the components available for 
implementation. Section 4 describes the 

* hbrk supported by the U.S. Department of Energy. 
** The SLi- computer center consists of a triplex 
system with two IBM 370/168'e and one IBM 360/51. 

programmable processor designed for use with LASS, 
' Finally, section 5 i s a sumary-

2. CRITERIA. 

In order to specify the criteria for the LASS 
hardware processor, a study was made of the data 
analyis task. Zt was quickly realized that the 
Inherent structure of the task lent itself natur­
ally to a flulti-processor system since the overall 
task can be broken down into distinct sub-tasks 
such as unpacking the raw data, finding space 
points, finding line segments, etc. These sub-
tasks generally try all combinations of a pair of 
coordinates in two Planes and search for a match 
with coordinates in the remaining planes. This 
search leads to a nested loop structure of the 
sub-tasks which accounts for the considerable 
amount of computer time required for execution. 

The question remained, however, as to what set 
of criteria one should use in selecting the indi­
vidual processors. The criteria used for LASS, 
outlined in the following sections, are similar to 
those one might use in other projects whether they 
be single or multi-processor systems. 

2,1 SPEED OF EXECUTION. 

The effective execution speed of the overall 
system must be about an order of magnitude faster 
than a large scale computer such as SLftC's IBM 
370/163. Such speeds are difficult to achieve 
since the 370/168 has a cycle time of 80 nanose­
conds and can do a memory to registe*. ADD in 4 
cycles. 

2,2 SPEED OF mOOWMINO. 
to aspect frequently underestimated in hardware 

processing projects Is the programming tine. 
Since the Intention Is to duplicate In hardware a 

(To be presented at the Uth Annual Microprogramming Hbrkahop, Aailomar, Pacific Grove, CA.. November 19-22, 1978) 
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complex algor i thm which normal1/ r equ i r e s a 
cons ide rab le u f fo r t in software on a l a rge compu­
t e r , the means by which one w i l l unders tand, 
w r i t e , debug, and support the program in a ha rd ­
ware processor i s an important c o n s i d e r a t i o n . 

2.3 fuxintUTl. 

Progian a lgor i thms f requent ly change as one 
gttina upper ience , encounters unforeseen problems, 
o r changes t h e focus o£ t h e experiment in l i g h t of 
prt . l ir i ir .ary d a t a . I h e programs nay a l s o change a s 
new or modified d e t e c t o r s a r e brought i n to the 
a p i ^ r a t o s , or d i f f e r e n t experiments an* run on the 
same appara tus . I t i s important t he re fo re t h a t a 
p r o c e s s o r ' s program can be e a s i l y modif ied . 

2.4 HliLIAbIL_m. 

The processors and the system In which they a r c 
contained sliould be a s s imple a s p o s s i b l e in order 
t o achieve ? high degree of r e l i a b i l i t y . A modu­
l a r system wouU allow easy replacement of f a u l t y 
modules o r the i n t roduc t i on of upgraded o n e s . The 
modules should be mede of components which can be 
r ep l aced , i f f a u l t y , by p a r t s r e a d i l y a v a i l a b l e 
from s t o c k . 

2 .5 SPEED OF FABRICATION. 

The f a b r i c a t i o n t ime, which inc ludes the time 
i t t ake s ':o des ign , bui ld arvi debug the process ing 
system, n.ust take in to account the t a l e n t s of the 
people involved In the p r o j e c t . Tb be p r a c t i c a l 
one should ma«e maximum use of t echnolog ies which 
a r e a l ready well known. 

2.6 COST AMD SIZE. 

The cos t and s i z e a r e important c r i t e r i a i f one 
i s going to have many p a r a l l e l p r o c e s s o r s . 

2 .7 COMPATIBILIT*. 

One would l i k e t o have a system which has maxi­
mum c o m p a t i b i l i t y with e x i s t i n g equipment i n c l u d ­
ing the format in which the da ta i s presented by 
t h e d e t e c t o r s and tiie phys ica l conf igu ra t ion of 
t h e a p p a r a t u s . 

3 . REVIEW OF AVAILABLE COMPONENTS. 

A f r e q u e n t l y used approach t o hardware p roces s ­
ing i s t o b u i l d hardwired boxes with p o i n t - t o -
p o i n t l o g i c * I t a l lows one to des ign an 

ex t rone ly f a s t p rocessor . For example, nne can do 
the c a l c u l a t i o n 

XP • A X(l) + B ¥( j ) 

in the time i t t ake s t o do one m u l t i p l i c a t i o n and 
one add i t i on by bu i ld ing two p a r a l l e l m u l t i p l i e r s 
and sepa ra t e memory banks for X and '/. F u r t h e r ­
more, 16 by JG b i t m u l t i p l i c a t i o n time can be 
reduced to under 230 nanoseconds by using s p e c i a l ­
ized in t eg ra ted c i r c u i t s . This approach h a s been 
made cons iderably ea s i e r in recen t years witn t h e 
a v a i l a b i l i t y of KSI and LSI i n t eg ra t ed c i r c u i t s , 
but s i nce the program i s e f f e c t i v e l y contained in 
the [ jo in t - to -po in t w i r ing . I t s u f f e r s crom c e r t a i n 
auvef: d i sadvan tages . For example, tne wr i t i ng of 
a program takes a cons ide rab le l og i c design e f f o r t 
and the debugging or changing of t h e program usu-

' a l l y involves rewiring s e c t i o n s of the c i r c u i t . 
Consequently, these processors take a long time to 
bu i ld and debug. F l e x i b i l i t y i s l imi ted when the 
a lgor i thm one would l i k e t o use has been s i m p l i ­
f ied in o rder t o be implemented in hardware and 
only a l lmitud range of program changes a r e 
allowed without a major reworking of enc c i r ­
c u i t r y . Also , r e l i a b i l i t y I s impaired by tlte far„-t 
t h a t the c i r c u i t s a r e one of a kind and hence can ­
no t be e a s i l y replaced and must be repa i red by an 
exper t when f a u l t y . Cost and s i ze of such proces­
s o r s may bo reasonable but f requent ly they a r e not 
compatible with e x i s t i n g equipment. For the above 
reasons i t was decided t h a t hardwired p rocessors 
were undes i rab le for a l a r g e spectrometer f a c i l i t y 
such a s LASS. 

The required fas t e f fec ' . .ve execut ion speed can 
a l s o be achieved by an a r r a y of programmable p r o ­
c e s s o r s . There are many —.expensive programmable 
p rocessors commercially a v a i l a b l e today which one 
mignt consJ-Jer a s e lements in a mul t i -p rocessor 
sys tem. S ince in r ecen t yea r s t h e c o s t of m i n i ­
computers has dropped cons iderab ly and t h e i r speed 
has inc reased , one might a l s o consider t h e i r use 
in such a system. 

En order to compare va r ious p r o c e s s o r s , a s tudy 
was made on the execut ion t ime of a s imple DO-LOOP 
which f r equen t ly occurs in the da ta a n a l y s i s t ask 
a s the innermost DO-LOOP of many of the s u b - t a s k s . 
Our s t u d i e s show t h a t for a space-point or l i n e -
finding sub rou t ine , t h e repeated execut ion of t h i s 
DO-LOOP can account for about ha l f of t h e t o t a l 
execut ion t ime. The execut ion time for t h i s DO-
LOOP g ives us a rough idea of the execut ion speed 
of var ious p rocessors without running benchmark 
programs. 

* For an e x c e l l e n t review wi th a l a r g e b i b l i o g r a ­
phy see C. Verkerk, "Special Purpose Processors" , 
Proc . 1974 CERN School of Computing, Goddysund, 
Norway, August 1974. 
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The equ iva len t FCKTKAh1 s t a t e n w r t s Cor the DO-
LOOP s t u d i e d a r e : 

DO 13S 1=1,N 
IF (X(l) .LT. XP) GO TO 200 

100 CONTINUE 

222 COtfTIKUE 

in machine- code the lo-LOOp c o n s i s t s of only four 
o p e r a t i o n s : 

1) a CCr.PA^E of a neasured coordina te 
with a p red ic ted coord ina te in 
mwiury; 

i j a UoVJCH i f t h e compare was low; 

3; a l&Crener.t of the coord ina te index 
and; 

4) a BRANCH to the t o p of the loop iC 
one has not exhausted try* coord ina te 
l i s t . 

Table 1 shows the execut ion time of t h i s s imple 

loop Eor va r ious pryjiar.T_ible p r o c e s s o r s . s-tr 
each processor Mcept tr.v r njliL-mos; two* the code 
was optimized in a-isexLl/ language v-itfi 16 b i t 
in tw>T J a t a . Tt.e approximate cos t of eaen p ro ­
c e s s o r , r e l a t i v e to the I n t e l B0ti0, i s a l s o g iven . 

The two pop-ilar KXi :iicrt.-piui.---';.:vjrs s u i t e r in 
t h i s comparison be-caust? of enmr 8 - b i t «Jcrd s i z e , 
thus the L.HI-11 h s s a c l e a r advantage over t hen . 
•Hie execut ion time o£ a t y p i c a l mini-conputer i s 
represen ted by the KHMlyMiJ whi le tit.it of an 
advanced mini-cfinput-.-r with M«; n e i i r / by t h e 
FJP-11/43. fliu f 'UP-il 'u a r e botti -Ti!cr..-;-rojr.ir.T.tij 
p rocessor s , so they a l so r epr er.L-n t r-ji/jhly tr.e 
k in ) of puriori«iiicu o w c^j ld j-'j.i-sve by ' i e s i j u i ; ^ 
a mini-canput.:r with .m - Li;i b i p o l a r raicro-proct",-
s o r s l i c e !iix:h a s the 2WI1 s e r i e s . The execut ion 
t ime on an IbM 37D/16S i s shown for comparison. 
One shutilo t<t;ar ir. n ind t h a i t o r.'--t-'t ttie reaL-*.:i:*-
d a t a r a t e of l#v& cne fi««sds a sys tun which i s an 

• order of ma-jnitucjL- f a s t e r than the 373/16*. Thus 
in a system of para) 1*1 processors one would ntsed 
10 370 /168 ' s , 30 PDP- l l / ' l S ' s , 7[J PDP- l l /4 t f ' s , 160 
L S i - l l ' s or 280 I n t e l 8 0 6 0 ' s . None of t he se 
op t ions i s wi th in our budget and even i f i t were 
i t i s deemed ex t r e n d y d i f f i c u l t to o rgan ize the 
in te rconnec t ion of so many p rocesso r s i n t o a work­
ab le system. 

TABLE I . 
COMPARISON OP PH03W-MABLE PKOCESSCRS 

Manufacturer 
Model 

I n t e l 
8883 

Motorola 
6800 

DEC 
LSI-11 

DSC 
PDP-11/40 

DEC 
PDP-11/45 

ISM 
370/168 

sue 
168/E 

Program Code 

CCHpare xi and Xp 16.3 us 16.3 us 4.9 us 2.5 us 3.9 us 0,32 us 0.45 us 
BitAhCH f-Ott 5.0 4.0 3.5 1.4 0.5 0.24 0.15 
EtCranent i 2 .5 4 . 0 4 .2 1.0 0 . 5 0 .03 0 . 1 5 
BHANCH Greater 5.0 4 .0 3 .5 1.8 0.9 0.3C 0 .15 

Total Time 28.3 28.0 16 .1 6.7 2-8 1.00 0.90 

Re la t ive Coat 1 1 1.2 10 30 3000 2 

Another aspec t of t h i s comparison of p rocessors 
i s the d i f f e r ence in t h e i r i n s t r u c t i o n s e t - For 
example, the fitjpa c a t c h e s the performance of t h e 
B3Q3, in s p i t e of i t s longer c y c l e t ime , because 
i t r e q u i r e s only 7 i n s t r u c t i o n s , r a t h e r than 9 , 
for tne W-LWJP. T-ie 151-11, PDP-11 *s and IBrt 370 
requ i re only <i i n s t r u c t o r a. In g e n e r a l , an aver ­
age proyrammer can produce f a s t e r and more e f f i ­
c i e n t code with a processor t h a t h a s a more f l e x i ­
b l e i n s t r u c t i o n s e t . The ia*'. 370/168 has a 
c e r t a i n advantage of t h e p rocessors cons ide red , 
having 1G working r e g i s t e r s *rtiich can be used 
e i t h e r a s accumulators o r index r e g i s t e r s . 

None of the a v a i l a b l e inexpensive p rocessors 
a r e fas t enough nor do they have a s u f f i c i e n t l y 
powerful I n s t r u c t i o n s e t . Consequently a program­
mable processor has been designed which would meet 

our needs . The remainder of t h i s paper d i s c u s s e s 
t h e f e a t u r e s of t h i s p rocessor . 

4 . THE LASS FKOfflAMMABLE PROCESSOR; 

The LASS hardware p roces so r s have been designed 
so thac they a r e very Cast , e a s i l y progra.Ttr.ed, and 
r e l a t i v e l y low in c o s t . Each processor has t h e 
execut ion speed ca rpa rab l e t o an IBM 370/168 and, 
in order to minimize the programming t a s k , the 
p rocessors have been designed to e f f i c i e n t l y emu­
l a t e a subset of the 370 machine i n s t r u c t i o n s . 

http://tit.it
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4 . 1 PROCESSOR HARDWARE. 

The p r o c e s s o r s , which have been given t h e name 
166/E, a r e d iv ided In to four p a r t s : a program 
memory 24 b i t s wide, a d a t a maaory 32 h i t s wide , 
an in teger processing u n i t , and a f l o a t i n g - p o i n t 
process ing u n i t . The sepa ra t i on of program and 
da t a memories, which al lows simultaneous acce s s t o 
them, i s an Important fea ture for the speed of 
execu t ion . Figure 1 shows a block diagram of the 
process ing u n i t , and t h e following paragraphs d i s ­
cuss i t s v a r i o u s f e a t u r e s . 

The In teger process ing u n i t I s conta ined on one 
c i r c u i t board . I t s b a s i c s e c t i o n s a r e the mic ro ­
processor s l i c e a r r a y wi th I t s a s s o c i a t e d c o n t r o l 
l o g i c , t h e branch c o n t r o l l o g i c , and the da t a 
memory con t ro l l o g i c . The most s i g n i f i c a n t b i t s 
of t h e program memory ( the c o n t r o l f i e ld ) d e t e r ­
mine the c o n t r o l s e c t i o n wi thin the In teger p r o ­
cess ing u n i t which w i l l executa the i n s t r u c t i o n , 
wi th da t a fo r the i n s t r u c t i o n In t h e remaining 
b i t s ( the da t a f i e l d ) . 

PROGRAM 
DECODE/ 
CONTROL 

O-MUX * 

PROGRAM 
DECODE/ 
CONTROL 

WAR ' PROGRAM 
DECODE/ 
CONTROL 

PROGRAM 
DECODE/ 
CONTROL 

BRANCH' 

MEMORY* 

!TNSTRUCTION| 

PROGRAM DATA BUS 

PROGRAM 
COUNTER 

MULTIPLEXOR 

PROGRAM • 
COUNTER 

:LOCK 
PROGRAM • 
COUNTER 
PROGRAM • 
COUNTER "I 

PROGRAM 
16 MEMORY 

BUS 

ADDRESS 
2<9 BIT MEMORY 

DATA OUT 

Plgui i l i Block diagram of the 163/E 

The heart of the processing unit Is an array of 
8 bipolar LSI micro-processor 4-bit s l ices, the 
2901A. As shown In figure 2, i t comprises an 8 
function Arithmetic Logic Unitj W adressable, 
registers with dual port readout; an auxiliary 
register 0 which is used for double precision 
shifts and multiplication; and a shifting network 
at the register f i le Input porta. In addition 
there are status outputs to Indicate CARR1T or 
OVERFLOW conditions and ZERO or NEGATIVE results. 

Use microprocessor slices require 18 b i t s of 
information to execute an instruction: 3 b i t s to 
define the source operands, 3 bi ts to define the 
function, 1 for the CARRY input, 3 bi ts to define 
the destination, and 4 bi ts each to define the two 
read addresses of the register f i ie . A register 
Is used between the program nsnory and the micro­
processor slices 30 that the instruction fetch 
cycle can be pipelined. The simultaneous fetch 
and execution feature of this processor i s another 



of the reasons foe i t s high execution speed. 

cacvinal to the slice array is a i s bit binary 
program counter. Normally, the processor clock 
steps the processor sequentially through the pro­
gram memory. An unconditional BR/JCH instruction 
i s executed by a parallel lead to the counter from 
the data field of the program memory or the data 
output of the slices. 

The status bi ts from the sl ice are not bi t for 
bi t the same as the 370/168 condition code bi ts , 
but with a few logic gates the 2901A status b i t s 
can be changed to match those of the 370/168 
exactly. These modified status b i t s can then be 
loaded into the condition code registeir in the 
integer processor. A conditional BRANCH instruc­
tion is executed by placing the counter in the 
parallel load mode if the status bi ts of the slice 
natch those in the current processor instruction. 

JL 
rnTTTTTTT 

|—>0o 

yon 
E 

O-OFCT 

IfjPUT 

•+{ Q-BEGlSTER 

riPLE 

3E 
MULTIPLEXER MULTIPLEXER 

IE 
S- FUNCTION ALU 

TT 

OUTPUT 
ENABLE " 

I f if 
1 MULTIPLEXER 

•U 
DATA OUT 

Jl 

Figure 2 : 
Block diagram of the 2901A 

The proyraras for these processors can almost 
always be written is such a way that the BRANCH 
addresses aru known at load time, and this address 
can be -N the program memory data field data. 
Thus, most EWANCH instructions can be executed in 
one machine cycle. 

A hardware multiplication and division algo­
rithm has been Implemented in the 168/E proces­
sors. It is done by momentarily stopping the pro­
gram counter clock while cycling the slices 
through conditional ADO and SHIFT instructions. 

CARRY - O j r . OVERFLOW 
2ERO. NEGATIVE, C. P ; 

In order to allow for efficient indexing of the 
data memory, the data memory address i s formed by 
an ADO of bits from the data field of the program 
memory and from the outputs of the s l ices . Data 
may be written to the memory from the slices and 
similarly data may be presented to the direct 
inputs of the slices frura the data memory or from 
the program memory-

All of the 168/E instruction that manipulate 
floating-point quantities are executed by the 
floating-point processing unit (not shown in 
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f i g u r e 1 ) . ' i l l ' s u n i t comprises a two-port 
r e g i s t e r f i l e , an ALU, a c o n t r u l u n i t , and a ha rd ­
ware s h i f t i n g network. 

Mien a f l o a t i n g - p o i n t i n s t r u c t i o n i s encoun­
t e r e d by the 168/E, t h e clock t o the in tege r p r o ­
c e s s o r i s sto[<ped, and the f l o a t l n j - p o i n t p r o c e s ­
s o r i s allowed t o execute the i n s t r u c t i o n . If the 
i n s t r u c t i o n i s one t h a t c a l l s for a s e t t i n g of the 
cond i t ion codes , the appropr ia te information from 
t h e f loa t ing - ; .Mnt processor i s s t robed Into the 
condi t ion code r e g i s t e r in the in teger processing 
u n i t . If the f l o a t i n g - p o i n t i n s t r u c t i o n r e q u i r e s 
m u l t i p l e clock c y c l e s , the f l o a t i n g - p o i n t c o n t r o l 
u n i t s tops tne clock to the in teger processor for 
a s long ar- i s necessary . In the case of f l o a t i n g ­
p o i n t i n s t r u c t i o n s t h a t r e q u i r e da t a memory 
a c c e s s e s , the da ta memory address i s genera ted by 
the in teger processing u n i t , and the d a t a I s 
s t robed in to a working r e g i s t e r in the f l o a t i n g ­
p o i n t p rocessor . 

The f l o a t i n g - p o i n t processor can manipulate 
q u a n t i t i e s in e i t h e r 32 or 48 b i t p r e c i s i o n . The 
32 b i t p r ec i s ion y i e l d s r e s u l t s i d e n t i c a l to the 
s i n g l e p r e c i s i o n of the 370/169, wh i l e the 48 b i t 
l eng th i s a psuedo-double p rec i s ion tha t has been 
found t o be s u f f i c i e n t for most c a l c u l a t i o n s done 
in LASS exper iments . "Hie p rec i s ion of the f l o a t ­
ing -po in t u n i t csuld have been extended by widen­
ing the da ta paths on the f l oa t i ng -po in t p rocess ­
ing u n i t , but s ince the in terconnect ion c x i p l e x i t y 
grows rap id ly above 48 b i t s , a compromise between 
cos t and p rec i s ion was made. This 45 t i t p r e c i ­
s i o n mode i s the only p lace where the -68/E does 
no t match the 370/16B in the r e s u l t s i t produces . 

Since the f l o a t i n g - p o i n t processing u n i t i s 
cons t ruc ted s e p a r a t e l y from the in teger processing 
u n i t , i t s i nc lus ion in a use rs 16P/E processor i s 
o p t i o n a l . 

BKANQI Low BL QOTE 
DECrentent i SR 9 , 1 

BHANCH G r e a t e r BWI LOOP 

A t r a n s l a t o r has been w r i t t e n which t akes 
o b j e c t code produced by t h e IBM For t ran H Optimiz­
ing Compiler, and conve r t s I t to r e l o c a t a b l e p r o ­
gram and d a t a nodu les in 168/E format . An 

4 .2 PROCESSOR SOFTWARE. 

Important a s p e c t s of t h e p r o c e s s o r ' s s t r u c t u r e 
w i l l become apparent by comparison of t h e program 
code generated t o perform t h e DO-LOOP descr ibed 
above. Table I I shows t h e DO-LOOP implemented on 
the IBM 370/168 and the 168/E p r o c e s s o r . The 
f i r s t i n s t r u c t i o n on the 370/168, c f . Table I I , 
i s a COMPARE between the c o n t e n t s of a memory 
l o c a t i o n and r e g i s t e r 0 . The memory address i s 
formed by the sum of r e g i s t e r 9 ( the index r e g i s ­
t e r ) , r e g i s t e r 10 (the base r e g i s t e r ) , and 12 b i t s 
from the i n s t r u c t i o n ( the displacement ED). TYie 
168/E performs the same opera t ion iii t h r ee micro­
i n s t r u c t i o n c y c l e s . In the f i r s t c y c l e , the 
s l i c e s execute an I n s t r u c t i o n which p laces the sun 
of r e g i s t e r s 9 and 10 a t i t s o u t p u t . In tl>e s e c ­
ond, t h e d l s p i ranent from the da ta f i e l d of the 
program memory i s added to the o u t p u t s of the 
i i i i t ;es and loaded to the memory address r e g i s t e r , 
in the same c y c l e , the memory i s switched to the 
read mode and the da ta i s s t robed in to a working 
r e g i s t e r of t h e f l o a t i n g - p o i n t u n i t . In the th i rd 
c y c l e , the comparison i s made in the f loa r tn - j -
po ln t u n i t between r e g i s t e r a and the --orking 
r e g i s t e r . If t h e i n s t r u c t i o n had been an in teger 
compare ins tead of a f l o a t i n g - p o i n t c«np/-re, t.'.en 
thft in teger processor would have opt-r .ted on the 
data memory c o n t e n t s . As shown in Table I I , trie 
remaining th ree i n s t r u c t i o n s on the J7B/168 can be 
implemented in one cyc le eddh on t.'te 168/1!, -jning 
the in teger CPU o n l y . "rt.i^ one w;es t h a t tr.e 
s t r u c t u r e of the LASS processor allows i t to enu-
l a t e the IBM 373 e f f i c i e n t l y . Emulation i s p o s s i ­
b l e because both the 379/168 and trx 168/E have 
t h e same number of working r e g i s t e r s , can perform 
the sane a r i t h m e t i c and l og i c o p e r a t i o n s , and have 
the same form of da t a memory address ing and 
brarichlng. 

important aspec t of t h i s process i s the s p l i t t i n g 
of program i n s t r u c t i o n s and l oca l data cons t an t s 
and v a r i a b l e s i n to separa te a r e a s , ready for l oad ­
ing i n to the 168/E ' s s epa ra t e program and da ta 

•CABLE I I . 
Comparison of Program Code Generated fo r 370/168 and 168/E 

program Step Code for 370/168 Action of code for 16B/E 

COMpare Xi and Xp LOOP CE 0,EO[9,10) S l i c e : Reg. 9 + Keg, 1U S l i c e : Reg. 9 + Heg, 1U -> s l i c e - o u t 
Memory: ED + s l i c e - o u t -> MRU, and 
F.P.Pt Data Memory -> working i i eg i s t e r 
F .P .P : Keg. 0 - Wording Reg i s t e r , and 

Lond. Cede -> C . c . Reg i s t e r 
(CUHpare) 

Branch: If l e s s tnan 0 , GOTE -> p .C . 
S l i c e : Keg, 9 - Keg. 1 -> heg . 9 , and 

Cond. Code -> C.C. Reg i s t e r 
Branch: If g r e a t e r t han 0 , LOOP -> P .C. 



ma-iories. fchen p o s s i b l e , advantage i s taken of 
the 1 6 8 / s ' s d i r e c t protean memory address ing 
scheme tiy changing 1*1 BIVL'CH i n s t r u c t i o n s from 
t h e i r d i sp lacanen t plus bas-3-regis ter address ing 
f i*rr.at to absol j te 168/ i program, memory a d d r e s s -
i .vj . Execution time saved by d i r e c t address ing 
a p p l i e s a l s o tv> t h e f i r s t 8K Bytes of l o c a l con­
s t a n t s and v a r i a b l e s in da ta memory, where f ixed 
base r e g i s t e r s ma/ be dispensed with e n t i r e l y * 

After t r a n s l a t i o n a l i n k e r program i s used. I t 
func t ions exac t ly l i ke tho IBM Linkage Edi to r , in 
taking a l l the 1GS/E ob jec t modules needed to com­
pose one complete load module, and Unking them 
t o g e t h e r . Address c o n s t a n t s and d i r e c t addresses 
a r e f i l l e d in or adjusted a t t h i s t i m e . By means 
of con t ro l s t a t emen t s , the user may i f he wishes 
p o s i t i o n ccvunon-blocks, l o c a l da t a c o n s t a n t s , and 
program code in s p e c I l i e l o c a t i o n s , according t o a 
predef ined pi*-.. 

tot a l l of tl>e 370 i n s t r u c t i o n s e t can be anu-
lau-c by the 16S/E, but a l l thoiie i n s t r u c t i o n s 
nbwJud for t rack recc n i l ruc t ion have been snu-
latc-'l. In f a c t , the IUM FCWIKAN compiler r equ i r e s 
af/out the same subse t of 370 i n s t r u c t i o n s a s those 
:r.;.]ur.e'>LeJ in tne 168/E. Tnose i n s t r u c t i o n s not 
In-f ler.onted dual with decimal a r i t h m e t i c , c h a r a c ­
t e r T a n i f o l a t i o n , system i n t e r r u p t , and I /O. By 
not implementing a l l the i n s t r u c t i o n s of the 370 
on-.- has rc<ijci.-J thu cust and complexity of t h i s 
i.x<j2fi..*it hTiilu increas ing i t s ijpeed. Tne goal of 
t.Mii projuct i'i to bui ld fas t programmable p roces ­
s o r s I'ji physics a p p l i c a t i o n s ar.i not t* bui ld a 
•ji.-.tfr»I p u r p l e conpj ter with t h e e n t i r e i n s t r u c ­
t o r , s e t c l t:.e : a i 373. 

A, 3 WHY E/4ULATE? 

Che ccjijjo have b u i l t a processor with i t s own 
ur.iqju i n s t r u c t i o n s e t , t a i l o r e d tn ones needs . 
Inote.vi , t i * 166/E i s based on the a r c h i t e c t u r e of 
the 37a l o r severa l important r easons . F i r s t o t 
a l l . thtr wr i t ing and debugginy of programs fof the 
16a/E can be done on the 370/168 a t the SLAC com­
pute r c t n t e r . Crice a pro^rttn i s running on r e a l 
or vir.j]3U»J dat-a, i t i s e a s i l y t r a n s l a t e d to tne 
i n s t r u c t i o n s a t of the 163/E. Secondly, pro^ram-
•s'.-ra w;o rire f a r u l i l a r with the 37d do not reO/Jire 
airy K^.-cirtl uider s tandi rig of the 168/E procifRS-.r 
in c r i e r to produce £a:it anc e f f i c i e n t code. Even 
the exper imenters can wr i t e programs for the 168/E 
because of i t s FCKTHAN c a p a b i l i t y . rn a d d i t i o n , 
t:.f- programs rio nut need to ue debugged on a ha rd ­
ware La* ^ I t h l imi ted I/O c a p a b i l i t i e s . 

4.4 SPEED AND CC6T 

ftnulation o£ the 37S has g r e a t l y reduced the 
aurden of p rograming the LASS p r o c e s s o r s . The 
ques t i on remaining, however, i s how much emulation 
of the 3"*0 has cos t us in execut ion spu-d and the 
d o l l a r co s t of t h e p roces so r s . The c y c l e t ime of 
t h e 168/K i s 150 nanoseconds, which i s slower than 

t h e 370/168, b u t , a s Table I sho-is, th« execut ing 
time of the 168/ t i s a c t u a l l y compet i t ive with the 
370 / l ' i8 . Fast execut ion of the 168/E for LJO-LOOp 
shown canes mainly from the fac t t h a t BRANCH 
I n s t r u c t i o n s can oe done in one c y j l e . The 
370/168 o p e r a t e s in a rtult i-prograr.Ti. ig env i ron-
ment so t h a t i t spends many c y c l e s c a l c u l a t i n g tiie 
abso lu te address of the BRANCH, The b a s i c DO-LCOP 
of Table I i s b iased in favor of th? 168/E cecaiis-.-
of the two BRANCH i n s t r u c t i o n s , A b e t t e r compari­
son was made wi th complete programs. Programs 
wera wr i t t en on the 370/168 using FCRTftA?.' H OPT*2 
Compiler. With r e a l d a t a the execut ion t ime for 
the program on the 168/E i s no worse than a fac tor 
of 2 s lower . 

•tost of the cos t of the 168/E i s in the program 
and data memories for the p roces so r . Ihe cos t of 
16K b y t e s of dau- memory i s abo j t $1000, wh i l e 8K 
by te s (euj iva ie . i t / of program memory cos t around 

'$750 a t cu r ren t memory p r i c e s . Tne in teger and 
f l o a t i n g - p o i n t processor co s t abo^t $500 at»d 
$1030, r e s p e c t i v e l y . These p r i c e s Include compo­
n e n t s , c i f t u i t b o a r d s , and power s u p p l i e s , but 
exclude labor for assembly. Thus a complete 168/E 
wi th bo'J) p r o c e s s o r s , 96K b y t e s of d a t a memory, 
and 32K byte-" t equ iva len t ) of program minory 
(roughly the l a r g e s t amount needed fo r LASS expe r ­
iments) would cos t about $10,000. The important 
po in t i s t h a t the speed-cos t r a t i o of the 366/2 i s 
s u f f i c i e n t l y high t h a t a mu l t i -p roces so r system 
t h a t meets the needs of LASS Is economically f e a s ­
i b l e . 

5 . SIKMARY. 

The conputer suppor t for the da ta a n a l y s i s in a 
high data r a t e physics experiment i s becoming a 
famil iar problem. The f a c t t h a t the a n a l y s i s t a s< 
can be broken down in to many s imple .sub-tasks h a s 
led nJny exper imenters b> th ink ing about using 
hardware p rocessors - The p roces so r s should have, 
however, both hioh execut ion speed and programma-
b i l i t y . HarJ* -ir«* p rocessors can be ext r« . :e ly 
f a s t b j t t<ik* a cons ide rab le e f f o r t t o des ign ar.d 
main ta in . C o h e r e i a l l y a v a i l a b l e progra.T.vibl'. 
p rocessors a re e i t h e r too slow or too c u s t l y :o 
meet our needs, even *,i a m u l t i - p r o c e s s o r systum. 

Ihe hardware process!.-.g system in LASS - ' i l l be 
based on art a r r ay o t f a s t programmable p r c c * ^ s c r s . 
Each procesMjr has an execut ion speed cuaparaDlo 
to an IBM 373/168 and e n u l a t e s a subse t of Z-.J* 370 
machine i n s t r u c t i o n s . The programs for t n e p r o ­
ces so r s can thus be wr i t t en and debugged on Jn ISM 
370 bofore t r a n s l a t i o n and loading to tl.a hardware 
p r o c e s s o r s . The task of programming the p roces ­
s o r s appears to bn no more d i f f i c u l t \_han tiiat of 
progra'jning a l a r g e conpj te r s i nce pro=jra-»s -.-An be 
w r i t t e n ii. FCRiKAN. Only a s n a i l number of p r o ­
c e s s o r s a r e needed to meet t h e goa l of *>xecutLn£ 
a t speeds an order of magnitude g r e a t e r than 4 
l a r j e computer such a s t h e IBM 370/168. 

http://rtulti-prograr.Ti.ig
http://eujivaie.it/
file:///_han
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