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Latent semantic analysis for text-based research

PETER W. FOLTZ
New Mexico State University, Las Cruces, New Mexico

Latent semantic analysis (LSA) is a statistical model of word usage that permits comparisons of se
mantic similarity between pieces of textual information. This paper summarizes three experiments that
illustrate how LSA may be used in text-based research. Two experiments describe methods for ana
lyzinga subject's essay for determining from what text a subject learned the information and for grad
ing the quality of information cited in the essay. The third experiment describes using LSAto measure
the coherence and comprehensibility of texts.

One of the primary goals in text-comprehension re
search is to understand what factors influence a reader's
ability to extract and retain information from textual ma
terial. The typical approach in text-comprehension re
search is to have subjects read textual material and then
have them produce some form of summary, such as an
swering questions or writing an essay. This summary per
mits the experimenter to determine what information the
subject has gained from the text.

To analyze what a subject has learned from a text, the
task of the experimenter is to relate what was in the sum
mary to what the subject has read. This permits the sub
ject's representation (cognitive model) of the text to be
compared with the representation expressed in the orig
inal text. For such an analysis, the experimenter must ex
amine each sentence in the subject's summary and match
the information contained in the sentence to the infor
mation contained in the texts that were read. Information
in the summary that is highly related to information from
the texts would indicate that it was likely learned from the
text. Nevertheless, matching this information is not easy.
It requires scanning through the original texts to locate
the information. In addition, since subjects do not write
exactly the same words as those that they have read, it is
not possible to look for exact matches. Instead, the exper
imenter must make the match on the basis of the seman
tic content of the text.
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A theoretical approach to studying text comprehen
sion has been to develop cognitive models ofthe reader's
representation of the text (e.g., Kintsch, 1988; van Dijk
& Kintsch, 1983). In such a model, semantic information
from both the text and the reader's summary are repre
sented as sets ofsemantic components called propositions.
Typically, each clause in a text is represented by a single
proposition. In addition, propositions are linked to each
other on the basis of a variety of such criteria as if they
share arguments or referents. A complete linking of the
propositions from a text will represent the structure ofthat
text. Extensive empirical evidence exists which validates
the idea ofpropositions as psychological processing units
(see, e.g., Graesser, 1981; Ratcliff & McKoon, 1978).

Performing a propositional analysis on a text provides
a set of semantic primitives that describe the information
contained in the text. Similarly, performing a proposi
tional analysis on a subject's recall will provide a set ofse
mantic primitives that provide a representation ofthe sub
ject's memory ofthe text. This permits an experimenter to
compare the semantic content contained in the text with
that in the subject's summary. The advantage of making
the comparison at the semantic level is that the compari
son is not dependent on surface features, such as the
choice of words. Although manuals have been developed
to aid in propositionalizing texts (e.g., Bovair & Kieras,
1984; Turner & Green, 1978), propositionalizing texts
can be time consuming and require a lot of effort. This
can limit the size of texts that are analyzed. Indeed, most
research in text comprehension has used texts that are
under 1,000 words. In addition, fully computerized meth
ods for generating propositions are not currently feasible
since they would require the computer to parse accurately
the text and interpret the correct meanings of all words.

While automatic propositionalization is not possible,
one of the primary advantages of using propositions is
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that they can be used for making comparisons of seman
tic similarity between pieces of textual information. This
paper describes an approach to performing semantic
matching that can be applied to a variety of areas in text
comprehension research that typically use modeling with
propositions.

LSA: AN AUTOMATIC METHOD
FOR TEXT RESEARCH

Latent semantic analysis (LSA) is a statistical model
of word usage that permits comparisons of the semantic
similarity between pieces of textual information. LSA
was originally designed to improve the effectiveness of
information-retrieval methods by performing retrieval
based on the derived "semantic" content of words in a
query as opposed to performing direct word matching.
This approach avoids some ofthe problems ofsynonymy,
in which different words can be used to describe the
same semantic concept. A brief overview ofLSA will be
provided here. More complete descriptions of LSA may
be found in Deerwester, Dumais, Furnas, Landauer, &
Harshman (1990) and Dumais (1990).

The primary assumption of LSA is that there is some
underlying, or "latent," structure in the pattern of word
usage across documents, and that statistical techniques can
be used to estimate this latent structure. The term docu
ments in this case can be thought of as contexts in which
wordsoccur and also could be smallertext segments such as
individual paragraphs or sentences. Through an analysis of
the associations among words and documents, the method
produces a representation in which words that are used in
similar contexts will be more semanticallyassociated.

To analyze a text, LSA first generates a matrix of oc
currences of each word in each document (sentences or
paragraphs). LSA then uses singular-value decomposition
(SVD), a technique closely related to eigenvector decom
position and factor analysis. The SVD scaling decomposes
the word-by-document matrix into a set of k, typically
100 to 300, orthogonal factors from which the original
matrix can be approximated by linear combination. In
stead of representing documents and terms directly as
vectors of independent words, LSA represents them as
continuous values on each of the k orthogonal indexing
dimensions derived from the SVD analysis. Since the
number offactors or dimensions is much smaller than the
number ofunique terms, words will not be independent.
For example, if two terms are used in similar contexts
(documents), they will have similar vectors in the reduced
dimensional LSA representation. One advantage of this
approach is that matching can be done between two
pieces of textual information, even ifthey have no words
in common. To illustrate this, if the LSA was trained on
a large number ofdocuments, including the following two:

1. The U.S.S. Nashville arrived in Colon harbor with 42
marines.

2. With the warship in Colon harbor, the Colombian troops
withdrew.

The vector for the word warship would be similar to that
of the word Nashville because both words occur in the
same context of other words such as Colon and harbor.
Thus, the LSA technique automatically captures deeper
associative structure than simple term-term correlations
and clusters.

One can interpret the analysis performed by SVD geo
metrically. The result ofthe SVD is a k-dimensional vector
space containing a vector for each term and each docu
ment. The location ofterm vectors reflects the correlations
in their usage across documents. Similarly, the location
of document vectors reflects correlations in the terms
used in the documents. In this space, the cosine or dot
product between vectors corresponds to their estimated
semantic similarity. Thus, by determining the vectors of
two pieces of textual information, we can determine the
semantic similarity between them.

LSA is well suited for applications for researchers in
psychology and education who must assess learning from
textual material. By performing an automatic analysis of
the texts that were read by subjects, the derived seman
tic space can be used for matching among pieces oftex
tual information much in the same way as a propositional
analysis. This paper summarizes results from three exper
iments to illustrate applications ofLSA for text research.
The first and second experiments (Foltz, Britt, & Perfetti,
1994), describe methods for analyzing a subject's essay
for determining from what text a subject learned the in
formation and for grading how much relevant informa
tion is cited in the essay. The third experiment (Foltz,
Kintsch, & Landauer, 1993) describes an approach to
using LSA to measure the coherence and comprehensi
bility of texts.

THREE APPLICATIONS OF LSA
TO TEXT RESEARCH

Matching Summaries to the Texts Read
When examining a summary written by a subject, it is

often important to know where the subject learned the
information reflected in the summary. In research on the
subject's reasoning after reading multiple documents, it
is similarly important to know which documents have the
most influence on the subject's recall. Recent studies of
learning from history documents have shown that differ
ent types of documents have differing amounts of influ
ence on a subject's reasoning and recall (Britt, Rouet,
Georgi, & Perfetti, 1994; Perfetti, Britt, Rouet, Georgi,
& Mason, 1994). As part of one of the experiments de
scribed by Britt et aI., 24 college students read 21 texts
related to the events leading up to the building of the
Panama Canal. The texts included excerpts from text
books, historians' and participants' accounts, and primary
documents such as treaties and telegrams. The total length
oftext was 6,097 words. After reading the texts, the sub
jects wrote an essay on "To what extent was the U.S. in
tervention in Panama justified?" In' the original analysis
described by Britt et aI., the essays were propositional
ized and propositions from the essay were matched against



those in the original texts in order to determine which texts
showed the greatest influence in the subjects' essays.

Foltz et al. (1994) reanalyzed the essays, using LSA to
make predictions about which texts influenced the sub
jects' essays. The goal was to match individual sentences
from the subjects' essays against the sentences in the orig
inal texts read by the subjects. Sentences in the essays
that were highly semantically similar to those in the orig
inal texts would probably indicate the source of the sub
ject's knowledge.

To perform the LSA analysis, the texts were first run
through an SVD scaling in order to generate a semantic
space on the topic of the Panama Canal. The 21 texts the
subjects read (6,097 words), along with paragraphs from
eight encyclopedia articles on the Panama Canal (-4,800
words) and excerpts from two books (-17,000 words)
were included in the scaling. Because the semantic space
derived by LSA is dependent on having many examples
of the co-occurrences of words, the addition of these
other textual materials helped to provide the LSA analysis
with additional examples ofwords related to the Panama
Canal to help define the semantics of the domain. The
LSA analysis resulted in a 100-dimensional space made
up of 607 text units by 4,829 unique words.

Toanalyze the essays, the vector for each sentence from
each subject's essay was compared with the vectors for
each of the sentences from the original texts read in the
derived semantic space. For each sentence, the analysis re
turned a rank-ordered list of the sentences that matched
best on the basis ofthe cosine between the sentences. For
example, for an analysis of the sentence from one of the
subject's essays: "Only 42 marines were on the U.S.S.
Nashville," the best two matches would be the following
two sentences:

MF.2.1Nov.2, 5:30 PM.: U.S.S. Nashville arrives in Colon
Harbor with 42 marines. (cosine: 0.64)

P1.2.1. To Hubbard, commander of the U.S.S. Nashville,
from the Secretary of the Navy (Nov. 2, 1903): Maintain
free and uninterrupted transit. (cosine: 0.56)

The codes at the beginning of the returned sentences
(ME2.1 and P1.2.1) indicate which document and which
sentence within the document was matched, while the
cosines indicate the degree ofmatch. As can be seen, the
first document (MF) contains much ofthe same semantic
information as expressed in the sentence from the sub
ject's sentence, and it is highly likely that this document
was the source of the subject's knowledge expressed in
that sentence.

To determine the effectiveness of LSA's predictions
about the source ofeach subject's knowledge, the predic
tions were compared against predictions made by two
human raters. The raters, who were highly familiar with
the topic of the Panama Canal and with the 21 texts, in
dependently read through the essays and, for each sen
tence, they identified which of the 21 texts was the likely
source of the information expressed in the sentence. Be
cause sentences in the essays were complex, often ex
pressing multiple pieces ofinformation, the experimenters
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were allowed to identify multiple texts if they thought
that the information in the sentence came from multiple
sources. On average, the raters identified the source of
information as coming from 2.1 documents, with a range
of0 to 8. The percentage ofagreement between the raters
was calculated by using a criterion that, for each sen
tence, ifany ofthe documents chosen by one ofthe raters
agreed with any of the documents chosen by the second
rater, it was considered that the two raters agreed on the
source. Using this method, the agreement between the
raters was 63%. The fact that the agreement between
the raters is not that high is not surprising for this type of
task. Many of the documents contain very similar pieces
of information, since all are on the same topic but often
just differ on their interpretation of the same historical
events. In addition, because of the total length of the
texts (6,097 words), it required a great deal of effort on
the part of the raters to locate the correct information.

Since the raters picked an average of two documents
for each sentence, the best two matches by LSA for each
sentence were used for making predictions. The percent
age of agreement between the raters' predictions and
LSA's predictions was calculated in the same manner as
it had been between the two raters. The agreement be
tween each rater and LSA was 56% and 49%. While not
as high as the interrater agreement, the fact that the LSA
predictions can get within 7% ofthe agreement between
raters indicates that LSA is able to make many ofthe same
predictions as those ofthe raters. Considering that the task
required LSA to pick two documents out ofthe set of21,
the method is still performing well above the chance level
ofpicking the documents randomly, which would be 9.5%.

The approach of using LSA to predict the source of a
subject's knowledge on the basis of what a subject wrote
shows promise. By analyzing the sentences from a sub
ject's summary of information from a set of texts, the
method can predict which documents are reflected in the
sentences. These predictions are close to those made by
human raters. The fact that the interrater agreement be
tween the raters and also between the raters and LSA is
fairly low indicates the difficulty of the task due to the
high degree ofsemantic similarity ofinformation across
the documents.

Characterizing the Quality of Essays
The above results indicate that LSA can perform match

ing on the basis of semantic content. For characterizing
the quality of essays, one can think of the degree of se
mantic similarity between what was read in the texts and
what was written in the essay as a measure of how much
information was learned from the texts. Thus, subjects who
write higher quality essays should have captured more of
the semantic information from the texts.

Unlike the first experiment, which just used the infor
mation on which text was the most similar, this experi
ment used information on how semantically similar what
a subject wrote in an essay was to what the subject had
read. Recall that the result of using an LSA analysis on
the essays is that it returns a rank-ordered list of the match-
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LSA

*p< .01. tp < .05. tp < .06.

Table 1
Correlation of Grades Between Expert Graders

and the Two LSA Prediction Methods

Measurements of Text Coherence
The LSA method can also be used for a very different

type ofanalysis used in text comprehension, the measure
ment ofcoherence. Propositional overlap measures oftex
tual coherence have been found to be an effective method
of predicting the comprehensibility of text (Kintsch &
Vipond, 1979). In such a measure, the coherence of the
text is calculated by examining the repetition ofreferents
used in propositions through the text (e.g., van Dijk &
Kintsch, 1983). This calculation of propositional over
lap can be performed at both a local level and a global
level for the text. The degree of repetition of the argu
ments is highly predictive of the reader's recall (Kintsch
& Keenan, 1973). For example, readers with low knowl-

Grader Overlap Expert
2 3 4 With Texts Model Match

.575* .768* .381 .418t .589*
.582* .412* .552* .626*

.367 .317 .384t
.117 .240

1
2
3
4

Grader

measure (overlap with texts), correlated significantly with
2 of the 4 graders. Thus, grades assigned by human graders
do depend greatly on whether the essay captures a lot of
the semantic information ofthe original texts. The grades
assigned by the second LSA measure (overlap with ex
pert model) correlated well with those on of the 4 graders,
and the correlations were stronger than the first measure.
So, the quality ofan essay can be characterized as a match
between the expert's model of the domain and what was
written in the essay. Indeed, the graders' correlations with
the LSA expert model are well within the range ofthe cor
relations between the graders.

The results indicate that LSA is a successful approach
to characterizing the quality of essays and grading done
by LSA is about as reliable as that of the graders. Calcu
lating the amount ofsimilarity between what was read and
what was written provides an effective measure of the
amount of learning by the subject. The results also have
implications for understanding what is involved in grad
ing essays. The LSA expert model results indicated that up
to about 40% of the variance in subjects' essays can be
explained by just the amount of semantic overlap of sen
tences in the essays with the 10 sentences in the texts that
a grader thinks are important. Thus, graders may be
looking to see ifthe essay cites just a few important pieces
of information. Additional investigations are currently
being performed, both at an application level to refine the
LSA approach as a method for grading essay exams and
at a theoretical level to determine what degree of subjects'
grades are based on the semantics ofwhat was written in
contrast to other such factors as the quality of the writ
ing and the ability to write a coherent essay.

ing sentences in the original texts on the basis of the co
sine between the vectors of the two texts. For grading es
says, Foltz et al. (1994) used this cosine measure as a
characterization of the quality of the essay. The more
similar sentences in an essay are to the original texts, the
higher the score. This approach serves as a measure ofre
tention of information. It reflects the degree to which, in
their essays, subjects can recall and use the information
from the texts.

The same 24 essays used in the previous experiment
were used here. Four graduate students in history, who had
all served as instructors, were recruited. After becoming
familiarized with the 21 texts that the subjects had read,
they graded the essays on the basis of what information
was cited and the quality of the information cited, using
a 1DO-point scale and also assigning a letter grade from
A through F.They were instructed to treat the grading of
the essays much in the same way as they would for the
undergraduate classes they had taught. In addition, the
graders had to read through the original 21 texts and
choose the 10 most important sentences in the texts that
would be helpful in writing an essay.

Two measures of the quality of the essays were com
puted using LSA. The first examined the amount of se
mantic overlap ofthe essays with the original texts. Each
sentence in each essay was compared with all sentences
in the original texts, and a score was assigned on the basis
of the cosine between the essay sentence and the closest
sentence in the original texts. Thus, if a subject wrote a
sentence that was exactly the same as a sentence in the
original text, they would receive a cosine of 1.0, while a
sentence that had no semantic overlap with anything in
the original texts would receive a cosine of 0.0. A grade
was assigned to the subject's essay on the basis of the
means of the cosines for all the sentences in the essay.
While this measure captures the degree to which the se
mantic information in the subject's essay is similar to
that of the original texts, the measure could be considered
a measure ofplagiarism or rote recall. If a subject wrote
sentences that were exactly the same as the original texts,
the assigned grade would be very high.

The second measure determined the semantic similar
ity between what a subject wrote and the 10 sentences the
expert grader thought were most important. In this way,
it captured the degree of overlap with an expert's model
ofwhat was important in the original texts. For this anal
ysis, a grade was assigned to each essay on the basis of
the mean of the cosines between each sentence in the
essay and the closest of the 10 sentences chosen by the
expert grader.

The grades assigned for the essays by the graders were
correlated between the graders and also with the two
measures ofthe quality ofthe essays. The correlations are
shown in Table I. The correlations between graders ranges
from .367 to .768, indicating that there was some vari
ability in the consistency of the grades assigned by the
graders. Most particularly, Grader 4, who had had the
least experience in grading essays, did not correlate as well
with the other 3. The grades assigned by the first LSA
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four texts in terms of word overlap. This suggests that
when the texts were revised to improve coherence, the
revisions were more at a semantic level than just a repe
tition ofwords across sentences. Thus, LSA captures co
herence effects on the basis more generally of semantic
similarity rather than just shared words among sentences.

The results of the LSA and word overlap predictions
were also compared with results generated by McNamara
et al. (1996) on subjects' comprehension after reading
the text. Figure 1 shows the mean predicted coherence
versus the mean of the subjects' comprehension for the
four texts. A regression between the four data points for
the predicted coherence and the subjects' comprehen
sion was significant for the LSA measure (r 2 = 0.853,
P < .05) but not for the word overlap measure (r2 = 0.098).
Thus, the predictions made by LSA are consistent with
propositional models which predict better comprehen
sion for texts with higher levels of coherence. The fact
that word overlap did not correlate with comprehension
indicates that comprehension cannot be predicted by a
word-overlap model of coherence.

The coherence predictions made by LSA can also be
applied to other applications that use texts, such as doc
ument segmentation. In document segmentation, the goal
is to determine boundaries within a text where the topic
shifts. These boundaries can then identify separate seg
ments of texts that cover different topics. Analyses from
Foltz et al. (1993) have indicated that areas in texts where
coherence is very low tend to be places where the topic
shifts. By identifying breaks in coherence, the method can
be used to divide a text into discrete sections. Document
segmentation has many applications for presenting on-

edge ofa domain will succeed best with a text that is highly
coherent (McNamara, Kintsch, Songer, & Kintsch, 1996).
Thus, a propositional analysis of the text can suggest
places in the text where the coherence breaks down and
will affect the reader's recall. Repairs to these places can
then improve overall comprehension (Britton & Gulgoz,
1991).

Like propositional models, LSA can measure the
amount of semantic overlap between adjoining sections
of text to calculate coherence. Foltz et al. (1993) applied
LSA to make coherence predictions on a set of texts de
veloped by McNamara et al. (1996). They revised a text
on heart disease into four different texts by orthogonally
varying both the amount oflocal coherence (by replacing
pronouns with noun phrases and adding descriptive elab
oration) and macro coherence (by adding topic headers
and paragraph link sentences). One of the four texts was
then read by subjects, after which their comprehension
was assessed.

To apply LSA to making predictions of coherence on
the four texts, LSA first was trained on the semantics of
the domain, the heart. A semantic space was derived by
performing an SVD analysis on 830 sentences from 21
encyclopedia articles about the heart. This resulted in a
100-dimensional semantic space of2,781 unique words.
Then, taking each text, the LSA predictions on the co
herence of the text was made by calculating the amount
of semantic overlap between adjoining sentences in the
text. Thus, for each text, the cosine distance was found
between the vector of sentence N to the vector for sen
tence N+1. The mean ofall the cosines for a text was then
calculated to generate a single number representing the
mean coherence for a text. The resulting mean cosines
were 0.177 for the text with low local and low macro co
herence, 0.205 for the text with low local and high macro
coherence, 0.210 for the text with high local and low
macro coherence, and 0.242 for the text with high local
and high macro coherence. Thus, the predicted coherence
by LSA was incrementally higher for the texts that had
more coherence.

A question raised by using LSA for calculating coher
ence is whether LSA actually captures the semantics of
the domain, or whether the number ofwords overlapping
between sentences is just as appropriate a measure? Thus,
the LSA predictions were compared with predictions of
coherence made by measuring simple word overlap.
Word overlap can be calculated in the same manner as
LSA, except by using the full number of dimensions of
the word by document matrix, rather than by the reduced
number generated by the SVD. This provides an equiva
lent cosine value based on the number of overlapping
words between sentences. The resulting coherence pre
dictions based on word overlap were 0.155 for the text
with low local and low macro coherence, 0.150 for the
text with low local and high macro coherence, 0.152 for
the text with low macro and high local coherence, and
0.162 for the text with high local and high macro coher
ence. These results indicate that, compared with the LSA
predictions, there is very little difference between the
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line information by breaking up large texts into more
manageable units (Hearst, 1995).

DISCUSSION

LSA has a variety of applications to text-based re
search. The ability to match at a semantic level pieces of
textual material allows LSA to perform analyses that were
formerly done only through hand-coding. Results com
paring LSA's predictions with hand-coding indicate that
the percent agreement between LSA and humans is close
to the percent agreement between human coders.

The comparisons made by LSA are similar to ap
proaches that use propositions in that they both make
comparisons at a semantic level rather than a surface fea
ture level. However, the grain size is slightly larger for
LSA than for propositions. Propositions typically repre
sent semantic information at a clause level, while LSA is
more successful in performing analyses at a sentence or
paragraph level. The few words in a clause make the vec
tors in LSA highly dependent on the words used in that
clause, whereas sentences contain enough words to per
mit a vector that more accurately captures the semantics
of the sentence.

LSA does require a large amount of text in order to
perform the SVD analysis. Greater amounts of text help
define the space by providing more contexts in which
words can co-occur with other words. Typically,200 con
texts (e.g., sentences or paragraphs) would be the mini
mum needed. Nevertheless, if a text to be analyzed is
fairly short, the space can be augmented by adding addi
tional texts on the same topic. Our research has shown
that on-line encyclopedia articles are a good source of
these texts. LSA also requires a significant amount of
processing power, and most analyses are currently per
formed on UNIX workstations. A typical SVD scaling
takes a few minutes on a workstation, and the LSA com
parisons between pieces of text take just a few seconds.
By comparison, the equivalent hand-coding of proposi
tions can take several hours or days, depending on the
size ofthe text. Given that the processing speed and mem
ory capacities of desktop personal computers have im
proved greatly, LSA analyses should be able to be per
formed on desktop machines as well.

In conclusion, research in text comprehension often re
quires experimenters to perform a variety ofanalyses on
textual material. LSA appears to be a promising applica
tion for these researchers. The method is automatic and
fast, permitting quick measurements ofthe semantic sim
ilarity between pieces of textual information.
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