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#### Abstract

Various authors have investigated properties of the star order (introduced by M.P. Drazin in 1978) on algebras of matrices and of bounded linear operators on a Hilbert space. Rickart involution rings (*-rings) are a certain algebraic analogue of von Neumann algebras, which cover these particular algebras. In 1983, M.F. Janowitz proved, in particular, that, in a star-ordered Rickart *-ring, every pair of elements bounded from above has a meet and also a join. However, the latter conclusion seems to be based on some wrong assumption. We show that the conclusion is nevertheless correct, and provide equational descriptions of joins and meets for this case. We also present various general properties of the star order in Rickart *-rings, give several necessary and sufficient conditions (again, equational) for a pair of elements to have a least upper bound of a special kind, and discuss the question when a star-ordered Rickart*-ring is a lower semilattice.


## 1. Introduction

In [6, M.P. Drazin proved that a certain relation on the so called proper involution rings (in fact, even involution semigroups) is an order, now known as the star order (or ${ }^{*}$-order, for short). Properties of star order have most intensively been studied in the space of complex matrices and the ring of all bounded linear operators on an infinitely-dimensional Hilbert space. In particular, a number of alternative characteristics of the star order for these structures are found in the literature. Also, existence of joins and meets in various particular cases have attracted interest. Thus, in the early papers [12, 13], it was proved that *-regular involution rings have the upper bound property, resp., complex $m \times n$ matrices form a lower semilattice under the star ordering. (A poset is said to have the upper bound property if every pair of its elements bounded from above has the least upper bound.) Later, S. Gudder introduced in [11] a certain order for self-adjoint bounded operators on a complex Hilbert space; it is actually a particular star order and has been intensively investigated. Gudder noticed that every initial segment in the poset of such operators is a lattice and, hence, has the upper bound property (but see below a comment on this latter conclusion). S. Pulmannová and E. Vinceková [19] improved his result by showing that the poset of operators is bounded complete, i.e. that every subset bounded from above has the supremum, and every nonempty subset has the infimum; see [5] for another approach to this result. Existence conditions for joins and meets of self-adjoint operators, and representations of these operations have been discussed in the physical literature (see references in [5]. For

[^0]related questions in certain abstract structures, see [17].). The star-ordered set of all bounded linear operators on a Hilbert space also has the upper bound property: this was shown by X.-M. Xu e.a. in [20]; a matrix representation for joins of operators was also given there. Recently J.Antezana e.a. have extended the result of [13: it was proved in [1] that any two bounded linear operators on a Hilbert space have the meet. Joins and meets of matrices under the ${ }^{*}$-order are discussed in [18].

These, and several other well-known structures (cf. [2, 3]) are examples of starordered Rickart *-rings and even Baer *-rings, or their Hermitian parts (see Section 2 for definitions). In [16, M.F. Janowitz proved that in a Baer *-ring $R$ every nonempty subset has an infimum. It is an immediate consequence that then every subset bounded from above has a supremum. In particular, $R$ is a lower semilattice in which every initial segment is a lattice; such ordered structures are known as nearlattices. These relatively old results in fact cover those mentioned above.

A sub-*-ring of a Baer *-ring is not necessary a Baer *-ring. Janowitz proved in [16] also that every initial segment of an arbitrary star-ordered Rickart *-ring $R$ is an orthomodular lattice, and drew an immediate consequence that such a ring has the upper bound property. However, this conclusion seems to be based on a wrong assumption that the upper bound of two elements in an initial segment of a poset is their least upper bound in the whole poset (curiously, the same inaccuracy has been admitted in [11]; see [5])); we show below that it fortunately is correct. Another result of [16] is that $R$ is a lower semilattice if it has no nonzero nilpotent elements.

The present paper is organized as follows. Section 2 contains necessary definitions, two examples, and some elementary properties of Rickart *-rings. Preliminary results on star ordering are presented in Section 3. In particular, we give there several alternative characterizations of the star order in a Rickart *-ring. Main results are concentrated in Section 4. We first give a simple proof of the result of [16] that bounded pairs of elements have both the join and the meet; the proof provides also an equational description of these. Then we discuss existence of joins and meets of some special bounded pairs of elements. At last, in Section 5 we turn to meets of arbitrary pairs of elements of a Rickart *-ring.

## 2. RICKART *-RINGS

An (associative) involution ring (*-ring, for short) $R$ is a Rickart ${ }^{*}$-ring if the right annihilator of every element is generated by a projection, i.e., an idempotent and self-adjoint element. Thus, to each $x \in R$ there is a projection $x^{\prime}$ such that,

$$
\text { for all } y \in R, x y=0 \text { if and only if } y=x^{\prime} y
$$

this $x^{\prime}$ is necessarily unique. In particular, $R$ has the unit $1:=0^{\prime}$. The element $x^{\prime \prime}$ is sometimes called the right projection of $x$. If the right annihilator of any subset of $R$ is generated by a projection, the ring is called a Baer ${ }^{*}$-ring. (We follow the notation of [9, 10, 15, 16; many authors write $x^{\prime}$ for the commutant of $x$, and $\mathrm{RP}(\mathrm{x})$, for the right projection of $x$. See, for example, [2], which is the standard reference book on Rickart and Baer rings and *-rings.)

Through the paper, let $R$ be a fixed Rickart *-ring. Its subset $P$ of projections, i.e., idempotent and symmetric elements, is partially ordered by the relation $\leq$ defined by $e \leq f$ iff $e f=e$ or, equivalently, $f e=e ; 0$ is its least, and 1 , the greatest
element. Projections form an orthomodular lattice, where $e^{\prime}$ is the orthocomplement of $e$ [2, 9, 10, 15]. It is easily seen that $e^{\prime}=1-e$. We let the usual symbols $\vee$ and $\wedge$ stand for the lattice operations in $P$. For example, ef $\in P$ if and only if $e$ and $f$ commute, and then $e \wedge f=e f$; likewise, $e+f \in P$ if and only if $e f=0$, and then $e \vee f=e+f$. Notice that every initial segment $[0, g]$ of $P$ is a sublattice, which also is orthomodular with $g \wedge e^{\prime}(=g-e)$ the orthocomplement of $e . R$ is a Baer ${ }^{*}$-ring if and only if its lattice of projections is complete [2].

Lemma 2.1. For every $x \in R$, the subset $C(x):=\{e \in P:$ ex $=x e\}$ is a subortholattice of $P$. It is closed also under all infinite joins and meets existing in $P$.

Proof. Evidently, $0,1 \in C(x)$. By Theorem 1(ix) of [10], the subset $C(x)$ is closed under orthocomplementation '. It follows from Theorem 2(iv) of [10] that it is closed also under arbitrary joins (hence, also meets).

Elements $x$ and $y$ of $R$ are said to be ${ }^{*}$-orthogonal (in symbols, $x \perp y$ ), if they satisfy any of the following equivalent equations:

$$
x y^{*}=0=x^{*} y, \quad y x^{*}=0=x^{*} y, \quad y x^{*}=0=y^{*} x, \quad x y^{*}=0=y^{*} x
$$

In particular, $x \perp y$ if and only if $x^{*} \perp y^{*}$. Projections $e$ and $f$ are orthogonal if and only if $e f=0$ or, equivalently, $f e=0$. Evidently, this is the case if and only if $f \leq e^{\prime}$ (resp., $e \leq f^{\prime}$ ). We shall use these characterizations of ${ }^{*}$-orthogonality without explicit references.

Example 1. [10, 2] Let $H$ be a Hilbert space, and let $\mathcal{B}(H)$ be the ring of all bounded linear operators on $H$. The transfer * from an operator to its adjoint is an involution, and $\mathcal{B}(H)$ is actually a Baer *-ring. The projections in this ring are just the orthogonal projections onto closed linear subspaces of $H$; recall that such projections form a complete orthomodular lattice isomorphic to the lattice of all closed subspaces of $H$. Operators $A$ and $B$ are *-orthogonal if and only if closures of their ranges are orthogonal subspaces of $H$.

To interpret the operations ' and ${ }^{\prime \prime}$, it is convenient to regard operators as operating on the right. Then, for $A \in \mathcal{B}(H), A^{\prime}$ is the projection onto the orthogonal complement of the range $\operatorname{ran} A$ of $A,\left(A^{*}\right)^{\prime}$ is the projection onto the nullspace ker $A$ of $A, A^{\prime \prime}$ is the projection onto the closure of $\operatorname{ran} A$, and $\left(A^{*}\right)^{\prime \prime}$ is the projection onto the orthogonal complement of $\operatorname{ker} A$.

Example 2. 2, 12] A ring is said to be regular if every its principal right ideal is generated by an idempotent. This is the case if and only if, for every its element $x$, there is an element $u$ (an inner generalized inverse of $x$ ) such that $x u x=x$. Suppose that a ring $A$ is *-regular, i.e., a regular *-ring with proper involution [2]. Then a generalized inverse of $x$ coincides with its Moore-Penrose inverse $x^{\dagger}$ and is uniquely defined. Further, $x y=0$ if and only if $\left(1-x^{\dagger} x\right) y=y$. Moreover, $1-x^{\dagger} x$ is a projection. Therefore $A$ is a Rickart ${ }^{*}$-ring with $x^{\prime}=1-x^{\dagger} x$ for every $x$; likewise, $\left(x^{*}\right)^{\prime}=1-x x^{\dagger}$. Further, $x^{\prime \prime}=x^{\dagger} x$ and $\left(x^{*}\right)^{\prime \prime}=x x^{\dagger}$.

Note that complex $n \times n$ matrices form a ${ }^{*}$-regular ring with the conjugate transposition in the role of involution.

We now list some elementary properties of the operation '. Let $K_{x}:=C\left(x^{*} x\right)$.
Proposition 2.2. In $R$,
(a) $a a^{\prime}=0=a^{\prime} a^{*}$,
(b) $a a^{\prime \prime}=a=\left(a^{*}\right)^{\prime \prime} a$,
(c) $a b=0$ iff $a^{\prime \prime} b=0$,
(d) $a \perp b$ iff $a^{* \prime \prime} b=0=b a^{\prime \prime}$,
(e) $x^{\prime \prime} \in K_{x}$,
(f) $\left(a^{\prime \prime} b\right)^{\prime \prime}=(a b)^{\prime \prime} \leq b^{\prime \prime}$,
(g) if $e \leq a^{\prime \prime}$, then $(a e)^{\prime \prime}=e$,
(h) $\{e \in P: a e=0\}$ is a sublattice of $P$.

Proof. (a) Use the definition of ${ }^{\prime}$, and apply *.
(b) By (a), $a^{\prime \prime} a^{*}=a^{*}$.
(c) As $a^{\prime \prime \prime}=a^{\prime}$.
(d) By (c), $a b^{*}=0$ iff $a^{\prime \prime} b^{*}=0$ iff $b a^{\prime \prime}=0$. Likewise, $a^{*} b=0$ iff $a^{* \prime \prime} b=0$.
(e) By (b).
(f) See Theorem 1 (xii,xiv) in 10 .
(g) If $a^{\prime \prime} e=e$, then, by (f), $(a e)^{\prime \prime}=\left(a^{\prime \prime} e\right)^{\prime \prime}=e^{\prime \prime}=e$.
(h) For $\{e \in P: a e=0\}=\left[0, a^{\prime}\right]$.

By the Hermitian part of $R$ we shall mean its subset $S:=\left\{x \in R: x^{*}=x\right\}$ of self-adjoint elements. Evidently, $S$ contains 0,1 , all projections, and is closed under operations + and $^{\prime}$. Moreover, if $x, y \in S$, then $x y \in S$ if and only if $x y=y x$. Observe that $x \perp y$ in $S$ if and only if any of the products $x y, y x, x y^{\prime \prime}, x^{\prime \prime} y, y^{\prime \prime} x$, $y x^{\prime \prime}$ and $x^{\prime \prime} y^{\prime \prime}$ equals to 0 (see P 2.2 ) and that $C(x) \subseteq K_{x}$ whenever $x \in S$.

## 3. Star order

We write $x \preceq y$ to mean that $x \perp y-x$. This is the case if and only if elements $x$ and $y$ of $R$ satisfy any of the following four equivalent pairs of conditions:

$$
\begin{array}{ll}
x^{*} x=x^{*} y \text { and } x x^{*}=y x^{*}, & x^{*} x=y^{*} x \text { and } x x^{*}=x y^{*}, \\
x^{*} x=x^{*} y \text { and } x x^{*}=x y^{*}, & x^{*} x=y^{*} x \text { and } x x^{*}=x y^{*} .
\end{array}
$$

In $S$, they reduce to the simple equation $x^{2}=x y$ (or to an equivalent one, $x^{2}=y x$ ). Evidently, $x \preceq y$ if and only $x^{*} \preceq y^{*}$. Below, we shall use these characterizations of the relation $\preceq$ without explicit references.

It was observed in [6] that if the involution in $R$ is proper, i.e., satisfies the *-cancellation law

$$
x^{*} x=0 \text { only if } x=0,
$$

then the relation $\preceq$ is an order on $R$; it is now known as the star order (or *-order). (Actually, the converse also holds.) In the sequel, $R$ is assumed to have a proper involution.

We now list several elementary but useful properties of the star order. Let $\curlyvee$ and $\ell$ stand for (generally, partial) lattice operations in $R$.
Lemma 3.1. In $R$,
(a) 0 is the least element in $R$,
(b) the star order coincides on $P$ with the usual order of projections,
(c) $a \in P$ if and only if $a \preceq 1$,
(d) every right (left) invertible element is maximal,
(e) if $e \leq f$ and $e \in K_{x}$, then $x e \preceq x f$,
(f) $K_{x}=\{e: x e \preceq x\}$,
(g) if $a \perp b$, then $a \curlywedge b=0$ and $a \curlyvee b=a+b$.

Proof. (a) evident.
(b) In fact, $e^{*} e=e^{*} f$ and $e e^{*}=f e^{*}$ if and only if $e=e f=f e$.
(c) By definition of $\preceq, a \preceq 1$ iff $a^{*} a=a=a a^{*}$ iff $a a^{*}=a^{*}=a^{*} a$. This is the case if and only if $a=a^{*}$ and $a^{2}=a$.
(d) If $a y=1$ and $a \preceq z$, then $y^{*} a^{*}=1, a^{*} a=a^{*} z$ and $a=y^{*} a^{*} a=y^{*} a^{*} z=z$. Likewise, if $y a=1$.
(e) If $e \leq f$, then $x f(x e)^{*}=x f e x^{*}=x e e x^{*}=x e(x e)^{*}$. If, moreover, $e \in K_{x}$, then $(x e)^{*} x f=e x^{*} x f=x^{*} x e f=e x^{*} x e=(x e)^{*} x e$.
(f) See the equivalence (11) in [16].
(g) This is Lemma 1 of [16].

Apart from items (1b) and (2b), which go back (for matrices) to [14], the next lemma is an abstract algebraic version of [1, Proposition 2.3], which deals with bounded Hilbert space operators.
Lemma 3.2. (1) For $a, b \in R$, the following are equivalent:
(a) $a a^{*}=b a^{*}$,
(b) $b=a+c$ for some $c$ with $c a^{*}=0$,
(c) $a=b a^{\prime \prime}$,
(d) $a=b e$ for some $e \in P$.
(2) For $a, b \in R$, the following are equivalent:
(a) $a^{*} a=a^{*} b$,
(b) $b=a+c$ for some $c$ with $a^{*} c=0$,
(c) $a=\left(a^{*}\right)^{\prime \prime} b$,
(d) $a=$ fb for some $f \in P$.

Proof. We shall demonstrate only (1).
$(\mathrm{a}) \rightarrow(\mathrm{b}):$ put $c:=b-a$; then $a+c=b$ and $c a^{*}=b a^{*}-a a^{*}=0$.
(b) $\rightarrow$ (c): first observe that $c a^{*}=0$ iff $a c^{*}=0$ iff $a^{\prime \prime} c^{*}=0$ iff $c a^{\prime \prime}=0$. Now, $b a^{\prime \prime}=a a^{\prime \prime}+c a^{\prime \prime}=a+0=a$.
$(\mathrm{c}) \rightarrow(\mathrm{d})$ : put $e:=a^{\prime \prime}$.
$(\mathrm{d}) \rightarrow(\mathrm{a}): a^{*}=e b^{*}$, and $a a^{*}=b e e b^{*}=b a^{*}$.
Theorem 3.3. The following assertions are equivalent for all $a, b \in R$ :
(a) $a \preceq b$,
(b) $b=a+c$ for some $c \perp a$,
(c) $b a^{\prime \prime}=a=\left(a^{*}\right)^{\prime \prime} b$,
(d) $f b=a=b e$ for some $e, f \in P$,
(e) $a=b a^{\prime \prime}$ and $a^{\prime \prime}$ commutes with $b^{*} b$,
(f) $a=b a^{\prime \prime}$ and $a^{*} b \in S$.

Proof. Equivalence of (a), (b), (c) and (d) follows immediately from the preceding lemma. Assume (a); then $a^{\prime \prime} b^{*} b=\left(b a^{\prime \prime}\right)^{*} b=a^{*} b=a^{*} a=b^{*} a=b^{*} b a^{\prime \prime}$ by (c), and (e) follows. Assume (e); then $b a^{\prime \prime} \preceq b$ by L3.1(f), and (a) follows. At last, (f) is equivalent to (e): the equality $a=b a^{\prime \prime}$ implies that $a^{\prime \prime} \in K_{b}$ if and only if $a^{*} b=b^{*} a$.

Equivalence of (a), (e) and (f) was observed already in [16] (see there the paragraph subsequent to the proof of Lemma 4).
Corollary 3.4. If $a \preceq b$, then $b^{\prime} \leq a^{\prime}$ and $a^{\prime \prime} \leq b^{\prime \prime}$.

Proof. If $a \preceq b$, then $0=\left(a^{*}\right)^{\prime \prime} b b^{\prime}=a b^{\prime}=a^{\prime \prime} b^{\prime}$ (see T3.3(c) and P2.2(a,c)). Hence, $a^{\prime \prime} \perp b^{\prime}$ and $a^{\prime \prime} \leq b^{\prime \prime}$. In the ortholattice $P$, the last inequality implies that $b^{\prime} \leq a^{\prime}$.

Remark 1. Theorem 5 in [8] presents a description of the star order in $\mathcal{B}(H)$, which, in the notation of our Example 1(with operators operating on the right!), states that $A \preceq B$ if and only if there are projection operators $P$ and $Q$ such that $\operatorname{ran} P=\overline{\operatorname{ran} A}$ (i.e. $P=A^{\prime \prime}$ ), $\operatorname{ker} A=\operatorname{ker} Q$ (i.e., $A^{* \prime}=Q^{* \prime}=Q^{\prime}$ ), $A P=B P$ and $Q A=Q B$. Since $A A^{\prime \prime}=A=A^{* \prime \prime} A$ (see $\mathrm{P}[2.2(\mathrm{~b})$ ), this amounts to the equality $A^{* \prime \prime} B=A=B A^{\prime \prime}$. Therefore, the equivalence of (a) and (c) in Theorem 3.3 may be considered as a simple abstract analogue of the mentioned description and provides the latter with a short algebraic proof.

Remark 2. The left-star and right-star partial orders [4, 7, 18, defined first for matrices, have been applied also to operators in $\mathcal{B}(H)$. Under the conventions of Example 1, they are described respectively by

$$
\begin{aligned}
& A * \preceq B: \equiv A A^{*}=B A^{*} \text { and } \operatorname{ran} A \subseteq \operatorname{ran} B, \\
& A \preceq * B: \equiv A^{*} A=A^{*} B \text { and } \operatorname{ran} A^{*} \subseteq \operatorname{ran} B^{*} .
\end{aligned}
$$

Observe that $\operatorname{ran} A \subseteq \operatorname{ran} B$ iff $(\operatorname{ran} B)^{\perp} \subseteq(\operatorname{ran} A)^{\perp}$ iff $B^{\prime} \leq A^{\prime}$ iff $A^{\prime \prime} \leq B^{\prime \prime}$, where $X^{\perp}$ stands for the orthogonal complement of $X$, and likewise ran $A^{*} \subseteq \operatorname{ran} B^{*}$ iff $\left(A^{*}\right)^{\prime \prime} \leq\left(B^{*}\right)^{\prime \prime}$. So, the relationships

$$
x * \preceq y: \equiv x x^{*}=y x^{*} \text { and } x^{\prime \prime} \leq y^{\prime \prime}, \text { resp., } x \preceq * y: \equiv x^{*} x=x^{*} y \text { and }\left(x^{*}\right)^{\prime \prime} \leq\left(y^{*}\right)^{\prime \prime}
$$

introduce the left-star and right-star orders in abstract Rickart *-rings. The descriptions can be simplified applying Lemma 3.2.

The above theorem leads us to the following abstract algebraic version of 11 , Lemma 4.3] dealing with self-adjoint Hilbert space operators.

Corollary 3.5. The following assertions are equivalent for $a, b \in S$ :
(a) $a \preceq b$,
(b) $b=a+c$ for some $c \in S$ with $c \perp a$,
(c1) $a=b a^{\prime \prime}$,
(c2) $a=a^{\prime \prime} b$,
(d1) $a=b e$ for some $e \in P$,
(d2) $a=f b$ for some $f \in P$.
Proof. In virtue of T3.3, it suffices to show that (d1) and (d2) are equivalent and imply (a). Assume (d1); then $e b=(b e)^{*}=a^{*}=a$. Now, $a^{2}=b e e b=b e b=a b$. Likewise, (d2) implies (d1) and (a).

In particular, if $a, b \in S$, then $a^{\prime \prime} b=b a^{\prime \prime} \in S$ whenever $a \preceq b$.

## 4. Joins and meets of bounded pairs of elements

As the unit 1 is invertible, it follows from L3.1(d) that $1 \curlyvee a$ is not defined unless $a \preceq 1$. Then L$]$ 3.1 (c) leads us to the following conclusion, which shows that, except for trivial cases, $R$ never is an upper semilattice.

Corollary 4.1. $R$ is an upper semilattice if and only if $P=R$.

However, $R$ may have the upper bound property or be a lower semilattice. The subsequent result is a direct analogue of [5, Theorem 6] stated for self-adjoint Hilbert operators. (The demonstration of the theorem in 5] contained a non-algebraic argument.)

Theorem 4.2. If $a, b \preceq x$, then
(a) $a \curlywedge b$ exists and equals to $x\left(a^{\prime \prime} \wedge b^{\prime \prime}\right)$,
(b) $a \curlyvee b$ exists and equals to $x\left(a^{\prime \prime} \vee b^{\prime \prime}\right)$.

If, moreover, $a, b, x \in S$, then $a \curlywedge b, a \curlyvee b \in S$.
Proof. Suppose that $a, b \preceq x$ and, consequently, $a=x a^{\prime \prime}, b=x b^{\prime \prime}$ and $a^{\prime \prime}, b^{\prime \prime} \in K_{x}$ (T].3(e)).
(a) Then $a^{\prime \prime} \wedge b^{\prime \prime} \in K_{x}$ (L2.1) and, by L $3.1(\mathrm{e}), c:=x\left(a^{\prime \prime} \wedge b^{\prime \prime}\right)$ is a lower bound of $a$ and $b$. Suppose that $d$ is one more lower bound; then $d^{\prime \prime} \leq a^{\prime \prime}, d^{\prime \prime} \leq b^{\prime \prime}$ (C3.4) and $d^{\prime \prime} \leq a^{\prime \prime} \wedge b^{\prime \prime}$. Moreover, $d \preceq x$ and, consequently, $d=x d^{\prime \prime}$ and $d^{\prime \prime} \in K_{x}$ (T].3(e)). Now $d \preceq c$ by L3.1(e), and $c$ is the greatest lower bound of $a$ and $b$.
(b) Likewise, $c:=x\left(a^{\prime \prime} \vee b^{\prime \prime}\right)$ is an upper bound of $a$ and $b$. Suppose that $y$ is one more upper bound, then $a=y a^{\prime \prime}, b=y b^{\prime \prime}$ and $a^{\prime \prime}, b^{\prime \prime} \in K_{y}$ (T3.3(e)); by L2.1. also $a^{\prime \prime} \vee b^{\prime \prime} \in K_{y}$. Hence, $d:=y\left(a^{\prime \prime} \vee b^{\prime \prime}\right) \preceq y$ by L 3.1(f). Now $c=d$ : as $(x-y) a^{\prime \prime}=0=(x-y) b^{\prime \prime}, \mathrm{P} 2.2(\mathrm{~h})$ implies that $(x-y)\left(a^{\prime \prime} \vee b^{\prime \prime}\right)=0$. Thus $c \preceq y$, and therefore $c$ is the least upper bound of $a$ and $b$.

At last, if $a, b, x \in S$, then, by L2.1 together with C3.5)(c1,c2), $a^{\prime \prime} \wedge b^{\prime \prime}, a^{\prime \prime} \vee b^{\prime \prime} \in$ $C(x)$. Therefore, $a \curlywedge b, a \curlyvee b \in S$, indeed.

Item (b) of the theorem confirms that $R$ has the upper bound property (see the relevant discussion in Introduction). The theorem also implies that elements of $R$ having the join have also the meet. Therefore, every segment $[0, x]$ is a sublattice of $R$, i.e., it is a lattice under $\preceq$ and joins and meets in $[0, x]$ are also joins, resp., meets in $R$. In particular, $P$ is a sublattice of $R$, i.e., the operations $\curlyvee$ and $\curlywedge$ agree on $P$ with $\vee$, resp., $\wedge(c f . \operatorname{LI.1}(b, c))$.

Corollary 4.3. If $a$ and $b$ have an upper bound, then
(a) $(a \curlyvee b)^{\prime \prime}=a^{\prime \prime} \vee b^{\prime \prime}$ and $(a \curlywedge b)^{\prime \prime}=a^{\prime \prime} \wedge b^{\prime \prime}$,
(b) $a\left(a^{\prime \prime} \wedge b^{\prime \prime}\right)=a \curlywedge b=b\left(a^{\prime \prime} \wedge b^{\prime \prime}\right)$.

Proof. (a) Suppose that $a, b \preceq x$. Then $a^{\prime \prime} \vee b^{\prime \prime} \leq x^{\prime \prime}(\mathrm{C} .4)$ and $(a \curlyvee b)^{\prime \prime}=$ $\left(x\left(a^{\prime \prime} \vee b^{\prime \prime}\right)\right)^{\prime \prime}=\left(x^{\prime \prime}\left(a^{\prime \prime} \vee b^{\prime \prime}\right)^{\prime \prime}=\left(a^{\prime \prime} \vee b^{\prime \prime}\right)^{\prime \prime}=a^{\prime \prime} \vee b^{\prime \prime}\right.$ (see P[2.2(f)), and likewise $(a \curlywedge b)^{\prime \prime}=a^{\prime \prime} \wedge b^{\prime \prime}$.
(b) By (a) and T3.3(c).

As to (a), cf. equations (14iii) in [16]. Further, the corollary implies that $S$ as well has the least upper bound property and that the join of two self-adjoint elements in $S$ is their join also in $R$.

The following generalisation of the theorem is proved similarly.
Theorem 4.4. Suppose that $R$ is a Baer ${ }^{*}$-ring. If $x$ is an upper bound of $a$ nonempty subset $A \subseteq R$, then
(a) $x \bigwedge\left(a^{\prime \prime}: a \in A\right)$ is the greatest lower bound of $A$,
(b) $x \bigvee\left(a^{\prime \prime}: a \in A\right)$ is the least upper bound of $A$.

If, moreover $A \subseteq S$ and $x \in S$, then the bounds both belong to $S$.

Elements $a$ and $b$ of $R$ are said to be coherent if

$$
\left.a^{*} b=b^{*} a \text { and } a b^{\prime \prime}=b a^{\prime \prime} \text { (or, equivalently, } a^{\prime \prime} b^{*}=b^{\prime \prime} a^{*}\right)
$$

Theorem 9 of [16] presents two complicated conditions that are necessary and sufficient for elements $a, b \in R$ to have both the join and meet correlated by the identity $a \curlyvee b=a+b-a \curlywedge b$. We now show that the much simpler coherence condition does the job, and even more. In connection with items (c) and (d) in the subsequent theorem, see also the equation (16) and Corollary 10 in [16.

Theorem 4.5. The following conditions on elements $a, b \in R$ are equivalent:
(a) $a$ and $b$ are coherent,
(b) $a$ and $b$ have an upper bound, $a^{\prime \prime} \in K_{b}$ and $b^{\prime \prime} \in K_{a}$,
(c) $a \curlyvee b$ exists, and $a+b a^{\prime}=a \curlyvee b=b+a b^{\prime}$,
(d) $a \curlywedge b$ and $a \curlyvee b$ exist, and

$$
a b^{\prime \prime}=a \curlywedge b=b a^{\prime \prime}, \quad a \curlyvee b=a b^{\prime}+a \curlywedge b+b a^{\prime}(=a+b-a \curlywedge b) .
$$

Proof. (a) $\rightarrow$ (b),(c). Suppose that $a^{*} b=b^{*} a$ and $a b^{\prime \prime}=b a^{\prime \prime}$. Then $a \preceq a+b a^{\prime}$, for $a \perp b a^{\prime}$ : by virtue of P[2.2(a), $a\left(b a^{\prime}\right)^{*}=a a^{\prime} b^{*}=0$ and $\left(b a^{\prime}\right)^{*} a=a^{\prime} b^{*} a=a^{\prime} a^{*} b=0$. Likewise, $b \preceq b+a b^{\prime}$. But $a=a b^{\prime}+a b^{\prime \prime}$ and $b=b a^{\prime}+b a^{\prime \prime}$; so, $a+b a^{\prime}=b+a b^{\prime}$. Hence, $a+b a^{\prime}$ is an upper bound of $a$ and $b$.

Next, $a^{\prime \prime} b^{*} b=b^{\prime \prime} a^{*} b=b^{\prime \prime} b^{*} a=b^{*} a(\mathrm{P} 2.2(\mathrm{~b}))=a^{*} b=a^{*} b b^{\prime \prime}=b^{*} a b^{\prime \prime}=b^{*} b a^{\prime \prime}$. Therefore, $a^{\prime \prime} \in K_{b}$; likewise, $b^{\prime \prime} \in K_{a}$. So, (b) holds. Observe that, by L2.1, also $a^{\prime} \in K_{b}$ and $b^{\prime} \in K_{a}$.

Further, $a+b a^{\prime}$ is even the least upper bound of $a$ an $b$. Suppose that $a, b \preceq x$ for some $x$. As $b a^{\prime} \preceq b$ by L $3.1(\mathrm{f})$, then $b a^{\prime} \preceq x$. We already know that $a \perp b a^{\prime}$; by L3.1(g), then $a+b a^{\prime}=a \curlyvee b a^{\prime} \preceq x$. Likewise, $b+a b^{\prime}$ is the least upper bound of $a$ and $b$. Therefore, (c) also holds.
(b) $\rightarrow$ (a). Suppose that $a, b \preceq x$, so that $a=x a^{\prime \prime}$ and $b=x b^{\prime \prime}$ by T3.3(c). If also $a^{\prime \prime} \in K_{b}$ and $b^{\prime \prime} \in K_{a}$, then $\overline{a^{\prime \prime}} \wedge b^{\prime \prime} \in K_{b}(\mathrm{~L} 2.1 \mathrm{P} 2.2(\mathrm{e}))$ and $b\left(a^{\prime \prime} \wedge b^{\prime \prime}\right) \preceq b a^{\prime \prime}$ by L3.1(e). On the other hand, $b a^{\prime \prime} \preceq b\left(a^{\prime \prime} \wedge b^{\prime \prime}\right)$. Indeed, $\left(b a^{\prime \prime}\right)^{\prime \prime} \leq a^{\prime \prime}(\mathrm{P} 2.2(\mathrm{f}))$, $b a^{\prime \prime} \preceq b(\mathrm{~L} 3.1(\mathrm{f}))$ and $\left(b a^{\prime \prime}\right)^{\prime \prime} \leq b^{\prime \prime}\left(\mathrm{C}(4) ;\right.$ so $\left(b a^{\prime \prime}\right)^{\prime \prime} \leq a^{\prime \prime} \wedge b^{\prime \prime}$. Also, $b a^{\prime \prime}=b\left(b a^{\prime \prime}\right)^{\prime \prime}$ and $\left(b a^{\prime \prime}\right)^{\prime \prime} \in K_{b}(\mathrm{~T} 3.3(\mathrm{e}))$. It follows that $b\left(b a^{\prime \prime}\right)^{\prime \prime} \preceq b\left(a^{\prime \prime} \wedge b^{\prime \prime}\right)$ (L3.1(e)) and, consequently, $b a^{\prime \prime} \preceq b\left(a^{\prime \prime} \wedge b^{\prime \prime}\right)$. Thus, $b a^{\prime \prime}=b\left(a^{\prime \prime} \wedge b^{\prime \prime}\right)=a \curlywedge b$ (see C4.3(b)), and likewise $a b^{\prime \prime}=a \curlywedge b$. Therefore, $a b^{\prime \prime}=b a^{\prime \prime}$. Furthermore, $a^{*}=\left(x a^{\prime \prime}\right)^{*}=a^{\prime \prime} x^{*}$ by T3.3(c), and likewise $b^{*}=b^{\prime \prime} x^{*}$; so $a^{*} b=a^{\prime \prime} x^{*} x b^{\prime \prime}=x^{*} x a^{\prime \prime} b^{\prime \prime}=x^{*} a b^{\prime \prime}=x^{*} b a^{\prime \prime}=$ $x^{*} x b^{\prime \prime} a^{\prime \prime}=b^{\prime \prime} x^{*} x a^{\prime \prime}=b^{*} a$.
$(\mathrm{c}) \rightarrow(\mathrm{b})$. Suppose that $a+b a^{\prime}=a \curlyvee b=b+a b^{\prime}$. But $a=a b^{\prime}+a b^{\prime \prime}$ and $b=$ $b a^{\prime}+b a^{\prime \prime}$; it follows that $a b^{\prime \prime}=b a^{\prime \prime}$. Now let $x:=a \curlyvee b$; then $a^{\prime \prime}, b^{\prime \prime} \in K_{x}$ by T3.3(e) and, further, $a^{\prime \prime} \in K_{b}: a^{\prime \prime} b^{*} b=a^{\prime \prime}\left(x b^{\prime \prime}\right)^{*} x b^{\prime \prime}=a^{\prime \prime} b^{\prime \prime} x^{*} x b^{\prime \prime}=x^{*} x a^{\prime \prime} b^{\prime \prime}=x^{*} a b^{\prime \prime}=$ $x^{*} b a^{\prime \prime}=x^{*} x b^{\prime \prime} a^{\prime \prime}=b^{\prime \prime} x^{*} x b^{\prime \prime} a^{\prime \prime}=\left(x b^{\prime \prime}\right)^{*} x b^{\prime \prime} a^{\prime \prime}=b^{*} b a^{\prime \prime}$. Likewise, $b^{\prime \prime} \in K_{a}$.
$(\mathrm{b}),(\mathrm{c}) \rightarrow(\mathrm{d})$. We saw in the proof $(\mathrm{b}) \rightarrow(\mathrm{a})$ that $(\mathrm{b})$ implies the identity $a b^{\prime \prime}=$ $a \curlywedge b=b a^{\prime \prime}$. Theorem4.2 (a) further implies the first identity in (d). Then $a=$ $a b^{\prime}+(a \curlywedge b)$ and $b=b a^{\prime}+(a \curlywedge b)$; together with (c), this gives us the other identity. (d) $\rightarrow$ (c). Obviously.

## 5. When is $R$ a lower semilattice?

Standard order-theoretic considerations show the following consequence of T4.4(b).
Corollary 5.1 ([16, Theorem 7] ). In a Baer ${ }^{*}$-ring, every nonempty subset has the greatest lower bound.

In particular, any Baer *-ring is a lower semilattice. As $a \curlywedge b$ is the least upper bound of all lower bounds of $A:=\{a, b\}$, we conclude from T4.4(b) that

$$
a \curlywedge b=a \bigvee\left(u^{\prime \prime}: u \preceq a, b\right)=b \bigvee\left(u^{\prime \prime}: u \preceq a, b\right)
$$

We now adjust this result to an arbitrary Rickart *-ring $R$.
Theorem 5.2. Elements $a$ and $b$ of $R$ have the meet if and only if the set $\left\{u^{\prime \prime}: u \preceq\right.$ $a, b\}$ has the greatest element $m$. If this is the case, then $m=(a \curlywedge b)^{\prime \prime}$ and $a \curlywedge b=$ $a m=b m$.

Proof. If $a \curlywedge b$ exists, then $a \curlywedge b=a(a \curlywedge b)^{\prime \prime}$ by T3.3(c). Evidently, the element $(a \curlywedge b)^{\prime \prime}$ belongs to $\left\{u^{\prime \prime}: u \preceq a, b\right\}$. Moreover, it is the greatest element in this set: if $u \preceq a, b$, then $u \preceq a \curlywedge b$ and $u^{\prime \prime} \preceq(a \curlywedge b)^{\prime \prime}$ by C3.4.

Now suppose that the set $\left\{u^{\prime \prime}: u \preceq a, b\right\}$ has the greatest element $u_{0}^{\prime \prime}$, where $u_{0}$ is a lower bound of $a$ and $b$. Then $b u_{0}^{\prime \prime}$ is the greatest lower bound of $a$ and $b$. Indeed, if $u \preceq a, b$, then $\left.u^{\prime \prime} \in K_{b}(\mathrm{~T}] .3(\mathrm{e})\right), u^{\prime \prime} \preceq u_{0}^{\prime \prime}$ and, further, $u=b u^{\prime \prime} \preceq b u_{0}^{\prime \prime}=u_{0}$ (T]3.3(c) and L3.1(e)). Likewise, $a u_{0}^{\prime \prime}$ also is such a lower bound.

The involved set $\left\{u^{\prime \prime}: u \preceq a, b\right\}$ admits a more detailed description. For any $a, b \in R$, let

$$
L_{a, b}:=\left\{e \in K_{a} \cap K_{b}: e \leq a^{\prime \prime} \wedge b^{\prime \prime} \wedge(a-b)^{\prime}\right\}
$$

This definition is suggested by the proof of Proposition 3.2 in [1]. Cf. also the end of Section 4 in [5] and the proof of [16, Theorem 7].
Theorem 5.3. $L_{a, b}=\left\{u^{\prime \prime}: u \preceq a, b\right\}$.
Proof. If $u \preceq a, b$, then, by T3.3(e), $a u^{\prime \prime}=u=b u^{\prime \prime}$ and $u^{\prime \prime} \in K_{a} \cap K_{b}$. Hence, $(a-b) u^{\prime \prime}=0$, i.e., $u^{\prime \prime} \leq(a-b)^{\prime}$. By C3.4 $u^{\prime \prime} \leq a^{\prime \prime} \wedge b^{\prime \prime}$; therefore, $u^{\prime \prime} \in L_{a, b}$.

Conversely, if $e \in L_{a, b}$, then $a e \preceq a a^{\prime \prime}=a$ by Lemma 3.1(e) and Proposition 2.2(b), and likewise $b e \preceq b$. Also, $(a-b) e=0$, whence $a e=b e$. So, $a e$ is a lower bound of $a$ and $b$, and $\mathrm{P}\left[2.2(\mathrm{~g})\right.$ implies that $e=(a e)^{\prime \prime} \in\left\{u^{\prime \prime}: u \preceq a, b\right\}$.

We end the section with a characteristic of those Rickart *-rings which are lower semilattices with respect to the star order.

Lemma 5.4. If $R$ is a lower semilattice under $\preceq$, then the operation ${ }^{*}$ defined by $x * y:=x(x \curlywedge y)^{\prime}$ has the following properties:
(a) $x-\left(x^{*} y\right) \preceq y$,
(b) if $x \preceq y$, then $z^{*} y \preceq z^{*} x$ for every $z$,
(c) if $y \preceq x$, then $x \stackrel{*}{ } y=x-y$.

Proof. Evidently, $x-\left(x^{*} y\right)=x\left(1-(x \curlywedge y)^{\prime}\right)=x(x \curlywedge y)^{\prime \prime}=x \curlywedge y \preceq y$ (T]3.3(c)). Further, if $x \preceq y$, then $z \curlywedge x \preceq z \curlywedge y \preceq z$ and $(z \curlywedge y)^{\prime} \preceq(z \curlywedge x)^{\prime}$ (C3.4). Moreover, $(z \curlywedge x)^{\prime \prime},(z \curlywedge y)^{\prime \prime} \in K_{z}(\mathrm{~T} 3.3(\mathrm{e}))$, whence, $(z \curlywedge x)^{\prime},(z \curlywedge y)^{\prime} \in K_{z}$ by L2.1] It follows by L3.1(e) that $z^{*} y=z(z \curlywedge y)^{\prime} \preceq z(z \curlywedge x)^{\prime}=z{ }^{*} x$. At last, if $y \preceq x$, then $y=x y^{\prime \prime}(\mathrm{T} 3.3(\mathrm{c}))=x(x \curlywedge y)^{\prime \prime}=x\left(1-(x \curlywedge y)^{\prime}\right)$, whence $x-y=x(x \curlywedge y)^{\prime}=x^{*} y$.

We call any binary operation ${ }^{*}$ on $R$ satisfying the conditions (a)-(c) a star minus.

Theorem 5.5. $R$ is a lower semilattice under star order if and only if it admits a *-minus operation. If this is the case, then $(x \curlywedge y)+\left(x^{*} y\right)=x$.

Proof. Necessity of the condition follows from the lemma. Now assume that ${ }^{*}$ is a *-minus operation on $R$. Then, for every $z, x^{*} z \preceq x{ }^{*} 0=x-0=x$. In particular, $m:=x-\left(x^{*} y\right)=x^{*}\left(x^{*} y\right) \preceq x$, and $m$ is a lower bound of $x$ and $y$. We are going to show that it is the greatest lower bound.

Let $u \preceq x, y$. Then $x{ }^{*} y \preceq x^{*} u \preceq x$ and, further, $x{ }^{*}\left(x^{*} u\right) \preceq x{ }^{*}\left(x^{*} y\right)$, i.e., $x-\left(x^{*} u\right) \preceq m$. At the same time, $x-\left(x^{*} u\right)=x-(x-u)=u$; so $u \preceq m$ and $m=x \curlywedge y$.

Therefore, if a *-minus operation on $R$ exists, then it is uniquely defined. We do not discuss properties of this operation in more detail here, and only mention without proof that the system $(R, *, 0)$ turns out to be a so called commutative weak BCK-algebra (some relations between such algebras and star-ordered self-adjoint Hilbert space operators were noticed in (5).
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