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Layered Media Multicast Control (LMMC):
Real-Time Error Control

Homayoun Yousefi’zadeh, Senior Member, IEEE, Hamid Jafarkhani, Fellow, IEEE, and Amir Habibi

Abstract—We study the problem of real-time error control in
layered and replicated media systems. We formulate an optimiza-
tion problem aimed at minimizing a cost metric defined over the
wasted bandwidth of redundancy in such systems. We also pro-
vide an analytical solution to the problem in the context of Lay-
ered Media Multicast Control (LMMC) protocol. In doing so, we
present closed-form expressions describing the temporally corre-
lated loss pattern of communication networks. Utilizing our closed-
form expressions, we rely on an a priori estimate of loss along with
a hybrid proactive FEC-ARQ scheme to statistically guarantee the
QoS for the receivers of a media system. We show the effectiveness
of our protocol by means of simulating realistic error control sce-
narios.

Index Terms—A priori estimate of loss, error control, layered
media, replicated media, statistical guarantee of QoS.

I. INTRODUCTION

RANSMITTING real-time compressed digital media over
multicast IP networks has been the subject of heavy re-
search in the recent years as surveyed by Li ef al. in [15] and
the references cited therein. Replicated media streams approach
first presented by Cheung et al. [4] within the context of DSG
protocol and layered media streams approach first proposed by
Deering et al. [7] in the context of multicast routing and by Mc-
Canne et al. [20] in the context of RLM protocol are convinc-
ingly the two most important approaches in this area.
Real-time video and audio have limited tolerance for random
loss within the compressed digital stream. The quality of de-
coded media at a receiver is subject to a significant degradation
as the result of excessive loss from network congestion or la-
tency. In order to overcome the loss effects, error control tech-
niques can be used. There have been three general error con-
trol approaches in the context of multicasting. In Retransmis-
sion-based Automatic Repeat reQuest (ARQ), retransmissions
occur only if data can be delivered before the real-time deadline.
Two of such approaches are the error control aspect of LVMR
presented by Li et al. [16] and STORM presented by Xu et al.
[31]. In forward error correction (FEC), the source assigns a por-
tion of its bandwidth for proactive transmission of repair packets
to the receivers. Among the rich set of articles in the literature,
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the two most closely related to our work are by Rubenstein et al.
[25] in which the idea of using real-time reliable multicast using
proactive FEC is proposed and Rhee et al. [24] in which a proac-
tive reliable FEC multicast layering scheme is presented. There
are also hybrid FEC-ARQ approaches suggesting different al-
ternatives for proactive transmission of redundant packets based
on retransmission requests. Towsley et al. [26] and Nonnen-
macher et al. [23] analyzed the advantages of hybrid approaches
over a stand-alone ARQ and in conjunction with local recovery,
respectively. Other related examples of hybrid FEC-ARQ ap-
proaches include the works of Maxemchuk et al. [19], Bolot et
al. [1], Carle et al. [3], Chou et al. [5], and Majumdar et al. [18].

Our work in this paper spans over network transport layer.
We study the real-time error control aspect of layered and repli-
cated media systems over multicast IP networks. We address
some of the related signal processing issues of layered and repli-
cated media systems such as source coding, channel coding,
consumed power, distortion, and peak signal-to-noise ratio in
our related works of [33] and [35].

We assume the existence of congestion and flow control
mechanisms capable of dynamically addressing inter-session
fairness and flow control issues. A closely related flow control
scheme is given in [34]. Other related examples of flow and
congestion control algorithms are given in [27] and [29]. In
[36], we address the rate allocation and partitioning aspect
of Layered Media Multicast Control (LMMC). In this study,
we focus on the real-time error control aspect of LMMC
manifesting in dynamic distribution of an available bandwidth
among data and redundant traffic portions. For each individual
multicast group related to a layered or a replicated media
system, LMMC specifies the assignment of data and redun-
dancy bandwidths such that the resulting bandwidth wastage
of redundancy is minimized. The main contributions of this
paper are in the following areas. First, the paper introduces
closed-form expressions identifying the packet loss pattern of
an erasure channel under the Gilbert model [10]. Second, the
paper proposes a method allowing individual receivers of each
multicast group to provide the source with an a priori estimate
of their redundancy requirement in order to statistically guar-
antee the QoS. Third, the paper formulates an optimization
problem aimed at minimizing the wasted bandwidth under the
specific constraints of real-time latency and the impact of feed-
back implosion [6]. The paper also provides a low complexity
analytical solution to the problem. The technique proposed in
this paper can be independently applied to both replicated and
layered media systems.

An outline of the paper follows. In Section II, we adopt the
notion of round-based delivery of real-time reliable multicast
information for LMMC error control scheme while considering
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temporally correlated loss for a type I hybrid FEC-ARQ pro-
tocol utilized in our study. In this section, we provide an anal-
ysis of statistically guaranteeing QoS for different size multicast
groups in media systems. In Section III, we formulate and ana-
Iytically solve an optimization problem aimed at minimizing the
wasted bandwidth of individual multicast groups free of feed-
back implosion effects. In Section IV, we describe LMMC error
control protocol relying on the analytical results of Section III.
In Section V, we focus on performance evaluation and provide
simulation results along with practical considerations. Finally,
Section VI concludes the paper.

II. LMMC ANALYSIS OF REDUNDANCY

We begin our analysis by providing a brief overview of
a media session composition according to our LMMC rate
allocation and partitioning work of [36]. Consider a multicast
media session with a partitioning of receivers into K data
groups. For a media session with N receivers and K data
groups, each group k € {1,---, K} consists of N receivers
such that N = Z,{;l Nj,. For such a media session, a set
P = {G;]| |Gk} is called a partitioning of the receiver set
{1,---, N} if P is a decomposition of the set of receivers into
a family of disjoint sets. The term group rate is used to denote
the aggregated receiving data rate of a receiver in a group while
the term layer rate is used to denote the transmission data rate
to a specific layer. For an ordered partitioning of receivers into
K data groups with ordered group data rates of g1, 92, - -, 9K
such that g1 < g2 < --- < g, the layer data rates of a layered
media session are calculated in the form of

91,92 — 91,93 — 92, ", 9K — gK—1 (D

A receiver in data group k subscribes to data layers 1 through &
receiving an aggregated data rate of gy, . Interpretation of our for-
mulation in the case of replicated media streams is also straight
forward. For an ordered partitioning of the receivers into K
data groups G1,Gs, - -, Gk with ordered group data rates of
192, gx such that g < g» < -+ < gg., the layer data
rates are the same as the group data rates. A receiver in group k
only subscribes to layer k receiving a data rate of g.

We now turn our focus on the analysis of redundancy for
a layered media session. We start by adopting the general no-
tion of round-based delivery of real-time multicast information
as proposed in [25] for LMMC error control scheme and con-
tinue by making necessary changes to make the original pro-
tocol fit into the framework of LMMC. We begin our discussion
by providing the definition of a statistical guarantee for QoS in
a custom tailored type I hybrid FEC-ARQ scheme utilized in
our study. In such a scheme, a block of u = v + z transmitted
packets can be recovered if at least v packets are received. Next,
we investigate how our definition is applied to temporally inde-
pendent and correlated loss relying on the Bernoulli and Gilbert
models, respectively. We also introduce two alternatives appro-
priate for moderate and large size multicast groups in media sys-
tems with negligible NAK traffic.

A round-based hybrid FEC-ARQ error recovery scheme for
delivering multicast information is appropriately applied to real-
time scenarios in which a hard deadline has to be met. This dead-
line typically has to do with the availability of data at the play-
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back time in a multimedia application. For each receiver, a hard
deadline can be expressed in terms of the available number of
rounds. Assuming that a hard deadline is given by 7 time units
for a data group G, and a receiver ¢ in data group GG, measures
the average round trip time of a packet from the session source
to be RTT; time unit, the number of available rounds for re-
ceiver ¢ is calculated as

RDZ:{ Tk J )

RTT;

Applying the round-based concept to individual data groups
{G1,---,Gk} of a media session, the available number of
rounds for data group G, is defined as

I'y =min RD;, Vi€ Gy. 3)

In the round-based protocol of [25], the authors introduce two
statistical methods relying on which a receiver can recover a
block of data with a given probability, II. In the first method,
Last Round Guarantee (LRG), a receiver guarantees enough re-
pairs are delivered in a last round—should it be necessary—to
assure the conditional probability of receiving all packets in
the block is greater than the given probability II. In the second
method Block Good Put (BGP), a receiver achieves an overall
block good put rate such that the data block is recovered on or
before going to the last round with the given probability 1. Since
the receiver has to specify the number of packets going to the last
round, neither one of these methods are appropriate for error re-
covery techniques relying on an a priori knowledge or estimate
of loss.

In what follows we propose a novel method appropriate for
error recovery techniques relying on an a priori estimate of loss.
In the first step of our method, we provide an analysis of calcu-
lating the number of required redundant packets in order to guar-
antee recovering a data block with a probability greater than a
given probability IT. Considering the fact that the analysis of the
first step calculates the number of redundant packets indepen-
dent of the round-based recovery scheme, we fit the results of
the first step into a round-based scheme in the second step.

Prior to proposing new techniques that can be effectively em-
ployed for error recovery techniques relying on an a priori es-
timate of loss, we briefly explain popular packet loss models.
The simplest loss model describing packet loss in the Internet
is the single state Bernoulli model assuming the probabilities
of loss among different packets are temporally independent. In
the Bernoulli model, the probability of receiving v packets from
v + z transmitted packets is given by

P(v+2,0) = (”:ZZ)Q ) @)

for a packet loss probability of p. The Bernoulli loss model is
a suitable tool for capturing the loss pattern of slowly varying
network conditions such as dedicated ISDN lines and/or con-
trolled processes by means such as packet interleaving insertion
methods.

However as pointed out in [22], [25], and many other arti-
cles, Internet packet loss typically undergoes burst loss repre-
senting temporally correlated loss. This is related to the fact
that many of the routers utilized in the Internet have deployed

Authorized licensed use limited to: Univ of Calif Irvine. Downloaded on January 8, 2010 at 14:12 from IEEE Xplore. Restrictions apply.



YOUSEFI'’ZADEH et al.: LAYERED MEDIA MULTICAST CONTROL

drop-tail routing. The two-state Gilbert loss model provides an
elegant mathematical model to capture the loss behavior of the
ever-changing network conditions. In the Gilbert model, packet
loss is described by a two-state Markov chain. The first state
G known as the GOOD state represents the receipt of a packet
while the other state B known as the BAD state represents the
loss of a packet. The GOOD state introduces a probability Pg =
v of staying in the GOOD state and a probability 1 — Pg of
transitioning to the BAD state while the BAD state introduces
a probability Pz = [ of staying in the BAD state and a proba-
bility 1 — Pp of transitioning to the GOOD state. The parame-
ters v and 3 can be directly related to the observed end-to-end
loss characteristics of the underlying network path. Parameter
[ can be measured from the observed average burst length of
the end-to-end path Lp as f = (Lp — 1/Lp). Once (3 is
identified, the other parameter y can be measured from the ob-
served steady-state probability of being in the GOOD state g,
asy = ((29ss—1)+(1—gss)3/gss). We refer the reader to [11]
for further details of measuring parameters « and 3. The works
of [1] and [2] have also relied on the Gilbert model to describe
the temporally correlated loss observed over the Internet.

In Theorem 2.1, we introduce a closed-form expression for
receiving exactly v packets from v+ z transmitted packets under
the Gilbert loss model.

Theorem 2.1: The closed-form expression for receiving ex-
actly v packets from v + z transmitted packets under the Gilbert
loss model is given by

P(v+2z,v)=Pv+2z,0,G) +Plv+zv,B) (5

where P(v + z,v,G) the probability of receiving exactly v
packets from v + z transmitted packets and winding up in the
GOOD state is given by

P(v+2z,v,G)
= (1-B)(1-)

- {Z () (oo Kl—ﬁ)(l—v)]i} ”

=0

+y" 7 (1-p)

" {E ()7 e [(1—/3)(1—v)]i} b

v> 241> 2 (©6)

Similarly, P(v + z, v, B) the probability of receiving exactly v
packets from v + z transmitted packets and winding up in the
BAD state is given by

P(v+z,v, B)
=" (1)

x {g 7)) [(1—ﬂ)(1—7)]i} o
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forv,z € {1,2,3,---}, steady state probability of the GOOD
state gss = (1 — 3)/(2 — v — ), steady state probability of the
BAD state bss = (1 —)/(2 — v — f3), and the following initial
conditions:

P(v,0,G) =0

P(v,v,G) =4"gss + (1 = )7 Vb,

P(v,v,B) =0

P(,0,B) = (1 —7)8% Vgee + "bss. ®)

A formal proof of Theorem (2.1) and numerical validation of the
results are provided in Sections IIT and IV of [37], respectively.

Further, more advance models of packet loss have been intro-
duced by extending the Gilbert model into finite-state Markov
chains [28]. Generally speaking, the equations capturing the loss
behavior of such models are described in iterative forms rather
than closed-form solutions. The authors of [32] provide exper-
imental evidence showing how different loss models described
above match the loss characteristics of real Internet traffic traces.

Next, we focus on providing a statistical mean for guar-
anteeing the QoS associated with packetized multimedia
bitstreams. Imposing a practical upper bound of v on the value
of z, we introduce the following algebraic placement algorithm
with a time complexity of O(z.v) to calculate the smallest
number of required transmitted packets v = v + z in order to
guarantee the receipt of at least v packets with a probability
IT or better for a system governed by the Gilbert loss model.
The probability II is a design parameter that can be directly
mapped to the quality of reconstructed video sequence in terms
of distortion or PSNR at each receiver. Under the assumption
of z < v, we have experimentally identified the best values of
IT to be 0.9988 and 0.9998 utilizing burst lengths of 8 and 32,
respectively.

Statistical Guarantee for Packet Arrival Algorithm:

e for(z =1tov){

— Calculate P(v+2z,v) = P(v+z,v,G)+P(v+z,v, B)
from (6) and (7).

—If 32042 P(v + 2,i) > TI, Break.

} Ix for (z = 1 to v) x/

* Report the number of required packets, u = v + z.

While the algorithm above has been applied to the Gilbert
model, it can be applied to any other loss model such as
Bernoulli and finite-state Markov chain models. It is important
to note that the time complexity of the model is lower when
utilizing closed-form loss expressions.

Taking into consideration specific design issues of LMMC
pertaining to combining its rate allocation/partitioning aspects
with its error control aspect and considering the above algo-
rithm, we now propose two new alternatives in providing a sta-
tistical guarantee utilizing the Gilbert loss model. Again, the
choice of loss model is transparent to our alternatives albeit uti-
lizing closed-form solutions such as the ones for the Bernoulli
and Gilbert model reduces the complexity of implementing the
alternatives. In the first alternative to which we refer as the Dy-
namic Mode (DM) of requesting redundant packets, we propose
that an individual receiver ¢ of a media session data group Gy,
waits until the last round in order to report its requested redun-
dancy by finding u; from the Gilbert model assuming the re-
ceiver is in need of v; packets going to the last round. An in-
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dividual receiver 4 then reports r; = min(u;, By) as its redun-
dancy request where By, indicates the block size for data group
G1..! We note that DM method is essentially an enhanced ver-
sion of LRG adopted for layered media systems. The major dif-
ferences between the DM and LRG method are the utilization
of closed-form solutions rather than recursive solutions in the
case of Gilbert loss model and considering an upper bound on
the number of redundant packets.

In the second alternative to which we refer as the static mode
(SM) of requesting redundant packets, we propose that an indi-
vidual receiver ¢ of a media session data group G carries out
an a priori estimate of loss. In our analysis pertaining to SM al-
ternative, we consider a block recovery probability of II; with
equal per round probabilities of 7, for the available number of
rounds I'y in data group G, of a media session. We assume that
the source of a media session is in sync with the receivers of
the session and only initiates a new transmission round for the
receivers of data group G, as the result of receiving at least one
NAK from the receivers of the group. Thus, we can relate the
two quantities as [T = 1 — (1 — m;,)'* yielding

T =1— F&‘/I—Hk. )]

Hence, given the overall probability of block recovery 11, for
data group G, the per round probability of block recovery is
calculated from (9). In the SM method, a receiver obtains an
estimate of required redundant packets by assuming that it re-
ceives an expected number of packets according to its proba-
bility distribution D(u;,v;) going from one round to another.
Inserting an assurance coefficient ¢ in the range of 1 < ¢ < 2
and starting from an initial value of v; = (¢ — 1)Bj, for the
first round, the number of redundancy packets u; requested by
receiver ¢ in each round is calculated by deducting the expected
number of arrived packets in the previous round from the current
value of v;. Consequently, receiver 4 of data group G, calculates
the number of packets for round j, u’ based on the expected
number of required packets for round j, v as

D (u]UJ> > 7. (10)

We note that (10) holds assuming v} = v ™" — @!~" for v} =
(1) — 1) By, and realizing the fact that the term @ ' indicates
the expected number of arrived packets in round j — 1. We also
note that af‘l = gss.uf_l in the case of utilizing the Gilbert
model. The overall requested redundancy of receiver ¢ is, then,
calculated as

(1)

The receiver then announces its overall redundancy request and
per round requested redundancy sequence 7; and {u}, -, uf‘}
to the source.

From a complexity standpoint, our approach introduces a
time complexity of O(z.B),) where z is the smallest number
chosen in order to statistically guarantee the receipt of at
least v packets from v + z transmitted packets. We note that

IFor practical reasons, we place an upper bound equal to the block size on the
redundancy request of data group G,.
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the complexity of our approach matches that of a dynamic
programming approach O(B3) only in its worst case scenario.
We note that the main objective in the second alternative is to
make the receivers capable of recovering a block with equal
probabilities 7y in each round.

The latter is of special interest from the design standpoint of
LMMC in which an a priori estimate of receivers loss is required
in order to combine rate allocation and receiver partitioning as-
pects of a media system with its error control aspect.

1II. LMMC OPTIMAL SOLUTION TO THE
ERROR CONTROL PROBLEM

Having calculated the required redundancy for individual re-
ceivers of a multicast group in a media multicast group, we
now focus on the optimization problem of error control and
LMMC’s analytical solution to it. We formulate our layered
real-time error control problem in a way similar to Layered Mul-
ticast Recovery (LMR) protocol proposed in [24]. However, we
make note of the differences in the formulation as well as the
solution. First, unlike the formulation of [24] that is intended
for reliable multicast, the formulation of our problem is within
the context of layered or replicated media systems and is hence
subject to real-time constraints applied to media systems. In
addition, because of targeting at providing a set of integrated
protocols for media systems in conjunction with what was dis-
cussed in [36], we rely on an a priori estimate of redundancy. Fi-
nally, rather than relying on dynamic programming, we propose
a lower complexity analytical solution to the problem within the
context of LMMC error control protocol. In our error control
model for media systems, we associate ¢, multicast redundancy
groups with every individual data group G.. Although we apply
a fixed value to parameter ¢ in our formulation, the choice of ¢
is a design parameter with the objective of providing a balance
between the bandwidth wastage and the overhead of managing
multicast groups.

The sequence of events is as follows. First, the source polls
individual receivers about their redundancy requirement with
the details of polling mechanism discussed in Section IV. Re-
ceivers then respond based on one of DM or SM schemes of
Section II indicating the number of redundant packets required
to statistically guarantee the recovery of data blocks. We note
that the process of collecting redundancy information is subject
to feedback implosion and subsequently address the implosion
problem.

Assuming a block size of By for data group Gy, the source
transmits Bj data packets to data group G} followed by
p1,- -, ps, redundant packets to ¢, independent redundancy
groups. From a layering standpoint, the formulation of the
error control problem is similar to the two-phase rate allocation
and partitioning problem of [36]. This means that a receiver
can subscribe to a redundancy group only if it has already
subscribed to all of the previous redundancy groups. However,
we note that in this case the collection of redundancy groups
{1, -, } combined together are considered to be the error
control groups associated with data group Gy, in the rate allo-
cation and partitioning problem.

In this analysis, we consider a partitioning of the receivers
of data group G, into ¢ groups according to their redundancy
requirement. For data group Gy, with N}, receivers, we associate
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s, redundancy groups each redundancy group carrying a portion
of redundant traffic. For a partitioning Q, = {Ry|---|R.,} of
data group G, = {1, -, Ny} with ordered group redundancy
rates of PL; P25 "5 Psy such that P1 < P2 < < Pse» the
layer redundancy rates of a layered error control scheme are
calculated in the form of

P1,P2 = P1,P3 = P25 "5 Py, — Per—1- (12)
A receiver in redundancy group j subscribes to layers 1 through
J receiving an aggregated redundancy rate of p;. If required, the
LMMC error control protocol allows receivers to subscribe to
extra redundancy groups only at the beginning of each polling
period. This is necessary to control the overhead of multicast
group joins and leaves considering real-time constraints of
media systems.

Assuming there exists a per data group upper bound on
the maximum number of redundant packets in the form of
max; 1; = Uy where Uy < By, we formulate the optimal
error control problem of data group Gy, of a media session with
ke{l,---,K}as

Sk
ECW, = i i —1) (13
F e 2 2 =) (19

min
P17 5Psy, k j=1 iER,
Subject To: r; <p; Vi€ R;
where ¢, with & € {1,---, K} is the number of redundant

groups associated with data group Gy, and EC'W}, is the band-
width wastage of data group Gy over all of its redundancy
groups R; with j € {1,---,¢;}.

Prior to proceeding with the LMMC solution to the problem,
we point out how the issue of feedback implosion can be ad-
dressed. We observe that for a block size of By, in group Gy,
all of the receivers’ reported redundancy numbers are in the
range of [1, By]. The source can, hence, rely on a hierarchical
tree-based feedback aggregation protocol similar to the one pro-
posed in [17] or [13] to identify the subgroup of receivers with
redundancy requirements matching ¢ redundant packets in the
range [1, By]. By sending individual polling packets to sweep
the redundancy range of [1, By], the source can effectively elim-
inate the impact of feedback implosion.

We now proceed with the description of LMMC error control
solution. Rather than relying on a dynamic programming ap-
proach as suggested by [24], we utilize an analytical approach
in solving (13) with constraints (14). In our approach, we intro-
duce an iterative partitioning scheme that is guaranteed to con-
verge to a local minimum. In our partitioning strategy, it is im-
perative to assign a receiver ¢ with required redundancy 7; to the
redundancy group RR; with the group redundancy rate p; for a set
of given group redundancy rates {p1,- - -, psk }, if the receiver
bandwidth wastage (p; — ;) > 0 is minimized for the choice
of p;. As the result, we make the observation that the optimal
receiver partitioning strategy has to assign receiver ¢ with the
redundancy rate 7; to the redundancy group R; with the group
redundancy rate p; such that

0<(pj —ri) < (pt — i)

le{l,--,q}. (15

1223

It is proven in Lemma (II.1) of the extended version of [24]
that for such a partitioning of the receivers utilized in LMMC
formulation, the optimal redundancy rate of each partition is
equal to the largest redundancy requirement of the receivers of
that specific partition, i.e.,

p;:?eull%}j” je{l,-- c}- (16)
Let us now pay attention to the implication of the latter result in
the case of applying an optimal partitioning strategy to a simple
partitioning of the receivers into two redundancy groups. For
an ordered partitioning Q) = {R1|R2} of the receivers Gy =
{1,---,L1,L1+1,---, Ly} with L; indicating the last receiver
of partition Ry and Lo indicating the last receiver of partition
R5, we note that a receiver s with redundancy requirement 7
and all of the receivers with greater redundancy requirements in
partition [?; have to move to partition R if

Ly(rp, —rp,) <(s—1)(rp, —7s—1)- (17)

Likewise, a receiver ¢ with redundancy requirement r; and all
of the receivers with lower redundancy requirements in partition
R have to move to partition Ry if

Ly (rp, —re,) <t(ro, —re). (18)
Generalizing these results for an ordered partitioning
{R1|---|R} of the receivers, the following iterative al-
gorithm solves the optimal error control problem of (13) with
constraints (14).

LMMC Error Control Algorithm: An Iterative Layered Parti-

tioning Approach:

e Step 1: Start from an initial ordered partitioning of the
receivers by uniformly distributing the receivers among
the redundancy groups. In addition, set the initial iteration
number ¢ = 0 and the maximum number of iterations
maz-

» Step 2: Calculate the optimal redundancy rates of each par-
tition R; with j € {1,---, ¢} from (16) and the resulting
error control cost function £CW}, from (13). Save the pre-
viously calculated ECW}, in variable ¢; and the currently
calculated FC'Wj, in variable gs.

o Step3:If |1 — q2|/q1 < b or it > ityq, STOP.

» Step 4: for (7 = < downto 2) {

— Repartition groups j — 1 and j according to (17) and
(18).
} Ix for (3 = < downto 2) x/
» Step 5: Go back to Step 2.
We note that LMMC error control algorithm moves multiple re-
ceivers with the same redundancy requirements from one redun-
dancy group to another together. The time complexity of im-
plementing LMMC error control algorithm is O(IBy,) where
I indicates the number of iterations. Interestingly, the concept
of iterative partitioning has also been adopted in the context of
vector quantization for speech and image coding [9]. The reader
is also referred to [14] for a recent example of such an adoption.

Theorem 3.1: “LMMC Error Control Algorithm” given in

this section converges to a local minimum.

The proof is similar to the proof of Theorem 5.1 of [36] and

is omitted here. Intuitively, LMMC algorithm is employing
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steepest descent optimal control strategy. It is important to
note that considering the convergence speed of the proposed
LMMC algorithm as proven by steepest descent approach and
supported by our simulation results of Section V, the use of
LMMC error control algorithm yields fast converging results.
We end this section by mentioning that while we have integrated
the LMMC error control scheme with a redundancy sequence
reported based on the Gilbert model, it can be independently
applied to any reported redundancy sequence whether through
the use of measurements or modeling of the error.

IV. LMMC ERROR CONTROL PROTOCOL

This section focuses on describing LMMC error control pro-
tocol relying on the analytical study of the previous sections.
Generally speaking, LMMC error control protocol relies on the
source of a media system to solve the error control problem
based on the information collected from the receivers of the
system. The information includes the number of available
rounds and the redundancy requirement of individual receivers.
The source repeats the calculations pertaining to the solution
of the combined problem as the result of a significant potential
change in the status of the system. A potential significant
change in the status of the system can be flagged based on
one of the following two events. First, when the source polling
period timer goes off and second, when a significant change
is reported by a designated receiver in the middle of a polling
period. In the event of the first scenario, the calculations are
repeated if at least a given percentage of the receivers report a
change. The second scenario may have been caused for example
by the occurrence of congestion in a segment of the network
impacting the receivers of a specific zone. LMMC relies on
designated per zone receivers to collect such information and
notify the source about the existence of such conditions. The
polling frequency is typically few times larger than the largest
RTT and few times smaller than the media clip playback time.

At the beginning of every new polling period caused by ex-
piration of the source timer or a significant redundancy change
of a group of receivers in a local zone, the source probes the re-
ceivers for the number of available rounds as well as their redun-
dancy requirement. Individual receivers then rely on one of the
methods of Section II to calculate the number of rounds as well
as their redundancy requirement. The source then proceeds with
collecting and calculating the bandwidth assignment of data and
redundancy traffic following the algorithm of Section III.

The three distinct phases of communication between the
source and receivers are shown in the sequence diagrams of
Fig. 1. In Fig. 1(a), we illustrate the discovery of the number
of rounds for each group. The source relies on a hierarchical
tree-based feedback aggregation protocol similar to RMTP
proposed in [17] to poll the receivers for their required re-
dundancy. In Fig. 1(b), we depict the discovery of data and
redundancy rates for each group. We note that although LMMC
error control protocol allows the receivers to drop any number
of layers that they are already subscribed to at any time, it only
allows the receivers to subscribe to extra redundancy groups
at the beginning of a polling period and after the new redun-
dancy rates have been announced. This is necessary to control
the overhead of multicast group joins and leaves considering
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Multicast a to data
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Multicast polling packet for one
redundant packet requirement

Multicast polling packet for Bx
redundant packet requi

Use SM method of section II and
report sequence of per round
redundancy requirements

1 Ik

{ui', ..., w
Collect ¢ based on Equation (10)
Receiver

Responses

Calculate and announce per
round distribution of redundancy
groups and rates for every
individual round separately

>
>

Subscribe to appropriate number
of multicast data as well as
redundancy groups satisfying
receiver’s redundancy
requirement

(b)
[ SOURCE ] I RECEIVER ]
Multicast the data packets of a block

for individual group Gi with k in
{1,... K

Multicast the first round of
redund packets »

Multicast a NAK to the group
notifying the members about the
need for initiating next round

If
not capable of retrieving the data
block with size By
and
not seen another NAK message
with a sequence number
matching the current record.

(c)

Fig. 1. Three distinct phases of communication between the source and re-
ceivers of a media session: (a) discovery of the number of rounds for a group,
(b) discovery of data and redundancy rates for a group, and (c) transmitting data.

real-time constraints of media systems. In Fig. 1(c), we show
the transmission of data to the members of each group. The
proposed mechanism effectively eliminates the NAK traffic
as the overall number of transmitted NAKSs is in the order of
number of rounds [';. Going from one round to another, the
source only initiates another round if it has received a NAK
request from one of the receivers of the group within a certain
number of time units past the end of the current round.
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We argue that as an alternative to the polling mechanism and
only for moderate size groups of receivers in which the overhead
of dynamically calculating the number of redundant packets is
acceptable, the source can rely on DM method of Section II to
dynamically adjust the data and redundancy rates without re-
lying on an a priori estimate of overall redundancy. In this sce-
nario, each receiver calculates the number of required packets
only going to the last round and reports the result to the source.

Before we conclude this section, it is in order to provide
a discussion of LMMC error control protocol practicality for
real-time media systems. Perhaps the most important concern
pertains to explaining why the latency of joining and/or leaving
multicast trees does not make the protocol overhead prohibitive.
We argue that LMMC error control protocol is custom tailored
for media systems according to the following reasons. First, we
note that having a reduced loss rate resulting in dropping re-
dundant groups is not a problem as a receiver is not concerned
with the delay of multicast tree topology changes in this case.
This is of special importance in the case of the SM approach
of Section II in which a receiver needs a lower number of re-
dundant packets going from one round to another. Second, the
calculation of the bandwidth for individual redundant groups
is done considering redundancy requirements of individual re-
ceivers at the beginning. Third, the built-in polling mechanism
of LMMC counts for adjusting the number of redundant packets
according to the current loss condition of individual receivers so
that the receivers do not have to subscribe to extra redundancy
groups often. Considering the above factors, we do not antici-
pate having frequent changes in multicast tree memberships and
LMMC error control protocol can be hence effectively deployed
in real-time media systems.

V. NUMERICAL PERFORMANCE ANALYSIS

In this section, we present the numerical results of applying
LMMC error control algorithm to a number of layered media
scenarios. First, we compare LMMC results with the results
of Optimal LMR (OLMR) utilizing dynamic programming and
Heuristic LMR (HLMR) algorithms of [24]. In our compar-
isons, we review the performance of the approaches from the
standpoint of tracking the minimum value of the bandwidth
wastage, time complexity indicated by experiment runtime, and
space complexity indicated by memory allocation. Additionally,
we review the scalability of the techniques by covering a rela-
tively broad range of multicast group sizes ranging from hun-
dreds to thousands of receivers. We remind that per group time
complexity of LMMC error control algorithm is O(1By,) and
that of OLMR algorithm is O(¢, B?). In addition, per round
space complexity of the LMMC error control algorithm in our
implementation is O(Bj) where as that of OLMR is O(B7)
assuming block size B}, indicates an upper bound on the max-
imum required redundancy.

The following describes our simulation setup. We utilize an
abstract random topology capturing the effects of multicast
tree depth in terms of RTT. Consistent with real network traces
reported in [24], we have relied on a normal random number
generator simulating receiver loss rates within the range of
[1%,30%] in each experiment with confidence intervals of
99.8%. Relying on data fitting techniques, we have chosen
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Fig. 2. Redundancy cost and runtime comparison of LMMC, OLMR, and
HLMR methods versus number of receivers (N) for ¢ = 2 and B = 64.

the parameters of the random number generator such that
the results match the loss rates of the receivers following the
Gilbert model. However, the random number generator can
represent other choices of loss model with the proper choice of
the parameters. We ran in excess of 20000 experiments with
different number of groups K, different group sizes Nj with
k € {1,---,K}, and different receiver redundancy require-
ments. For each combination of the parameters, the results of
our experiments were consistent with a confidence level of
98%.

Figs. 2-4 compare the average results taken over 100 experi-
ments of LMMC algorithm with those of OLMR and HLMR al-
gorithms for some individual data groups. Different figures have
been obtained for different choices of the parameters of interest.
The parameters of interest include the block size indicated by B
and the number of redundancy groups ¢ associated with an indi-
vidual data group. In our simulations B is set at 64, 128, and 256
packets; ¢ is set at 2, 3, and 4. The x-axis of each curve is always
in logarithmic scale indicating different values of the group size
from the set {100,300,1000,3000,10000,30 000,100 000}. Each
figure consists of two sets of curves. The first set of curves
compare the bandwidth wastage or redundancy cost in bps of
the three techniques. While LMMC and OLMR keep a close
bandwidth wastage across the board, we observe that for group
sizes of 1000 or more the bandwidth wastage of HLMR departs
from the other two. Considering the results, we note that HLMR
can be effectively used only if the distribution of the redun-
dancy is not highly skewed and the group size is not very large.
Additionally, we observed a maximum 6% cost advantage of
OLMR over LMMC in experiments with receivers introducing
non-skewed loss characteristics. For experiments with receivers
introducing skewed loss characteristics, the maximum cost ad-
vantage of OLMR over LMMC was lower than 8%. Consid-
ering the fact that a dynamic programming approach identifies
a global optimum where as a gradient-based approach identi-
fies a local optimum, our experiments indicate impressive con-
vergent behavior of LMMC. The second set of curves display
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Fig. 4. Redundancy cost and runtime comparison of LMMC, OLMR, and
HLMR methods versus number of receivers (N) for ¢ = 4 and B = 256.

the runtime of the experiments as an indicator of the time com-
plexity of the three techniques. To our expectation, the com-
plexity of HLMR for a small size group is the lowest among the
three considering its negligible overhead of computation. In this
area, a review of the results reveals closeness of LMMC results
to those of HLMR. The review also reveals great performance
advantage of LMMC over OLMR consistent with the time com-
plexity analysis reporting a linear and a quadratic dependency
on the value of B in the runtime of LMMC and OLMR, respec-
tively. We have observed that the differences among the results
of three techniques in terms of both redundancy cost and run-
time are decreased as the receivers’ loss characteristics are im-
proved.

We justify our choices of B relying on the following example.
The example captures a typical scenario of transmitting packe-
tized stored video. Transmitting a video stream is done by di-
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viding it into consecutive short clips of lengths up to few sec-
onds that are retrieved and orderly played at the receivers. Ac-
cording to [30], transmitting a 6 s long 10 frame/s video clip
of H.264 encoded Foreman.qcif sequence at a PSNR quality of
31 dB introduces a bitstream size of 30 KBytes. Using UDP
packets with a payload of 128 Bytes and a header of 40 Bytes
translates to transmitting 240 packets for such a video clip. Ac-
cording to [21] and many other articles, unicast and multicast
RTTs over the Internet are respectively measured in the ranges
of 100 msec and 1000 msec. In order to provide a continuous
media display, such a transmission scenario can include up to
six rounds. We note that the use of buffering techniques at the
receivers can further increase the number of rounds. Thus, the
choice of B = 256 is justified in this case with polling periods
of 2 to 3 s. Utilizing other video sequences introduces results
justifying other choices of B. Once more, utilizing redundancy
packets in conjunction with B data packets in the context of our
statistical guarantee algorithm leads to providing an acceptable
level of QoS in terms of distortion or PSNR.

Further, we point out that the the average number of lost
packets is a function of the transmission channel independent
of the methods of solving for the optimization problem. In ad-
dition, channel utilization is determined as

Bi(L — H)

(Br + pq,) L 4

where L and H represent the fix packet size and packet header
size, respectively. As the result of Lemma II.1 of the extended
version of [24], channel utilization is the same for all of the solu-
tion methods in the SM case. In the DM case, the numbers may
not exactly match as the receivers wait until the last round be-
fore announcing their required redundancy. However, the slight
mismatch is due to the randomness of the channel rather than
the effect of utilized optimization method.

In the rest of this section, we qualitatively discuss our
practical findings pertaining to applying LMMC error control
technique as a reliable multicast technique? with FEC-based
and ARQ-based techniques. In our experiments, we looked at
the impact of utilizing LMMC in conjunction with ARQ-based
SRM recovery [8], as well as hierarchical scoping techniques
such as SHARQFEC [12]. The following summarizes our
findings. First, we have observed that utilizing LMMC error
control relying on proactive FEC-based recovery greatly re-
duces the overall amount of redundant traffic compared to
reactive ARQ-based recovery utilized in single-scoped SRM.
Second, we have seen that utilizing layered recovery in a hybrid
technique resulting from the combination of LMMC with SRM
significantly reduces the overall amount of redundant traffic.
In our experiments, we have also observed that increasing
the number of recovery layers has led to a lower amount of
redundant traffic at the expense of a higher protocol overhead.
Despite the fact that we did not see the threshold point in our ex-
periments with up to five groups, we expect that increasing the
number of redundant groups beyond a certain threshold point
is not justified considering the extra amount of multicast joins
and leaves overhead. As a cautionary step, our implementation

2We have investigated such a scenario by relaxing real-time constraints and
calculating receiver redundancies based on the probability of recovery.
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of LMMC error control relies on utilizing up to four redundant
groups associated with each individual data group. Third, we
have been able to achieve great repair locality by combining
LMMC layering technique with a hierarchical technique such
as scoped SRM or SHARQFEC. We note that most of our
findings are consistent with the results reported in [24].

VI. CONCLUSION

In this paper, we studied the problem of real-time error
control for layered and replicated media systems over multicast
networks. Assuming the existence of congestion and flow
control mechanisms as well as a rate allocation and partitioning
scheme, we proposed our LMMC real-time error recovery
framework. Our framework aimed at providing an analytical
solution to the problem by minimizing the bandwidth wastage
of individual multicast groups. Our framework was capable of
effectively eliminating the impact of feedback implosion and
providing a statistical guarantee for the QoS of each receiver.
We evaluated the performance and scalability of our LMMC
solution and illustrated its applicability in realistic network
topologies through the use of simulations.

We are currently investigating the effects of network topology
in the effectiveness of our error recovery scheme. We are also
working on the fine tuning of LMMC framework for accommo-
dating hybrid wired and wireless media systems.
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