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#### Abstract

We propose and analyze layered switch architectures that possess high design flexibility, greatly reduced switch size, and high expandability. The improvement in loss and crosstalk due to the reduced switch size is also discussed. Theoretical models have been developed to compute the network blocking probability using these architectures. Low blocking probability and high network utilization are achieved because of the capability of communication between layers in adjacent switches. The results show that the proposed layered switch architectures are very attractive for high-capacity optical transport networks.
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## I. Introduction

THE long-distance optical transport network with wavelength-division multiplexing (WDM) technology has shown a promising future for high-capacity optical fiber communications [1], [2]. In such a network, the communications between central offices are conveyed by the fiber-trunk mesh. Each central office acts as a network node, where signals from different fiber trunks and local client offices are either switched to different output fiber trunks for transmission to the next node, or dropped to the local offices.

With today's fast-growing traffic demands, the communication capacity required is increasing rapidly. Increasing the bit-rate of individual wavelength channels is one solution. This requires upgrading the bandwidth of all the network components, however, and the cost can be high. Another solution is to increase the number of wavelengths and/or the number of fibers in each fiber trunk. In such a network, an optical layer crossconnect allowing rearrangeable automated interconnection of this large number of signals will be useful. As WDM systems with tens of channels are deployed on cables with tens of fibers, crossconnects with hundreds of ports will be required. Therefore, optimal switch architecture with manageable switch size and high expandability is essential.

To avoid the formidable number of switch points a fully connected switch fabric requires, we propose here layered switch architectures that take advantage of a particular feature of any large fiber network. The nodes of the network have many signals incident on them but have relatively small
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Fig. 1. The switch fabric in each network node can utilize the $\mathrm{O} / \mathrm{E} / \mathrm{O}$ regenerators or all optical wavelength converters to eliminate the wavelength dependence.
numbers of routes into them. Thus, a signal arriving at the node does not need full access to every signal path; rather, it needs access to any route leaving the node. Therefore, good performance in terms of blocking of connections can still be achieved even though the switch fabrics at individual network node are not fully connected.

Although the proposed layered architectures bear similarity to the wavelength-selective cross connect (WSXC) architecture [2]-[4], the work shown here treats the layering as a desirable feature in itself, independent of the number of wavelengths used for transmission. In addition to greatly reduced switch size, the proposed switch architectures-because of the wavelength-independence-also possess high design flexibility, high expandability, and low blocking probability.

Wavelength independence can be realized by two approaches (see Fig. 1). First, the O/E/O regenerators in the current long-haul optical transport network [1], [5] can be employed to convert the multiwavelength to a standard wavelength at the switch fabric. Second, for an all-optical transparent network, all-optical wavelength converters [6] can be incorporated. The regenerators and wavelength converters


Fig. 2. Schematic drawing of the single-stage layered switch architecture. The communication between layers is achieved by cross-connecting different layers in adjacent network nodes.
before the switch fabric can be eliminated if regeneration before switching and wavelength uniformity at switching are not required. The flexibility of arbitrarily layering the switch fabric is still retained if variable-in/fixed-out wavelength conversion is utilized after switching.

In Section II, the layered switch architecture design will be described. The reduction in switch size because of the layering will also be discussed. Smaller switch scale reduces the loss and crosstalk of the switch fabric. This will be analyzed in Section III. In Section IV, the theoretical models for analyzing the blocking probability of the layered switch architectures will be presented. The advantages of the layered switch architectures in terms of reduced blocking probability and enhanced network utilization and expandability will also be demonstrated.

## II. Switch Architecture Design and Switch Size Analysis

For the first approach, the switch fabric at the network node is separated evenly into $N$ layers. The schematic drawing of the switch fabric is shown in Fig. 2. Because of the wavelength independence, the communication between different layers is achieved with an "orthogonal" arrangement of the switch fabrics between adjacent network nodes, therefore, the blocking probability is reduced. Physically, the orthogonal arrangement is accomplished by crossconnecting different layers between the network nodes along the transport path. In contrast to the WSXC architecture, the number of layers does not depend on the number of wavelengths used for transmission, and high design flexibility is realized. Furthermore, the switch fabric is readily expandable by inserting more switch layers should there be increased demand for network capacity.

By layering the switch fabric, the dimensions of the switch layers can be dramatically reduced to a manageable size [7]-[9] for a high-capacity network. In the following analysis, the nonlayered, fully connected switch fabric is used as the standard for comparison and demonstration of the reduction in switch size in the layered switch architectures. It has a dimension (defined as the number of input or output ports) of

$$
\begin{equation*}
\Delta=\sum_{i=1}^{M} W \cdot n_{i}+n_{c} \tag{1}
\end{equation*}
$$



Fig. 3. The ratio of the number of switch points in the nonlayered switch fabric to that of the single-stage layered switch fabric versus the number of layers. The dimension of the switch fabric is assumed to be 256 .
where

| $M$ | number of fiber trunks going in/out of the switch <br> fabric; |
| :--- | :--- |
| $W$ | number of wavelengths used for transmission; |
| $n_{i}$ | number of fiber pairs (including fibers for restoration <br> path) in each trunk; |
| $n_{C}$ | number of local client fibers. |

The number of switch points depends on the approach for constructing the switch fabric. For example, it is equal to $\Delta^{2}$ for crossbar matrix switches, and $\Delta / 2 \cdot\left(\log _{2} \Delta\right) \cdot\left(2 \log _{2} \Delta-\right.$ 1) for Cantor networks (strictly nonblocking Benes networks, ignoring the crosspoint count for the multiplexers and demultiplexers) [10], [11].

For the single-stage layered switch architecture, the switch fabric is divided into $N$ layers. Therefore, the dimension of each layer is reduced to $\Delta / N$. The number of switch points becomes $\Delta^{2} / N$ for crossbar matrix switches, and $\Delta / 2 \cdot\left(\log _{2}(\Delta / N)\right) \cdot\left(2 \log _{2}(\Delta / N)-1\right)$ for Cantor networks. To illustrate the reduction in the number of switch points by layering the switch fabric, Fig. 3 shows the ratio of the number of switch points in a fully connected switch fabric to that in a layered switch fabric versus the number of layers. The number of input/output ports $\Delta$ is assumed to be 256 . The ratio increases as the number of switch layers increases, showing the merit of arbitrarily layering the switch fabric. The effect of layering the switch fabric is more dramatic for crossbar matrix switches than for Cantor networks, because the number of switch points of Cantor networks increases logarithmically with the dimension of the switch layers. The layered switch architecture, however, has a larger influence on loss and crosstalk in Cantor networks, as will be discussed in the next section.

The blocking probability of the network traffic can be further reduced if two switches with orthogonal layering directions are cascaded in the same network node, as illustrated in Fig. 4. This also results in the uniformity of fiber interconnect in the network. The reduction in the number of switch points follows a trend similar to that in the single-stage layered switch


Fig. 4. Schematic drawing of the two-stage layered switch fabric. Two switches with "orthogonal" layering directions are cascaded in the same network node.
architecture. The improvement is nevertheless reduced, since both switches contribute to the switch points.

## III. Reduction in Loss and Crosstalk

In most switch fabrics, loss and crosstalk increase with the size. Therefore, by layering the switch fabric and reducing the dimension of each switch layer, its loss and crosstalk are reduced. Since most guided-wave photonics switches adopt Benes network (Cantor network) approaches, while the crossbar matrix switch is more often used by free-space fiber-optic switches (see, for example, [12] and [13]), where loss and crosstalk have insignificant dependence on the scale of the switch layers, only the Cantor network is discussed in this section.

The loss and signal-to-crosstalk ratio (SXR) in rearrangeably nonblocking Benes networks have been discussed in [14]. In a strictly nonblocking Cantor network, each input and output are connected to the corresponding input and output of $\log _{2} \Delta$ planes of Benes network switching fabrics through demultiplexers and multiplexers (passive splitters and combiners). This factor needs to be taken into consideration when calculating the loss and crosstalk of Cantor networks. The total optical loss through a Cantor network includes fiber/switchfabric coupling loss, demultiplexer loss, and losses across the switch points. It is expressed as

$$
\begin{equation*}
L_{T}^{N L}(\mathrm{~dB})=2 L_{F}+L_{D}^{N L}+\left(2 \log _{2} \Delta-1\right) L_{S} \tag{2}
\end{equation*}
$$

for a fully connected nonlayered switch fabric, where $L_{F}$ is the fiber coupling loss, $L_{D}^{N L}=-10 \log \left(\log _{2} \Delta\right)$ is the demultiplexer loss (assuming only power splitting loss contributes), and $L_{S}$ is the loss through each switch point (assuming it is uniform across the switch fabric). For the single-stage layered switch architecture, the total optical loss in one layer becomes

$$
\begin{equation*}
L_{T}^{L}(\mathrm{~dB})=2 L_{F}+L_{D}^{L}+\left(2 \log _{2}(\Delta / N)-1\right) L_{S} \tag{3}
\end{equation*}
$$

where the demultiplexer loss $L_{D}^{L}$ is equal to $-10 \log \left(\log _{2}(\Delta / N)\right)$.
In a fully loaded Cantor network, the signal gathers crosstalk through every switch point along its path as well as crosstalk from other planes of the Benes network through the multiplexer. Assuming uniform crosstalk through the switch fabric, the total first-order crosstalk power is

$$
\begin{equation*}
P_{\mathrm{out}}^{N L} P_{\mathrm{in}} x_{C}\left(2 \log _{2} \Delta-1\right)+P_{\mathrm{in}} x_{C}\left(\log _{2} \Delta-1\right) \tag{4}
\end{equation*}
$$



Fig. 5. Improvement in loss and crosstalk by the layered switch architecture versus the number of layers, assuming the switch fabric is constructed using the Cantor network approach. The loss through each switch point is assumed to be 0.5 dB , and the dimension of the switch fabric is assumed to be 256 .
for nonlayered switch fabrics, where $P_{\text {in }}$ is the input optical power and $x_{C}$ is the power ratio of crosstalk at each switch point. The first term represents the crosstalk that the signal acquires through its path, and the second term is the crosstalk from other planes of the Benes network. The loss term is not considered since both signal and crosstalk paths experience the same loss and it will be canceled out in calculating the SXR. For the single-stage layered switch architecture the total first-order crosstalk power is

$$
\begin{align*}
P_{\mathrm{out}}^{L}= & P_{\mathrm{in}} x_{C}\left(2 \log _{2}(\Delta / N)-1\right) \\
& +P_{\mathrm{in}} x_{C}\left(\log _{2}(\Delta / N)-1\right) \tag{5}
\end{align*}
$$

The SXR for both nonlayered and single-stage layered switch architecture can, therefore, be calculated using (4) and (5):

$$
\begin{align*}
\mathrm{SXR}^{N L}(\mathrm{~dB}) & =-10 \log x_{C}-10 \log \left(3 \log _{2} \Delta-2\right)  \tag{6}\\
\mathrm{SXR}^{L}(\mathrm{~dB}) & =-10 \log x_{C}-10 \log \left(3 \log _{2}(\Delta / N)-2\right) \tag{7}
\end{align*}
$$

Fig. 5 shows the improvement in loss and crosstalk of the layered switch architecture over the nonlayered switch architecture using the Cantor network approach. The values of $L_{S}$ and $\Delta$ are assumed to be -0.5 dB and 256 , respectively. The improvement increases with the number of layers. To demonstrate the crosspoint reduction advantage of layered


Fig. 6. Improvement in loss and crosstalk by the layered switch architecture under network capacity growth, assuming the switch fabric is constructed with Cantor network. The loss through each switch point is assumed to be 0.5 dB .
switch architectures using the Cantor network approach under network capacity expansion, the dimension of each switch layer in the layered switch fabric is specified to be $8 \times 8$, and the loss and crosstalk versus the number of switch layers $N$ are compared with the nonlayered switch fabric which has a dimension of $8 N \times 8 N$. The results are shown in Fig. 6. The improvement in loss and crosstalk by the layered switch architectures increases with network capacity expansion. Therefore, for large-scale switch fabrics that are required in high-capacity optical transport networks, layering the switch fabric is necessary in order to reduce its loss and crosstalk as well as the switch size.

For the two-stage layered switch architecture, the analysis of loss and crosstalk follows similarly. The cascaded effect from both stages, however, needs to be considered.

## IV. Analysis of Blocking Probability

In this section, the blocking probability and the network utilization penalty for the proposed layered switch architectures will be compared with the wavelength-based switch architecture (WSXC) and the fully connected nonlayered switch architecture [3], [4]. Their expandability with network growth will also be analyzed.

## A. Fixed Number of Input/Output Ports

The blocking probability for an optical transport path with $H$ hops and $\Delta$ input/output ports for each hop is analyzed in this section. The number of hops is equal to the number of network nodes/fiber links the signal travels through in the transport path. The single-stage layered switch architecture is analyzed first. Since each hop is not independent because of the orthogonal arrangement described in Section II, the blocking probability for each hop depends on how many layers the signal can access at each node, which is related to the blocking history of previous hops [15]. The model for simulating the blocking probability for the transport path with $H$ hops is described in the following: Let $P_{h, k}$ be the probability that $k$ layers are accessible at hop $h . P_{h, k}$ is related to the blocking
history of previous hops by

$$
\begin{align*}
P_{h, k} & =C_{k}^{N} \sum_{i=1}^{N}\left(P_{h-1, i}\left(1-\rho^{A \cdot i}\right)^{k}\left(\rho^{A \cdot i}\right)^{N-k}\right) B_{k} \\
C_{k}^{N} & \equiv \frac{N!}{k!(N-k)!}  \tag{8}\\
B_{k} & = \begin{cases}1, & \text { if } k \leq i \cdot \Delta / N \\
0, & \text { if } k>i \cdot \Delta / N\end{cases} \tag{9}
\end{align*}
$$

where

$$
\begin{array}{ll}
N & \begin{array}{l}
\text { number of layers in the switch fabric; } \\
\rho
\end{array} \\
\begin{array}{l}
\text { link utilization (probability that a wavelength } \\
\text { is used on a fiber); }
\end{array} \\
A=\Delta / N^{2} & \begin{array}{l}
\text { number of links connecting two layers in } \\
\text { adjacent network nodes. }
\end{array}
\end{array}
$$

The signal is blocked when there is no layer accessible at any hop along the transport path. The blocking probability for the single-stage switch architecture is therefore defined as

$$
\begin{equation*}
P_{b}^{S S}=\sum_{h=1}^{H} P_{h, 0} \tag{10}
\end{equation*}
$$

By employing the initial condition

$$
P_{0, k}= \begin{cases}1, & \text { if } k=N  \tag{11}\\ 0, & \text { if } k \neq N\end{cases}
$$

the blocking probability $P_{b}^{S S}$ can be obtained.
The algorithm for analyzing the blocking probability for the two-stage layered switch architecture is analogous to that for the single-stage architecture, with two differences: 1) the signal on one layer has access to all the outputs on different layers, therefore, $A \cdot i$ in (8) is now replaced by $\Delta / N$ and 2) the effective link utilization $\rho_{\mathrm{eff}, k}$ for the two-stage architecture needs to be modified-a link is not accessible if either it is utilized or it is not utilized but the cross-connect of the switch fabric is arranged such that the signal cannot reach the unutilized link. If the signal can access $k$ input layers, the effective utilization $\rho_{\text {eff }, k}$ is expressed as

$$
\rho_{\mathrm{eff}, k}= \begin{cases}\rho, & \text { if } k=N  \tag{12}\\ \rho+(1-\rho)\left(\left(\frac{m-A}{m}\right)^{2}\right)^{k}, & \text { if } k \neq N\end{cases}
$$

where $m=\Delta / N$ is the number of input/output ports for each layer and $A$ means the number of paths through which the signal can access a particular output layer and has the same expression as in the previous definition. The blocking probability for the two-stage switch architecture $P_{b}^{T S}$ is now given by

$$
\begin{align*}
& P_{b}^{T S}=\sum_{h=1}^{H} P_{h, 0}  \tag{13}\\
& P_{h, k}=C_{k}^{N} \sum_{i=1}^{N}\left(P_{h-1, i}\left(1-\left(\rho_{\mathrm{eff}, i}\right)^{m}\right)^{k}\left(\left(\rho_{\mathrm{eff}, i}\right)^{m}\right)^{N-k}\right) B_{k} \tag{14}
\end{align*}
$$

It has been shown that taking link correlation into consideration instead of the link independence assumption reduces the


Fig. 7. Blocking probability versus the number of layers for different switch architectures.
blocking probability substantially for the WSXC architecture [3], [4]. This dependence is absorbed by the interference length parameter ( $L$ ) defined in [4]. $L$ is the average number of links shared by two intersecting paths; hence $L=1$ corresponds to the case with independent link loads. The interference length depends on the topology of the network and the routing algorithm used [16]. Fig. 7 shows the blocking probability versus the number of layers for the WSXC for interference length $L=1,2$ single-stage layered, two-stage layered, and nonlayered switch architectures along a transport path with ten hops. The values of $\Delta$ and $\rho$ are assumed to be 256 and 0.85 , respectively, in the calculation. For the WSXC, the number of layers is equal to the number of wavelengths. The communication between different wavelengths/layers is prohibited in the WSXC, therefore it has the highest blocking probability. Because of the wavelength independence and the ability to communicate between layers, the single-stage layered switch architecture has substantially lower blocking probability than the WSXC, while the advantage of switch-size reduction remains unchanged.

Although WSXC with long interference length has lower blocking probability, an average interference length ( $L=2$ ) in the transport network still results in a higher blocking probability than the single-stage layered switch architecture. The blocking probability performance of the two-stage architecture approaches that of the nonlayered switch fabric. A three-stage architecture (Clos network) achieves the performance of the nonlayered switch architecture [15].
An alternative characterization of the performance of these switch architectures in a network is the "utilization penalty," which indicates how much more network investment is required to reach a given performance for each switch architecture. It is defined as the percentage of additional channels in the fiber trunks required to achieve a specific blocking probability when compared to the fully connected, nonlayered switch architecture. Fig. 8 shows the utilization penalty for different switch architectures assuming the blocking probability equals $10^{-10}$. The layered architectures have much lower utilization penalties compared to WSXC.


Fig. 8. Utilization penalty (compared to the nonlayered switch architecture) versus the number of layers for different switch architectures.


Fig. 9. Blocking probability versus the number of wavelengths for different switch architectures. The number of input/output ports in each switch layer is 16 . The blocking probability for the nonlayered switch architecture is also plotted for comparison. It has a dimension of ( $16 \times$ number of wavelengths).

## B. Growth with Network Capacity

To reduce the cost of upgrading network capacity, a switch architecture should be designed such that when there is expansion in network traffic, the switch fabric in each network node is also growable by adding additional switch components instead of requiring total replacement of the switch fabric. The nonlayered switch architecture is not suitable if the network capacity expansion is achieved by increasing the number of wavelengths and/or fibers in the fiber trunk, since the number of its input/output ports is fixed. The WSXC architecture is modular if capacity increases by adding wavelengths, but not if the number of fibers increases. Therefore, we compare the expandability of WSXC and the two-layered architectures assuming the network capacity expansion is realized by increasing the number of wavelengths.

The blocking probability under network capacity expansion is shown in Fig. 9. The link utilization $\rho$ is assumed to be 0.85 . The number of hops in the transport path is equal to ten, and the number of fibers in each trunk is 16 . The dimension of each layer is also chosen to be 16 so that the number of wavelengths is equal to the number of layers for all
three architectures. For comparison, the blocking probability of a nonlayered switch architecture with a dimension of (16 $\times$ number of wavelengths) is also plotted, although this kind of switch architecture is nonexpandable. As the number of wavelengths increases, the blocking probability decreases because more channels are available to the signal. The proposed layered switch architectures have much lower blocking probability compared to the WSXC architecture. Therefore, layered switch architectures are nicely scaleable in response to rapidly growing bandwidth demand in highcapacity optical fiber transport networks.
The simulation results show that the proposed layered switch architectures achieve network performance close to a fully connected switch architecture. On the other hand, it also increases complexity of network control and management. Nevertheless, as high-port-count switch fabrics are essential for the emerging high-capacity mesh-based optical networks and most switching technologies cannot meet the stringent demands, these approaches provide a means of realizing such networks if the network control and management algorithm can be designed and planned appropriately.

## V. CONCLUSION

In summary, we have proposed and analyzed the singleand two-stage layered switch architectures. These architectures do not depend on the number of wavelengths and, therefore, possess high design flexibility. By layering the switch fabric, the dimension of each switch layer can be greatly reduced to a manageable size, and the switch fabric is readily scaleable by inserting more switch layers. The loss and crosstalk of the switch fabric are decreased because of the smaller switch sizes. Theoretical models have been developed for analyzing the blocking probability. The blocking probability is substantially reduced relative to the wavelength-based layering architecture. Thus, the link utilization is enhanced because of the capability of communication between layers. Simulation results show that the proposed layered switch architectures can satisfy the capacity demands of the network while remaining manageable in size. Therefore, they are very attractive for realizing optimal and cost-effective switch architecture for high-capacity optical transport networks.
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