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Abstract

Metabolomics aims at identification and quantitation of small molecules involved in metabolic
reactions. LC-MS has enjoyed a growing popularity as the platform for metabolomic studies due
to its high throughput, soft ionization, and good coverage of metabolites. The success of LC-MS-
based metabolomic study often depends on multiple experimental, analytical, and computational
steps. This review presents a workflow of a typical LC-MS-based metabolomic analysis for
identification and quantitation of metabolites indicative of biological/environmental perturbations.
Challenges and current solutions in each step of the workflow are reviewed. The review intends to
help investigators understand the challenges in metabolomic studies and to determine appropriate
experimental, analytical, and computational methods to address these challenges.

1. Introduction

Metabolomics is the comprehensive analysis of all metabolites in a biological system 1. It
complements transcriptomics and proteomics as it provides a quantitative assessment of low
molecular weight analytes (<1800Da) that define the metabolic status of a biological system.
Another related term, “metabonomics” was coined by Nicholson et. al 2 to represent studies
of changes in metabolic activities in response to patho-physiological stimuli or genetic
modifications. However, both terms overlap by a large degree in practice especially within
the field of human disease research and they are often in effect synonymous 3. Metabolomic
investigations have been applied in various research areas including environmental and
biological stress studies, functional genomics, biomarker discovery, and integrative systems
biology 4, 5. Those studies facilitate understandings of biochemical fluxes and discoveries of
metabolites which are indicative of unusual biological or environmental perturbations.

Metabolic analysis is typically categorized as two complementary methods: targeted and
untargeted. Targeted approach focuses on identifying and quantifying selected metabolites
(or metabolite classes), such as substrates of an enzyme, direct products of a protein, a
particular class of compound or members of a particular pathway. In the targeted approach,
the chemical properties of the investigated compounds are known, and sample preparation
can be tailored to reduce matrix effects and interference from accompanying compounds.
While targeted approach is usually hypothesis-driven, untargeted analysis can generate new
hypothesis for further tests by measuring (ideally) all the metabolites of a biological system.
In Fig. 1, a typical workflow of a metabolomic study using liquid chromatography-mass
spectrometry (LC-MS) based platform is presented. The workflow aims at comparing
multiple biological groups to identify metabolites that are significantly altered. It starts with
an untargeted analysis to screen potential and putative metabolites of interest. These
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metabolites are then subjected to a targeted analysis for metabolite ID verification,
quantitation, functional interpretation, and pathway analysis. Various experimental,
analytical, and computational steps in the workflow are discussed below, with an emphasis
on the untargeted analysis.

2. Experimental design

Experimental design includes considerations on (1) experimental type (e.g., time series, case
vs. control, gene mutation, etc.); (2) experimental factors (e.g., time, dose, or genetic
variation, etc.); (3) experimental comparisons (e.g., against a standard reference sample or
between samples, etc.). Series of guidelines that are specific for each type of experiments
have been published in order to formulate a minimal set and a best practice set of reporting
standards for metabolomic studies 6–8. Readers can follow their interests to look into the
details in each guideline.

One important aspect of experiment design is to determine how many biological replicates
are needed for a study to have the desired statistical power. In the proposed minimum
reporting standard for chemistry analysis in metabolomic study 9, it was suggested that a
minimum of three biological replicates is required and five replicates preferred. It is also
useful to conduct a pilot study to evaluate LC-MS data variation under specific experimental
conditions. The results from the pilot study can then be used to guide subsequent
experiments. In addition, since homogeneous quality control (QC) samples are generally
recommended to be included throughout the experiment 10, the variation estimated using QC
samples can also be utilized to retrospectively evaluate the statistical power of an
experiment. A proper experimental design for metabolomic investigations also includes
analytical replicates, blanks, negative and positive controls to infer analytical and biological
variations and assess data quality.

3. Sample collection and handling

Sample collection and sample handling are of critical influence on experimental
reproducibility. Recent studies have evaluated the impact of sample handling and storage on
metabolite composition 11–13. Results from these studies indicated that consistent sample
handling as well as prompt storage of samples minimize the variability in the later analysis
and ensure the quality of data. Some of the suggested guidelines from proteomics studies on
biofluids 14 are also applicable to metabolomic investigations 15. These guidelines include:
sample storage at −80°C or in liquid nitrogen to avoid metabolite degradation and minimize
freeze-thawing cycle to avoid degradation or formation of metabolites. Additionally, for
biofluid collection, factors such as the type of syringe, vacuum system/vacutainer for blood
collection, storage vessel, anticoagulant, temperature, velocity, duration of centrifugation
should be considered.

For tissue sample harvesting and processing, several methods are available including
lyophilization, pulverization/homogenization, tissue cell lysis (e.g. liquid N2 grinding,
manual or electric homogenization, and ultrasonic cell lysis). Other factors that affect the
quality of samples include sample freezing methods, sample wash method, time, duration for
tissue collection, etc. To inhibit metabolism in cell, plant tissue, and animal tissue samples,
shock quenching and shock freezing are two commonly used methods. However for samples
such as yeast or microbial, the sample quenching remains a difficult issue 16, 17.

4. Metabolite extraction

The chemical diversities in the metabolome and dynamic nature of metabolite turnover
make metabolite extraction a challenging task. Matrix interference and sample loss often

Zhou et al. Page 2

Mol Biosyst. Author manuscript; available in PMC 2013 July 02.

N
IH

-P
A

 A
u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t



occur during this step. Balancing between the minimal matrix interference and maximum
sample recovery, many efforts have been made to optimize the extraction protocols for
target metabolites or the entire metabolome 15, 18. These protocols can vary and often
depend on the sample types and objectives of the study. For example, extraction of high-
abundance metabolites can be often achieved with good recoveries, whereas extraction of
low-abundance metabolites requires enrichment for better detection. The enzymatic
activities in cell and tissue samples often require careful sample quenching and stringent
controlling during the extraction, in which analyte standards or isotope-labeled internal
standards are spiked into samples to determine the metabolite recoveries and to test the
absence of enzymatic activities or the extent of metabolite degradation 19. Unbiased
metabolites extraction methods include liquid-liquid extraction (LLE), solid-liquid
extraction (SLE), solid phase extraction (SPE), microwave assisted extraction, accelerated
solvent extraction, protein precipitation, etc, among which LLE, SLE and SPE are the three
most common ones.

During LLE, choice of the solvents depends on the chemical properties of metabolites. A
particular solvent can extract metabolites of the same chemical class. For a specific study,
researchers are recommended to test several extraction methods, compare their performance
in metabolites recovery, extraction specificity, and efficiency to determine the most
appropriate method for their study. The choice of solvents should also consider their
compatibility with analytical instruments. In SLE, sample preparation needs to be optimized
to avoid degradation or modification of metabolites caused by extraction conditions or
enzymatic activities in tissue samples. Multiple solvent extractions or further sample
grinding are often needed to recover the metabolites to the maximum extent since the solid
sample matrix may still contain some compounds after the first extraction step.

SPE could work as an efficient method to extract the sample and remove interfering
substances (e.g. salts or abundant metabolites). It is observed that retaining low abundant
compounds on the solid phase of SPE is a good enrichment strategy 20. Several solid phase
sorbents are available such as silica, alkylated silica (C-18), carbon based sorbents, ion-
exchange materials, polymer materials and RAM (restricted access materials) that comprise
the three most common chromatographic separation modes: normal phase, reverse phase and
ion-exchange. SPE has been applied to metabolomic investigations in various studies
including screening of serotonin and its precursor tryptophans in human platelet rich
plasma 21, screening of hetrocyclic amines and metabolites in rat urine 22, 23, metabolite
profiling in animal tissues 24 and in plant samples 25.

Readers are encouraged to refer to the literatures for a detailed description on the extraction
techniques available for metabolomic studies 22, 26, 27.

5. LC-MS-based metabolomic data acquisition

Once the metabolites are extracted, metabolomic data are acquired using specific analytical
technologies. In this review, we focus on LC-MS based analytical platforms.

LC-MS is a coupling of liquid chromatography and mass spectrometry. A mass spectrometer
is typically composed of three major parts: ion source, mass analyzer, and detector. While
the ion source converts sample molecules into ions, the mass analyzer resolves these ions
either in a time-of-flight tube or an electromagnetic field before they are measured by the
detector. Several options are available for ion sources including electrospray ionization
(ESI), atmospheric pressure chemical ionization (APCI), atmospheric pressure
photoionization (APPI), and fast atom bombardment (FAB). Due to the diverse chemical
properties of metabolites, it is often required to analyze the biological sample in both +ve
(positive) and −ve (negative) ionization modes under scan range of m/z 50–1000 to
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maximize metabolome coverage. ESI is by far the method of choice in LC–MS-based
metabolomic studies, because its “soft ionization” capability produces a large number of
ions through charge exchange in solution and often forms intact molecular ions which aid
initial identification. APCI and APPI also typically induce little or no in-source
fragmentation and are considered relatively tolerant to high buffer concentrations. These
ionization approaches are complimentary to ESI for the analysis of non-polar and thermally
stable compounds such as lipids. Ranges of applicability of APPI, APCI and ESI in terms of
molecular weight and compound polarity are summarized in the Fig. 2. Nowadays
instruments with dual ionization capabilities (e.g. ESI and APCI, or ESI and APPI) have
gradually become the trend, which results in an increased coverage of the metabolome.

Mass analyzers can be categorized as: quadrupole (e.g. Agilent 6100 Single Quadruple;
Thermo MSQ plus;), ion trap (IT, e.g. Thermo LTQ; Bruker Dalton amazon Ion trap;
Agilent 6300 Ion trap), time-of-flight (TOF, e.g. Bruker Dalton MicrOTOF; AB Sciex
Triple TOF; Agilent Accurate mass TOF), Orbitrap (Thermo Scientific) and Fourier
transform ion cyclotron (FTICR, e.g. Bruker Apex FTICR; Thermo Scientific FT Ultra).
Hybrid or tandem mass spectrometers refer to the combination of two or more analyzers.
Modern high resolution mass spectrometers (HRMS), such as FTICR, Orbitrap, and TOF
can provide accurate mass measurements to facilitate metabolite identification and also
provide accurate metabolite quantitation. In addition to resolving ions by their m/z values
and obtaining estimates of their molecular masses, mass analyzers can further aid metabolite
identification by acquiring highly resolved and accurate MS/MS spectra. This is achieved
through ion fragmentation by collision-induced dissociation (CID) in either quadrupole-
based tandem in-space instruments such as triple quadrupole (QqQ, e.g. AB 5000 API QQQ;
Agilent 6430 triple quadrupole; Thermo TSQ Quantumn /Vantage; Shimazhu LC-MS-8030
Triple Quadruple), quadrupole TOF (QTOF, e.g. Waters XEVO G2 QTOF; AB QSTAR
Elite; Agilent 6540 accurate mass QTOF; Bruker micrOTOF-Q II), or ion trap-based tandem
in-time instruments such as quadrupole-ion trap (QIT, e.g. AB QTRAP 4000), ion trap-TOF
(IT-TOF, e.g. Shimazhu LCMS IT-TOF), LTQ-Orbitrap and LTQ-FTICR. Table 1 has
summarized the performance of modern mass analyzers (parameters are from
reference 28–30).

Most metabolomic studies use a separation method before mass spectrometric analysis. High
performance liquid chromatography (HPLC), as a versatile separation method, allows
separation of compounds of a wide range of polarity through either isocratic elution (the
water-solvent composition remains constant during the separation) or a gradient elution (the
water-solvent composition changes during the separation). Acetonitrile, methanol and
tetrahydrofuran (THF) are the most common used organic solvents. Isocratic elution is
preferred for simple samples (i.e. less than 10 components). Gradient elution provides an
overall faster analysis, narrower peaks and similar resolution compared to isocratic
elution 31.

LC-ESI-MS is becoming a method of choice for profiling metabolites in complex biological
samples 32. Chromatographic separation can reduce sample complexity and alleviate matrix
effects during ionization. In LC-ESI-MS, reverse phase liquid chromatography (RPLC),
normally using C18 columns, can separate semi-polar compounds such as phenolic acids,
flavonoids, glycosylated steroids, alkaloids, and other glycosylated species. Hydrophilic
interaction liquid chromatography (HILIC) can use columns, such as aminopropyl columns
to separate polar compounds like sugars, amino sugars, amino acids, vitamins, carboxylic
acids, and nucleotides etc. For separation of basic and acidic metabolites, ion-paring
reagents such as sodium alkanesulfonates and quaternary ammonium salts are often used in
the mobile phase (e.g. sodium 1-heptanesulfonate and tetrabutylammonium hydroxide).
Although normal phase liquid chromatography (NPLC) can also separate polar compounds,
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the use of non-polar organic mobile phase makes it more compatible with APCI-MS instead
of ESI-MS. NPLC-APCI-MS has been applied for the analysis of non-polar lipids such as
triacylglycerols, sterols, and fatty acid esters.

Good chromatographic separation improves the sensitivity of MS detection and also results
in better MS data quality due to reduced background noise. Therefore, more efficient
separation approaches are needed to reduce the sample complexity and improve the
chromatographic resolutions of overlapping metabolites. One of such approaches is
multidimensional liquid chromatography (MDLC) that allows the combination of two or
more independent separation steps to increase the peak capacity and improve the separation
of metabolites in complex samples. MDLC examples include RPLC-HILIC, ion exchange-
reverse phase, size exclusion-reverse phase, and strong cation exchange-HILIC. Recent
developments in capillary monolithic chromatography, high temperature LC, and ultra
performance liquid chromatography (UPLC, i.e., pressure >400 bar in columns packed with
<2 μm diameter particles) have also achieved significant progress in chromatographic
resolution and expedited analysis 33. Meanwhile, metabolites of interest at low abundance
interfered by significant backgrounds at low mass range or having the poor ionization also
pose challenges to the sensitivity of detection by LC-ESI-MS method. Solutions to alleviate
those issues include performing adequate sample preparation prior to LC separation. For
example, adopting more selective SPE) to concentrate and purify samples, changing the
ionization mode from ESI to APCI, APPI to reduce the ionization background interference,
or performing chemical derivatization on metabolites to increase their MS signals and to
have them detected in high mass range.

6. LC-MS and MS/MS data variability

Multiple factors contribute to the variability of LC-MS data. In addition to biological
variability, which is inherent in biological studies involving multiple subjects, LC-MS data
can exhibit significant variability because of analytical reasons. Sample preparation,
instrument condition, or operation environment may introduce variations into the acquired
data. The variations include drift of retention times, alteration of intensity values, and to a
much less scale, drift of m/z values.

To evaluate the analytical variability, it is recommended that QC samples are repeatedly
analyzed throughout the entire LC-MS experiment 10. QC samples can be aliquots of a
sample pooled from multiple subjects in an equal amount and homogeneously mixed. The
QC samples are then injected periodically throughout the experiment. By inspecting the QC
runs, one can evaluate the analytical variation using summary statistics such as coefficient of
variation (CV) or using projection methods such as principal component analysis (PCA).
The pooled sample may also be used to reduce the variability of the LC-MS data. For
example, peaks exhibiting a comparable variation within the LC-MS runs from the pooled
sample relative to the variability within the biological samples of interest in the study can be
considered unreliable and thus removed from subsequent statistical analysis.

In addition to variations in LC-MS data, variations are also seen in MS/MS spectra,
especially for data generated with different types of instruments or under different
experimental conditions. Due to different combinations of ionization source, collision
energy, mass analyzer, and detectors, the same metabolite can be represented by distinct
MS/MS spectra. For example, two MS/MS spectra from the same metabolite may vary on
the relative intensities of the peaks. In addition, some peaks may appear in only one of the
two spectra. The relatively poor reproducibility of MS/MS spectra (comparing with EI
spectra) is a major obstacle against metabolite identification using spectral matching
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approaches. Database enlargement or the tuning point technique may enable MS/MS spectra
library which can accommodate different instruments 34, 35.

7. Pre-processing of LC-MS data

To convert the raw LC-MS data into a peak list which can be easily interpreted and
compared across runs, multiple preprocessing steps need to be performed as outlined below:

Outlier Screening aims to eliminate LC-MS runs or peaks which exhibit an unacceptable
deviation from the majority of their replicates (analytical or biological). While the LC-MS
variability is unavoidable, the outlier runs/peaks with excessive amount of bias need to be
removed from the subsequent analysis. In practice, PCA is often used to identify sample
outliers by visually inspecting the 2-D (or 3-D) score plot of the data. Those runs that
deviate significantly from the majority are considered as possible outliers. R package
OutlierD uses quantile regression on MA plot to detect outlier peaks from LC-MS/MS
data 36. Schulz-Trieglaff et al. proposed another outlier detection algorithm by first
summarizing the characteristics of LC-MS raw data with 20 quality descriptors. Robust PCA
is then used to reduce the 20 descriptors to a vector of 6 dimensions, and Mahalanobis
distance is used to identify the LC-MS run outliers 37.

Filtering is used to remove the noise and contaminants from LC-MS data. Various filtering
methods such as median filtering or moving average filtering are applied to LC-MS data.
One major requirement for filtering is to suppress the noise while preserving the peaks in the
data. For example, Savitzky-Golay filter reduces the noise while keeping the peaks by
preserving high-frequency components in LC-MS signals. By locally fitting a high-order
polynomial function to the observed data, Savitzky-Golay filter is particularly successful in
preserving the sharpness of peaks. Other methods such as matched filtering with the second
order derivative of Gaussian function are also shown to be successful in smoothing the
signal and enhance the peaks in a noisy background 38.

Baseline correction algorithms estimate the low-frequency baseline, and then subtract the
estimated baseline from the raw signal. Baseline shift is often observed as the baseline of the
intensities is elevated with increasing retention time, and the elevated baseline results in an
over-estimate of the intensities of those late eluting analytes. A low-order Savitzky-Golay
filter can be used to remove the baseline from LC-MS signal 39. PCA can also be used for
baseline correction by first estimating the noise sub-space and then subtracting the projected
signal in the noise sub-space from the raw data 38. Theoretically, it is expected that filtering
and baseline correction are able to improve the detection and quantitation of peaks.
However, there is no strict performance evaluation and comparison of different techniques
on LC-MS data so far. In addition, as some researchers suggested 40, these algorithms may
be a contributor of noise by themselves. An example of baseline correction is shown in Fig.
3.

Peak detection is a transformation which converts the raw continuous data into centroided
discrete data so each ion is represented as a peak. This transformation offers two advantages:
(1) part of the noise in the continuous data is removed; (2) data dimension is reduced
without much information loss. Peak detection is generally carried out in two steps by first
calculating the centroids of peaks over m/z range and then searching across retention time
range for chromatographic peaks. For peak centroiding over m/z range, many manufactures
of LC-MS instruments have provided vendor-specific software tools which enable the user
to directly acquire centroided data. It is assumed these software tools are superior to general
approaches as they can exploit machine-specific models. Currently, main efforts of peak
detection algorithms focus on centroiding over retention time. Because m/z has significantly
less variation compared with retention time, peak detection is generally performed on
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extracted ion chromatograms (EICs) 40 which is a 2-D signal of intensity versus retention
time over a small m/z interval. In the majority of algorithms, EICs are acquired through
binning over m/z range with a small bin size (e.g., 10–30 ppm). However, an inevitable
situation in binning is that the trace of one ion may be split into two neighboring bins no
matter how fine the bin size is chosen. Improved EIC extraction is achieved by Kalman
tracking on 3-D LC-MS data or exploiting the density distribution of m/z data points 41, 42.
In both cases, a fixed bin width is avoided. After the extraction of EICs, they are analyzed to
determine the presence of peaks as well as their boundaries. Matched filtering with second
order derivative of Gaussian function 43 is among the most common choices for this step.
An example of peak detected by the method is shown in Fig. 3. More recently, multi-scale
analysis such as “Mexican Hat” wavelet analysis 40 has gained popularity because it is more
effective in handling peak width variation within LC-MS data. Other algorithms try to
improve the peak detection accuracy through better modeling of chromatographic peaks. For
example, a bi-Gaussian mixture model have been used for peak detection 44. However, the
fitting of the model to a particular dataset often needs to be checked as chromatographic
peak characteristics vary among experiments and instruments. To our knowledge, no
performance comparison of peak detection on LC-MS data has been published yet. The
main difficulty for such evaluation is the lack of ground truth, especially for the low
intensity peaks.

Peak matching and retention time alignment enable the comparison of LC-MS-based
metabolomic data across samples. The retention time of an ion may drift across different
samples, even if those samples are analytical replicates. The drift is generally non-uniform
across the retention time range and cannot be completely controlled during experiments. For
large-scale studies involving multiple samples, retention time alignment is used to correct
for the retention time drift and ensure that the same ion is compared across samples. One
way for retention time correction is to add reference compounds to the samples and use
these reference compounds as landmarks to align other peaks 27. However, these landmark
compounds generally need to be carefully selected to have enough coverage of the retention
time range and to avoid overlap with the analyzed metabolites. In addition, the excessive
presence of internal standards may also cause ion suppression of analyzed compounds and
result in unreliable quantitation. Because of these limitations, alignment approaches that do
not rely on reference compounds are desired. One class of these approaches utilizes the peak
detection results and makes efforts to find and match similar peaks 43. For example, XCMS
first uses a kernel estimation procedure to group the peaks with similar m/z values and
retention times across the dataset. After grouping, “well-behaved” peak groups to which
very few samples have no peak assigned or have more than one peaks assigned are used as
landmarks for alignment. The deviations of the retention times of these landmarks from their
median values within peak groups are regressed against the retention time. Those regions on
chromatogram without “well-behaved” peaks can be interpolated and aligned. The aligned
peaks are grouped again to match peaks with corrected retention times. This procedure is
usually carried out iteratively two or three times to make sure the retention time drift is
sufficiently corrected for. The other class of approaches utilizes the LC-MS raw data for
retention time alignment by matching the chromatographic signals, such as EIC or total ion
chromatogram (TIC). Correlation optimized warping (COW) was proposed for aligning
chromatographic signals by dividing the time axis into segments and performing a linear
warping within each segment to maximize the overall correlation of the two
chromatographic profiles 45. Similarly dynamic time warping (DTW) aligns chromatograms
by maximizing the spectra similarity while preserving the internal ordering of the eluents 46.
A critical assessment of several popular alignment methods concludes that XCMS gives the
best performance for alignment of LC-MS metabolomic data 47. However, it is also pointed
out the success of a particular method is highly dependent on the experience of the user to
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choose the appropriate parameters. An example of a set of EIC peaks before and after
alignment is shown in Fig. 3.

Ion Annotation groups together ions which are likely to originate from the same compound.
In LC-MS-based metabolomics, one metabolite is often represented by multiple peaks in
LC-MS data with distinct m/z values but at similar retention times, due to the presence of
isotopes, adducts, and neutral-loss fragments. As long as the scan rate is properly adjusted
and enough scanning points are acquired to define the chromatographic peaks, the ions from
the same compound share similar-shaped elution profiles which can be represented by their
EICs. Thus, ion annotation can be achieved by clustering similar elution profiles together.
An ion annotation approach was previously developed where ions are grouped based on the
Pearson correlation of their EICs 48. If the correlation between two ions is above a pre-
defined threshold, and the m/z difference between the two ions can be explained by known
adducts/isotopes/neutral-loss fragments relationships, the two ions are considered to
originate from the same metabolite. One example of ion annotation is shown in Fig. 3 using
this approach. However, in above method, the choice of the Pearson correlation threshold is
largely empirical without statistical interpretation. Additionally, when the elution profiles of
two ions have a large overlap, Pearson correlation is generally high and not sensitive enough
to capture the subtle differences in EICs. A statistically rigorous approach was proposed to
test if two ions measured by TOF-MS are originated from the same compound 49. In this
approach, the observed TOF-MS signal is modeled as a Poisson process. If two ions are
derived from the same compound, the conditional distribution of observed intensity given
the summed intensity should follow a binomial distribution with a constant success rate
across the retention time. The Pearson chi-square test was used to evaluate the goodness-of-
fit of the observation to binomial distribution, from which an associated p-value is derived.
It was shown that this approach can reduce the ion annotation false positive rate to 6%
compared with the 50% obtained by the Pearson correlation approach while maintaining the
same sensitivity level. However, this approach is limited to data acquired using TOF
analyzer and time-to-digital converter (TDC) detectors. In addition, when the ion intensity is
high, the acquired signal will deviate from the Poisson process due to detector saturation,
thus an inflated p-value is obtained.

Normalization of peak intensities helps to reduce the systematic variation of LC-MS data.
One way to normalize LC-MS data is to add same amount of internal standards into all the
samples. Relative abundance is calculated by adjusting other ions’ intensities based on their
ratios to internal standards. When there are multiple internal standards, an algorithm was
developed to find optimized normalization factor for each peak utilizing variability
information from internal standards 50. Four normalization techniques without using internal
standards were reviewed in a metabolomic study of urine samples 51. The study
recommended the use of two normalization techniques for endogenous metabolites:
normalization to osmolality and normalization to “total useful MS signal”.

Transformation of LC-MS data is sometimes needed to modify the data distribution so it is
more suitable for subsequent statistical analysis. For example, transformations which lead to
a more normal-distributed dataset or compress the dynamic range of data are often used.
These transformations are usually heuristic. Z-score, log-transformation, and square-root
transformation of peak intensities are common choices of transformations.

Software tools are provided by most instrument manufactures to relieve the LC-MS system
users from the burden of sophisticated and sometimes heuristic pre-processing steps,
especially peak detection and alignment. For example, MarkerLynx (Waters) is provided in
conjunction with Waters LC-MS system for data pre-processing, visualization and statistical
analysis. Other commercially available tools such as AnalyzerPro (SpectralWorks) and
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Genedata Refiner MS (Genedata) also provide pre-processing capability for LC-MS data.
Publicly available software tools for pre-processing and analysis of LC-MS data include
MZmine 52, XCMS 43, and MetAlign 53. These tools accept LC-MS data files of one or
more standard file exchange format, such as NetCDF, mzXML, and mzML. Various steps in
LC-MS data preprocessing are integrated into one platform and often modularized. The pre-
processed results can be exported for further statistical analysis. Although the
implementation details for the commercially available software are not often available,
many of the algorithms reviewed before were implemented in the publicly available
software. However, all of these software tools involve a large number of parameters which
need to be chosen by the user. Because these parameters are often experiment-specific, they
need to be understood and fine-tuned to ensure the success of preprocessing. A parameter
selection procedure was proposed based on discrepancies among replicate samples. The
advantage of the procedure was showcased in combination with XCMS by doubling the
number of detected peaks with improved intensity estimations 54.

8. Statistical analysis

After pre-processing, the LC-MS raw data are summarized by a peak list. The statistical
analysis aims to detect those peaks whose intensity levels are significantly altered between
distinct biological groups. The specific choice of statistical methods often depends on the
particular study design, while some methods can be applied to multiple types of studies.

The statistical analysis methods can be categorized as univariate and multivariate analysis.
The univariate approach assesses the statistical significance of each peak separately.
Commonly used univariate techniques include t-test, fold-change analysis, Wilcoxon rank-
sum test, analysis of variance (ANOVA), etc. They are used to find the significantly altered
metabolites in both unpaired 55 or paired studies 56. P-values are usually assessed in
univariate methods, either through parametric approaches or permutation tests. Because
thousands of metabolites can be simultaneously measured in an untargeted study, the
multiple hypothesis testing problem will result in a high chance of false discovery even with
a small p-value threshold. False discovery rate (FDR) is used to estimate the chance of false
discovery at a given test statistics threshold or to control the total number of false
discoveries. A q-value for each peak can be evaluated which is the minimum FDR at which
that peak is called significant. Multiple methods exist to estimate or control the FDR 57.
Some algorithms, such as significance analysis of microarray (SAM), directly estimate q-
values using a re-sampling approach.

Multivariate analysis considers the combinatorial effect of multiple variables. It can be
further categorized as unsupervised and supervised techniques. Unsupervised learning refers
to methods that identify hidden structure in the data without knowing the class labels. One
of the most popular unsupervised techniques in LC-MS-based metabolomic study is PCA,
which finds a series of orthogonal projection directions that maximize the variance of the
projected data. If PCA successfully clusters the samples according to prior knowledge
(phenotype, genotype, time course, dose response etc), the metabolites with the largest
weights in the loading vectors of the first few principal components are considered as most
relevant to the interested biological question. PCA has been extensively used in multiple
studies to elucidate the metabolomic consequence in time-course studies 58, to phenotype
closely related genotypes 59, and to find indicative metabolites for diseases 60. Other
unsupervised techniques such as self-organizing map (SOM) 61 or two-mode clustering 62

have also been used in LC-MS-based metabolomic studies.

In contrary to unsupervised techniques, supervised learning uses the class label information
to construct a model to interpret the LC-MS data. Partial least square-discriminant analysis
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(PLS-DA) is a supervised technique widely used in LC-MS-based metabolomic data
analysis. PLS-DA finds the projection direction which gives the largest covariance between
the data and the labels. It is successful in identifying the projection that separates the pre-
defined groups and finding the discriminant metabolites for the separation 58. PLS-DA has
also seen applications in other study designs, such as the case-control study 63 or the time-
course study 64. In addition to PLS-DA, other supervised learning methods such as random
forest 65 and support vector machine 66 have also been used in assessing the discriminative
power of metabolites. However, results from supervised techniques could be misleading due
to over-fitting to the limited observation data. As a result, cross-validations or permutation
tests 67 are needed to ensure the generalization capability of the constructed models.

An integrated software tool named MetaboAnalyst has been developed for statistical
analysis of LC-MS data, which incorporated various algorithms 68. Many of the algorithms
were previously developed for microarray data analysis, such as SAM and empirical
Bayesian analysis of microarray. Other software tools such as Gene Expression Dynamics
Inspector can also be used for metabolomic data analysis 69.

9. Metabolite identification

One of the major challenges in metabolomic studies is the identification of metabolites.
Metabolites include a wide variety of structure classes such as sugars, lipids, steroids, amino
acids, etc. Their chemical and physical diversities make it difficult to derive general rules to
predict the fragmentation patterns. Many types of metabolism reactions further complicate
the identification task. While it is estimated that there are 2,000 major metabolites in human
body 70, the total number of possible metabolites in nature can reach up to 1,000,000 71.

At present, metabolite identification in untargeted metabolic analysis is mainly achieved
through mass-based search followed by manual verification. First, the m/z value of a
molecular ion of interest is searched against database(s) 72–75. The molecules having
molecular weights within a specified tolerance range to the query molecular weight are
retrieved from databases as putative identifications. The mass-based search can seldom
provide unique identifications for the ions of interest due to three reasons. First, it has been
shown that even with an accuracy of less than 1 ppm, which is a remarkably better accuracy
than most analytical platforms can achieve, it is still not sufficient for unambiguous
metabolite identification due to the presence of compounds with extremely similar
molecular weights 8. Second, mass-based metabolite identification cannot discriminate
isomers which have the same elemental composition but different structures. Third, all the
metabolite databases are of limited coverage. Generally less than 30% of the detected ions in
a typical LC-MS-based metabolomic experiment can be uniquely identified through mass-
based search, leaving most of the ions either unidentified or with multiple putative
identifications. Improved approaches, such as those involving isotope labeling, can be used
to reduce the ambiguities from the mass-based search. But they cannot guarantee unique
identification either 76.

While retention index derived from retention time in GC-MS experiments has been included
in libraries and used for metabolite identification, no such index currently exists for LC-MS
experiments. Due to the run-to-run variation of retention time even on the same machine, the
comparison of retention times can only be performed under identical experimental
conditions.

To verify the mass-based search results, authentic compounds of those putative
identifications are subjected to MS or tandem MS experiments together with the sample. By
comparing the retention times or tandem MS spectra of the authentic compounds with the
ions of interest in the sample, the identities of the metabolites can be confirmed. It may be
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necessary to extend the MS2 to MS3 or MS4 level for more confident identifications of some
metabolites. It was suggested that at least two independent and orthogonal data (retention
time and mass spectrum, accurate mass and tandem mass spectrum, etc.) relative to an
authentic compound analyzed under identical experimental conditions are necessary to
verify a putative metabolite identification 9. The limiting factor of verification is that it is
often costly and time consuming. The authentic compounds of putative identifications need
to be acquired. More experiments need to be performed. Sometimes, a molecular ion can
have more than 100 putative identifications which make manual verifications extremely
laborious. An example of verification for S-1-P (Sphingosine-1-phosphate) through MS2

spectra is shown in Fig. 4.

10. Metabolite quantitation

LC-MS methods described in the previous section are primarily for semi-quantative
characterization of metabolites. Quantitation of metabolites can help evaluate metabolic
changes and further check the results from semi-quantative analysis. In the following, we
discuss quantitation methods using selected reaction monitoring (SRM) (e.g., QqQ-based
LC-SRM-MS/MS) and LC-HRMS in full scan. Note that multiple reaction monitoring
(MRM) is used as a synonym for SRM.

In the QqQ-based SRM experiment, the precursor ion selected in the first quadruple (MS1)
is dissociated to fragment ions in the collision cell and only specific fragment ion (daughter
ion) is selected in the second quadruple (MS2) for detection. The two-stage ion selection
procedure produces a sensitive measurement that is specific to both molecular weight
(precursor ion) and structure (fragment ion) of a given analyte. Such pair of m/z values is
referred to as “transition” in SRM.

SRM, as the gold standard of absolute quantitation can measure real concentration of several
metabolites in a single run by using the isotope dilution technique, where a stable isotope
analogue of the analyte compound is used as an internal standard (IS) in the MS analysis.
Because of the high physical–chemical similarities between the labeled IS and the analyte,
degradation during sample preparation, variations in instrumental response, and ion
suppression effects in LC–ESI-MS can be compensated. The ratio of their MS signals within
the dynamic range remains the same as well. Absolute quantitation of metabolites can be
achieved by correlating their ratio of MS signals detected by SRM in the calibration curves
as illustrated in Fig. 5, where calibration curves are constructed by relating the varying
amounts of each analyte to their relative response factors (RRFs) as determined by the ratio
of the peak area of the analyte to that of the corresponding isotope-labeled IS.

SRM has become the method of choice for small molecule quantitation for more than three
decades 77. With the development of more effective sample preparation and
chromatographic separations, e.g. adopting more selective SPE cleanup step and introducing
dual chromatographic methodology by combining ion-paring RPLC and HILIC, modern
QqQ mass spectrometers with fast spectral scan rate (e.g. SRM dwell time < 25ms) and high
ionization efficiency (e.g. heated ESI or nano ESI) can achieve simultaneous quantitation of
hundreds of metabolites. QqQ-based LC-SRM-MS/MS has become an ideal quantitative
approach for targeted metabolic analysis 15, 78.

Although QqQ-based SRM quantitation has high sensitivity, the specificity of the method
limits its application to targeted metabolomics and often neglects the information of other
metabolites. In addition, some analytes only have non-specific transitions that are also
common for matrix interferences such as the neutral loss of H2O or CO2. This compromises
the specificity of SRM method and causes inaccurate quantitation. A global MS detection by
HRMS, such as FTICR, Orbitrap, TOF or QTOF can address these limitations in SRM
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analysis. HRMS operating in full-scan mode can determine virtually all compounds present
in a sample. Modern HRMS instruments with fast scan rates allow the acquisition of enough
data points across a chromatographic peak for accurate quantitation using EICs by centering
a narrow mass window (e.g. ±5–10 mmu) on the theoretical m/z value for each analyte. This
quantitation approach avoids the pre-selection of SRM transitions and offers the quantitation
of off-target compounds. So far FTICR presents the unsurpassed high mass accuracy and
resolving power, but it is not widely used because of its high cost, maintenance difficulty,
and compatibility with LC compared with Orbitrap and TOF mass spectrometers. More
recently, Orbitrap-based HRMS has become the platform of choice to perform integrated
qualitative and quantitative analysis in the full-scan mode 79. Especially the new benchtop
Exactive Orbitrap™ showed more competitive advantages in terms of cost, sensitivity, mass
accuracy, and linear dynamic range 80. Meanwhile, efforts have been made in sample
preparation and LC separation in order to increase detection sensitivity, metabolites
coverage and quantitation accuracy by HRMS full scan-based LC-MS method. For example
the absolute or relative quantitation of a large number of unknown metabolites in complex
samples has been advanced by differential isotope labeling techniques 81. Although there are
only a few papers reporting TOF/QTOF-based HRMS for quantitative analysis, modern
TOF technology could offer a potential alternative. The limited dynamic range in typical
TOF instruments using TDC has been improved by analog-to-digital detector technology
(ADC) 82. Significant improvements have been made in mass resolution and mass accuracy
of TOF instruments. Currently TOF instruments with 40,000 in resolution and sub-ppm
accuracy are possible 83, such as Agilent 6540 Ultra High Definition Accurate-Mass QTOF
not only allow accurate-mass measurements for compound confirmation and molecular
formula generation, but also provide accurate isotope ratios. Such capabilities help us
narrow down the list of plausible molecular formulas and increase confidence in the result.

11. Pathway Analysis

Metabolomics is one member in the “omics” cascade. To acquire a comprehensive picture of
the biological process, it needs to be combined with other data from genomics,
transcriptomics, and proteomics. Data from different platforms will support and complement
each other to understand the biological mechanism. Integration of the data from
heterogeneous sources on the biological network or pathway level has proved to provide a
more complete picture about the investigated biological system. Metabolite set enrichment
analysis (MSEA) has been developed to provide functional interpretation of a selected set of
metabolites, after verification and quantitation of metabolites from untargeted studies 84.
MSEA assembles predefined metabolite sets through both public databases (such as HMDB
and KEGG) and text mining of literatures. Using these metabolite sets as the backend
knowledgebase, MSEA enables researchers to perform enrichment analysis on a list of
altered metabolites from a biofluid or tissue to identify a biological pathway or disease
condition that can be further investigated. A Google-Map style interactive visualization
system is used to help users understand the pathway analysis results. A similar algorithm,
metabolite pathway enrichment analysis (MPEA), has also been published which can
accommodate ambiguous identifications for metabolites 85. Pathway enrichment analysis is
also available through commercial pathway analysis tools including Ingenuity Pathways
Analysis (IPA, Ingenuity Systems), Pathway Studio (Ariadne Genomics), and MetaCore
(GeneGo). Pathway enrichment analysis tests if a group of metabolites are involved in a
particular pathway compared with random hits. For example, IPA-Metabolomics is a
capability within IPA that can extract rich pathway information from metabolomic data.
Through pathway analysis, the results from metabolomics study can be compared,
confirmed and integrated with other “omics” studies such as transcriptomics 85 and
proteomics.
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12. Future outlook

While many studies have already benefited from metabolomics, certain issues still need to
be addressed to fully utilize the potential of LC-MS in metabolomic studies. Some of these
issues and future outlooks are discussed below.

The hyphenation of UPLC to MS can be advantageous for better assignment of metabolites
from chromatographic mass signals 86. In the future, as new quadrupole mass analyzers
evolve with faster acquisition rate or shorter dwell time, their coupling with advanced HPLC
will allow the analysis of hundreds of metabolites or more at once. Therefore SRM will find
more applications in monitoring concentration changes of endogenous metabolites in
targeted analysis 78. At the same time, for less targeted analyses involving a large number of
analytes, full-scan HRMS with high mass resolution and high mass accuracy hold the
promise for quantitative metabolomics in the future.

The identification of metabolites is the current bottle-neck in LC-MS-based metabolomic
studies. Although it is generally easy to measure the exact mass of a molecular ion detected
in LC-MS experiments, mass information alone is often not enough to fully characterize its
structure and identify it as a specific biochemical entity. Although novel metabolites
continue to be discovered, many of the metabolites we face in practice have already been
found and identified in some other studies. The collection and utilization of these “known
unknowns” pose major challenges for computational and informatics tools. This is in part
because the information is often scattered in different sources, in various formats, and with
spectra acquired under different conditions. In addition to data collection, multiple steps are
required to fully utilize the information embedded in LC-MS and MS/MS data. Automated
acquisition of high-quality MS/MS spectra is needed to increase the throughput of
metabolite identification. Improved in-silico fragmentation models of metabolites are
needed, which consider complicated ion-molecular interactions encountered in metabolites
fragmentation. LC-MS/MS spectral libraries for metabolites, such as HMDB 72, Metlin 74,
and MassBank 87, continue to evolve and expand for increased metabolome coverage. In
addition, carefully designed experiments and appropriate spectral matching algorithms are
desired to ensure spectral libraries from different laboratories and instruments are
transferable 34. Last but not least, integration of contextual information into identification
can potentially reduce the ambiguity in metabolite identification 88.
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Fig. 1.
A typical workflow of a metabolomic study.
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Fig. 2.
Ranges of applicability of APPI, APCI and ESI.
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Fig. 3.
Preprocessing of a LC-MS dataset with 10 samples. The LC-MS raw data are first corrected
for baseline effect, and then peak detection is performed on each EIC to detect the peak(s).
For multiple samples peak alignment is used to correct for retention time drift. The peak list
can be acquired after peak alignment for the dataset. Ion annotation is used to recognize the
peaks originating from the same metabolite. The data are acquired using a UPLC-QTOF
Premier instrument.
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Fig.4.
Metabolite ID verification by comparison of the MS2 spectrum of S-1-P (top) with
experimental sample (bottom). The MS2 spectra are acquired with a precursor ion mass at
378 Da under negative ionization mode on a QSTAR Elite instrument.
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Fig. 5.
Illustration of absolute quantitation of metabolites by QqQ-based SRM using isotope
dilution technique.(a) SRM detection of analyte and its isotope-labelled IS; (b) absolute
quantitation of four analytes by SRM: correlating signal ratio of analyte and IS to its
respective standard curve.
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Table 1

Performance of modern mass spectrometers in small molecule quantitation

MS Resolving power a Mass accuracy Scan rate Detection limit b

QqQ Unit resolution 50 ppm Moderate fg-pg* (SRM)

QIT 10,000 50 ppm Moderate fg-pg (SRM)

LIT 10,000 50 ppm Fast pg (SRM)

IT-TOF/ QTOF 20,000 3 ppm Fast/moderate pg (full scan)

High-Res-TOF 60,000 2ppm Fast pg (full scan)

Q- Orbitrap/LTQ-Orbitrap 140,000 2 ppm Moderate fg-pg (full scan); SRM compatible

LTQ-FTICR/Q-FTICR 1,000,000 ≤1 ppm Slow/slow pg (full scan)

a
Resolving power depends on m/z range and scan speed of the instruments. Values here are obtained on m/z 400 (ref. 28). Modern mass

spectrometers obtain better resolution and mass accuracy.

b
Sensitivity depends strongly on the ionization efficiency of the compound in the ion source.

*
fg and pg refer to femtogram and pictogram, and SRM refers to selected reaction monitoring
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