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Abstract

In this paper, we describe how Lan-
guage Computer Corporation’s GI&X-
TER question-directed summarization sys-
tem combines multiple strategies for ques-
tion decomposition and summary genera-
tion in order to produce summary-length
answers to complex questions. In addi-
tion, we introduce a novel framework for
guestion-directed summarization that uses
a state-of-the-art textual entailment sys-
tem (Hickl et al., 2006) in order to se-
lect a single responsive summary answer
from amongst a number of candidate sum-
maries. We show that by considering en-
tailment relationships between sentences
extracted for a summary, we can automati-
cally create semantic “Pyramids” that can
be used to identify answer passages that
are both relevant and responsive.

I ntroduction

from a set of candidates or to model the semantic
content of an ideal summary response to a question.

We believe that complex questions cannot be an-
swered using the same techniques that have so suc-
cessfully been applied to the answering of “fac-
toid” questions. Unlike informationally-simple fac-
toid questions, complex questions often seek mul-
tiple different types of information simultaneously
and do not presupposed that one single answer could
meet all of its information needs. For example, with
a factoid question likeWhat is the average age of
the onset of autisnipit can be safely assumed that
the submitter of the question is looking for an age
(or a range of ages) which is conventionally associ-
ated with a first diagnosis of autism. However, with
complex questions likeWhat is thought to be the
cause of autism? the wider focus of this question
suggests that the submitter may not have a single or
well-defined information need and therefore may be
amenable to receiving additional supporting infor-
mation that is relevant to some (as yet) undefined
informational goal.

Over the past three years, complex ques-
tions have been the focus of much attention in

This paper introduces a new framework forboth the automatic question-answering (Q/A) and
guestion-directed summarization (QDS) that usesulti-document summarization (MDS) communi-
textual entailment in order to select a single resporties. While most current complex Q/A evaluations
sive summary-length answer from amongst a nunfincluding the 2004 AQUAINT Relationship Q/A
ber of automatically-generated summaries. We béilot, the 2005 Text Retrieval Conference (TREC)
lieve that by considering the entailment relationshipRelationship Q/A Task, and the 2006 GALE Distil-
that exist between sentences taken from multiplation Effort) require systems to return unstructured
summaries, we can automatically construct hieratfists of candidate answers in response to a complex
chical representations (or “Pyramids”) that can beuestion, recent MDS evaluations (including both
used to either select the most responsive summattye 2005 and 2006 Document Understanding Con-



ferences (DUC) have tasked systems with returning System Overview

paragraph-length answers to complex questions that _ ) _
are responsive, relevant, and coherent. In this section, we describe the architecture of GIS-

Returning multiple sentence answers —whether iREXTER, @ question-directed summarization system
the form of a list or a paragraph — poses two part_hat_use_s multiple _que_stlon decomposition a_nd sum-
ticular problems for systems that provide answer@'arization strategies in order to create a single re-
to complex questions. First, systems must be abRPONSive summary-length answer in response to a
to decompose complex questions into a set of sinffoMPlex question. The architecture of GISITER
pler questions before they can be submitted to i Presented in Figure 1.
ther a Q/A or a MDS system. While Q/A systems
can use techniques based on keyword density a%d1
topic information to find relevant answers to everQuestions submitted to GISKTER are sent to a
the most complex of questions, we expect that bQQuestion Processingnodule, which uses three dif-
decomposing complex questions into the sets of suberent question decomposition strategies in order to
guestions that they entail, systems can improve threpresent the information need of a question. First,
average quality of answers returned and achieve befuestions are sent to keyword Extractionmod-
ter coverage for the question as a whole. In DUGQie, which creates a single unstructured query from
2006, we experimented with using three differeneach question by removing stopwords and alternat-
techniques for decomposing complex questions, ifRg certain query terms using a set of lexical re-
cluding question decomposition based on (1) keysources assembled for LCC’s automatic question-
word extraction and expansion, (2) syntactic quesnswering (Q/A) systems (Harabagiu et al., 2005a).
tion decomposition, and (3) semantic question deNext, questions are processed tyatactic Decom-
composition. positionmodule, which uses sets of heuristics (first

In addition to understanding the information needlescribed in (Lacatusu et al., 2005) to recognize
of a question, systems must be sensitive to the faahd extract embedded questions from each complex
that certain types of information are more valuableguestion. In addition to embedded questions, com-
to users and should be presented before other lgdgx questions that feature conjoined phrases or lists
relevant answer snippets. (Passonneau et al., 20@B)arguments are also broken down into individual
has argued that the ideal answers to complex quegdestions that contain each of the conjuncts or argu-
tions can be organized into hierarchical structurements. Finally, questions, are submitted ®eaman-

(or “Pyramids”) that reflect the relevance of semantic Decompositiormodule in order to identify sub-

tic content units (SCUs) to a multi-document sumeguestions that represent a different dimension of the
mary or to an answer to a complex question. linformation need encoded by a complex question.
this paper, we suggest that recent work in recognizJnlike syntactic decompoaosition, which only extracts
ing textual entailment (Haghighi et al., 2005, Hicklovertly-mentioned questions from a complex ques-
et al. 2006) could be used in order to construdion, the process of semantic decomposition seeks
Pyramid representations that could be used to allot® generate the set of informationally-simple ques-
MDS systems to better recognize relevant informations that are entailed by a complex question. In pre-
tion across documents or candidate summaries. Waus work (Harabagiu et al., 2006), we described
show that by using textual entailment to identify senhow complex questions can be decomposed by per-
tences that share the same semantic content, we darming a random walk over a bipartite graph of
identify candidate summaries that may contain theentences and relations derived from a collection of
most information relevant to a complex question. documents relevant to the complex question. Once

The rest of this paper is organized in the followinga relation is identified in a complex question, a sen-
way. Section 2 presents an overview of GEXF  tence is selected (at random) from the graph that also
TER, Section 3 presents our Results from the DU@ontains that relation. This sentence is then sent to
2006 evaluations, and Section 4 presents our conclan Automatic Question Generatianodule (first de-
sions. scribed in (Harabagiu et al., 2005b)) in order to pro-

Question Processing
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Figure 1: Architecture of GISEXTER.

duce a well-formed natural language question thafies are sent to both a (1) automatic gquestion-
could be later submitted to a Q/A or a MDS sys-answering (Q/A) system and a (2) multi-document
tem. Relations from the newly-generated subquesummarization (MDS) system in order to generate a
tion are then extracted and used to identify other retotal of six candidate summaries for each individual
evant sentences (and relations) from the graph whidomplex question.
could be (m turn) to create new sets of decompOSi' Question-Answering Multi-Document Summarization
tions. This process continues until there are no more | Srategy 1. Bag-of-Words | Strategy 4. Bag-of-Words

X K Strategy 2. Syntactic QD | Strategy 5. Syntactic QD
nodes in the graph that can be traversed or until Some | strategy 3. Semantic QD | Strategy 6. Semantic QD

pre-specified termination condition is m&tTable 1 Table 2: Six Summarization Strategies.
illustrates examples of some of the syntactic and se- 5|5 TexTER'S Question Answeringnodule uses
mantic decompositions produced for complex qUekeyword-based techniques developed for LCC’s

tions considered in DUC 2006. PALANTIR Q/A system (Harabagiu et al., 2005a)
Original Question in order to retrieve sets of relevant sentences for
Discuss measures that schools and school districts have taken to pre- each Subquestlon Keywords are first extracted from
vent violent occurrencesand shootings, such asthosein Littleton, Col- i )
orado and Jonesboro, Arkansas. each subquestion and are then sent to a sentence re-
Syntactic Decomposition trieval engine, which returns and ranks a list of sen-

SynQD; | What measures have schools taken to prevent violent ocoese

SynQD, | What measures have school districts taken to preventviour-| ~ tences based on the number and proximity of key-
rences?

SynQD; | What measures have schools taken to prevent shootings? word terms in each sentence. In contrast, GE3T

SynQD: | What measures have school districts taken to prevent stysati TER'S Multi-Document Summarizatiomodule uses
Semantic Decomposition . .
SemQD | What U.S. schools have had to perform a security lockdown? keywords extracted from each SquueStlon In con-

SemQD, | Who conducted drills over the summer in which police SWATs jUﬂCtiOﬂ with sets of relevant terms and relations de-
entered schools to put down school shootings?

SemQD; | Which school district faced legal action for not preventimgence|  Fived from automatically—computed tOpiC represen-
at its schools?

SemQD, | Which schools now use metal detectors at special events? tations in order to retrieve a set of sentences for each
SemQD \l\//lvizc()jlglglfﬁoﬁljre alarm and shot students filing out of Westsidecandidate summary. As with our DUC 2004 and
SemQDLy | Which Columbine High School student killed twelve other-stu DUC 2005 systems (Lacatusu et aI., 2004:; Lacatusu
dents? . f
SemQDy | How many students were suspended after threatening to teke o et al" 2_005)’ We followed (Lm and Hovy’ 2000) In_
their school? , computing a weighted set of terms — known as topic
SemQL; | How are school districts carefully regulating who can beost| . .
grounds? signatures (TH — based on the relative frequency of
SemQD | Why have local secondary schools beefed up security messurg : :
SemQD o What qrganization has held public hearings to prepare arrepd a_g_lven term in a relevant set of C_Iocument§' In ad-
improving school safety? dition, we also followed (Harabagiu, 2004) in com-
Table 1: Question Decompositions. puting a weighted set of topic-relevant relations —

known asenhanced topic signhaturé$s,) that iden-
tified relevant syntactic-based relations (e.g. noun-
2.2 SentenceRetrieval and Ranking noun, adjective-noun, verb-noun) that exist between

) o sets of topic signature terms. As in our 2005 DUC
Once question processing is complete, the output @f.ssem (| acatusu et al., 2005), weights associated

each of these three question decomposition stratgrh TS, terms and T§relations were used to com-

YIn our work, only the first 10 questions generated by thPute a CompOSIIH?pIC scorefor each sentence in the
system were considered as potential semantic decompusitio document collection. Keywords were then extracted



from each subquestion (as before) and used to rand location of the antecedent of pronouns occur-
trieve a set of sentences; sentences were re-rankdy in subject position with approximately 85% F-
based on theitopic scorebefore being incorporated measure? We trained two classifiers using news-
into a candidate summary. paper texts annotated with coreference information.
For each instance of a pronoun, the first classifier
learned whether an antecedent could be found in
A total of six candidate summaries were then genefl) the current sentence, (2) the preceding sentence,
ated by merging the top-ranked sentences retrieved (3) not in either the current or immediately pre-
by each summarization strategy into a single paraeding sentence. When antecedents were classified
graph. Two types of optimizations were then peras occuring in either the current or preceding sen-
formed in order to enhance the overall linguistidences, a second classifier was used to determine
guality of summaries. whether the candidate antecedent was (1) a full NP
First, in order to reduce the likelihood that redun-or (2) another pronoun.

dant information would be included in a summary, We transformed the decision-tree rules into a set
sentences selected for a candidate summary wesk heuristics for examining all the pronouns in a
clustered using k-Nearest Neighbor clustering basagiven sentence: for each pronoun contained in a
on cosine similarity. Following clustering, only thesummary sentence;, the heuristics determined
top-ranked sentence from each cluster was includedhetherS; should be (1keptin the summary, (2)
in the summary. (An example of a cluster can baddthe previous sentence, or (&)op the sentence.
found in Table 3.) Since reflexive pronouns almost always co-occur

_ . . with a non-pronominal antecedents in the same sen-
DO0641E | The dominant view is that the surface warming is at least .. .
partly attributable to emissions of heat-trapping wastiism tence, sentences containing reflexive pronouns were
e e oy Productof the bumingst | glways kept in summaries. For all other third person
Greenhouse gas emissions - including carbon dioxide afegate pronouns, we deve|0ped two sets of procedures, de-

by the burning of coal, gas and oil, are believed by most atmo- K X
spheric scientists to cause the warming of the Earthsserfa~ pending on whether the pronoun occurred as subject
and a change in the global climate. . P . . .
Global warming is the change in the climate thought to oc¢ur (OI’ contained inside the SUbJeCt) of the main verb in
because human activities add to a buildup of greenhouse gase the sentence

such as carbon dioxide, methane and nitrous oxide. ’a ’

2.3 Summary Generation

When pronouns occur in non-subject position, our
Table 3: Clustering of Redundant Passages  study showed that antecedents are often found in the
same sentence as the pronoun. In order to ensure that
In addition, we sought to enhance the referentighe antecedent was not also a pronoun, we checked
clarity of summaries by developing a set of heuristg see if the sentence contained other pronouns that
tics that would allow a system to automatically prematched in number and gender feature with the pro-
dict whether the antecedent of a pronoun could bgoun under consideration. If no other pronouns with
(1) found in the current sentence, (2) found in thenese features could be found in the current, the sen-

of a pronoun resolution system. While we are stilfrom the summary.

committed to integrating a state-of-the-art corefer- \nhen non-reflexive pronouns occurred in subject

ence resolution system into the architecture of Glsposition we knew the antecedent was likely to be
TEXTER, we believe that by being able to predict-in the previous sentence, although it could occur in

ing which pronominal mentions could be includedyngther previous sentence in the discourse. In this
in a summary without adversely impacting referenzaqe i ng pronoun could be found in the previ-
tial clarity, we could enhance both the legibility andy, 5 sentence that shared number and gender features
coverage of multi-document summaries without Sigith the pronoun under consideration, both the cur-
nificant increasing the overhead required by a SUMgn; sentence and a sentence immediately preceding

marization system. . the current sentence were added to the summary; if
In a pilot study using a decision tree-based clas-

sifier, we found that we could predict both the form 2Precision: 74%, Recall: 100%



these conditions could not be met, the sentence wasntences; and the index associated with the cluster

again dropped from the summary. (assumed to be equal to the SCU weight) was incre-
) ) ) mented by 1. If entailment was judged to be bidi-
24 Automatic Pyramid Creation rectional — that is,S; entailedS, and S, entailed

Once a complete set of six candidate summaries, — the two sentences were considered to convey
have been generated, we used a state-of-the-art tegughly the same semantic content, and all sentence
tual entailment (TE) system (described in (Hickl epairs containingS, were dropped from further con-
al., 2006)) in order to select the candidate summausideration. When entailment could only be estab-
that best met the expected information need of théshed in one direction — i.eS; entailedS; but S,
complex question. did not entailSy, Ss was considered to convey addi-
Much recent work (Haghighi et al., 2005, Hickltional information not strictly found irb; and was
et al. 2006, Harabagiu and Hickl, 2006) has demorpermitted to create a cluster corresponding to a sepa-
strated the viability of supervised machine learningrate SCU. Finally, sentences that did not exhibit any
based approaches to the acquisition of robust fornemtailment relationship with any other sentence were
of textual inference such as textual entailment or texassigned a weight of 1. Table 4 provides a synopsis
tual contradiction. of the rules used to construct Pyramids from entail-
A text passage is said totextually entaila hy- ment judgments.
pothesish whenever the meaning otan be inferred  —ersages T Acton
from the meaning op. In most TE systems, tex- [ SiFS:and$ FS; | Add S; to the cluster containing15 drop all
. . . . L . other pairs containingsS
tual entailment is recognized using a classifier which s, 5, ands 25 | Add S, to cluster containing §
evaluates the probability that a particular inferen-LS5=52and$ #S, | Donotadd$ to cluster containing &
tial relationship exists between two text passages us- Table 4: Textual Entailment Rules.
ing models based on a variety of statistical, lexico- When the identification of TE is complete, sen-
semantic, or structural features. Even though mo#gnce clusters were assembled into a model Pyramid
machine learning-based textual inference (TI) sy®ased on their SCU weights. An example of the top
tems have not yet incorporated the forms of strudevels of an automatically-generated Pyramid is pre-
tured world knowledge featured in many logic-basegented in Table 5.
Tl systems, classification-based systems have con-In Table 5, the original sentence used to con-
sistently been among the top-performing systenstruct each Pyramid cluster is presented along with
in the PASCAL 2005 and 2006 Recognizing Texits weight. While each node in an automatically-
tual Entailment Challenges (Bar-Haim, et al. 2006)¢onstructed Pyramid may contain multiple SCUs,
with the best systems (such as (Hickl et al., 2006)gvery sentence added to a Pyramid cluster is ex-
correctly identifying instances of textual entailmenfpected to be textually entailed by the original sen-
more than 75% of the time. In order to create &nce. While this may lead to situations where a
model Pyramid from the candidate summaries, eactentence added to a cluster may only be entailed by
sentence from each of the six summaries were pair@dportion of the original sentence, we expect that,
with every other sentence taken from the remairnwhen taken together, each cluster will approximate
ing summaries. Sentence pairs (eg. S1,5; >) acontent unit that should be included in a summary
were then submitted to the TE system, which reanswer.
turned a judgment — eithgresor no — depending
on whether the semantic content$fcould be con-
sidered to entail the content 8%. Entailment judg- TE was then used to score each of the six candidate
ments output for each sentence pair were then usedmmaries using the Modified Pyramid scoring al-
to group sentences into clusters that, when taken tgerithm described in (Passonneau et al., 2005). In
gether, were expected to represent the content ofoader to begin this process, each SCU cluster was
potential semantic content unit (or SCU). When aeplaced by the sentence from the cluster that was
sentence5; was judged to entail a sentenSe, S;  assigned the highest retrieval score by either the
was added to the cluster associated with the entailirf@uestion-Answering or the Multi-Document Sum-

2.5 Pyramid Scoring



Weight | Clustering Sentence Strategy # Summaries LCC Resp| Avg Resp

4 Some districts, by contrast, have rejected the idea of ieresystems,| Semantic QD + Q/A 19 2.79 2.10
finding them an affront to educational openness, and arescrating Semantic QD + MDS 13 2.85 2.34
instead on a drumbeat of programs to make students feel respemn- Syntactic QD + Q/A 5 3.40 222
sible for their school’s safety and less reluctant to repimtations. Bag-of-Words + MDS 5 2.60 1.84

4 Everyone at the ceremony will have to pass through a metakcedet Bag-of-Words + Q/A 4 2.50 2.36
tor, and the crowd will be peppered with plainclothes officen the Syntactic QD + MDS ) 3.00 232
lookout for a potential killer. Total 50 286 220

4 But this summer, even small districts that felt most disfanm ur-
ban violence have been trying to find out whithest practice’sare .
affordable. he said. b Table 6: Output of Pyramid-Based Summary Selec-

3 There were bomb threats in New York area schools after thd 2r| tor
shootings at Columbine High School, but no serious incelevere )
reported.

3 While school safety measures such as metal detectors dicenddise-

curity officers can be expensive, Stone estimated the caseasoft- ule average overall responsiveness remained rela-
ware to be less than $2 per student. !

3 Either way, the potential for violence at schools has waigheav-|  tively constant for both types of summaries: Q/A-
ily on many administrators and has generated forums foripulis- . . .
cussion in New York, New Jersey and Connecticut, which haenl based summaries recelved an average responswe—

spared school shootings but not the heightened alarm. ness score of 2.875. while MDS-based summaries
3 'The date has them worried about a lot of copycats or kids why m !

try to send a very, very strong messagajd Curt Lavarello, execu scored 2.828.

tive director of the National Association of School Reseu@fficers, (P Lee H
a group of K-12 school officers that has nearly doubled toGr66m- AIthOUgh it is difficult to evaluate the effective-

bers in the last year. ness of our Pyramid-based summary selection algo-

3 In the most recent gun-related expulsions, 61 percentiedoh hand- ) ) ) .
gun, 7 percent a rifle or shotgun, and the remaining 32 pegether rithm without evaluatlng each of the 6 summaries
R et are Tooumenl v o oapesponds to: 17: SWAEMEINS|  that the system returns, we believe that GEST
3 Reacting to Columbine, New York state officials are reqgiudistricts TER'S ab|||ty to return summaries that are con-
to report major violent actsbomb threats, explosions, shooting® . .
the state Department of Education within 48 hours of thediewt. S|stently more responsive than the mean for each
topic — regardless of the summary strategy em-
ployed — suggests that this method is able to find
a highly-responsive summary among the candidate
marization modules, given the set of keywords exsummaries with some consistency.
tracted by the Keyword Extraction module from

the complex question. Each SCU of weight < Results

¢ 1 was paired with each sentence from each @ this section, we present results from G IS

the six candidate summaries and submitted to thg-r's participation in the DUC 2006 evaluations.
TE system. Positive instances of entailment (i.an addition to scoring amongst the top five systems
SCU, entails S;) were interpreted as representfor each of the linguistic quality questions, our sys-
ing a semantic match between the SCU cluster aRéim also returned very competitive results for met-
the summary sentence; negative instances of entaijcs — includingoverall responsivenessontent re-
ment were taken as indicating no match between thgonsivenessandModified Pyramid- that evaluated
two sentences. Each summary was then assigngf content of summary answers. Table 7 presents a

an Modified Pyramid score. The top-scoring sumsuymmary of our system’s results for 8 metrics con-
maries were then included as part of our final subsigered in DUC 2006.

Table 5: Example Pyramid Clusters

mission. Metric Score | Rank
[e] IR i 2.84 1
Table 6 presents a breakdown of the number of Contont Responsivensss | 308 | 1
i _ Modified Pyramid 0.21 4
_tlmes that eac_h strategy was selected over the 50 top LOL: Grammatioality i | 1
ics evaluated in the DUC 2006 evaluations. LQ2: Non-redundancy 460 | 5
. . . LQ3: Referential clarity 3.72 4
Although summaries based on semantic question LQ4: Focus 428 | 2
LQ5: Structure and Coherencg 3.28 2

decomposition received the highest Pyramid score
for 32 out of 50 topics (64%), average overall re- Table 7: DUC 2006 Results.

sponsiveness did not degrade significantly € GISTEXTER ranked first overall on both thever-
0.05) when other types of summaries were selectedll responsivenesand content responsivenesset-

In addition, even though slightly more summariesgics. While our system’s results continued to lag be-
were created using sentences derived from GISind the responsiveness scores assigned to the hu-
TEXTER'S Q/A module (56%) than its MDS mod- man summaries, we believe the multi-strategy ap-



proach to question-directed summarization that We;,
implemented this year allowed us to create — and sqsﬁ-"H
lect — summaries that best approximated the inforz,_|
mation needs of complex questions. Complete re§ .l

* EX X2 *ee o * & 4 00 o * e o o
sults from both responsiveness metrics are presentéd | e L
- ‘f-\-'*HEH—I
in Table 8. Even though the methods used to eva@ 2 T S s TR
Gy 5 |[® System27 ™.
Overall L Content : —=— Average for all Systems
Responsiveness Responsiveness 1 -
Summarizer| Score| Rank | Content] Rank Topic
Human Avg| 4.74 - 475 -
27 2.84 1 3.08 1 H . H
>3 | 2 3 5 Figure 2: Content Responsiveness vs. Mean.
31 2.6 3 2.86 6
2 2.46 4 2.54 20 5
24 2.44 5 2.88 5
5 2.42 6 2.76 9 %5
14 242| 8 282 | 7 8,1 aes . . e
28 2.42 7 2.78 8 o
6 2.36 9 2.62 11 'gs‘sf
13 2.36 10 2.7 10 g 3 jee XX *e oo *e o o * .0 00 o
20 2.28 12 2.52 21 2
33 2.28 11 2.58 16 Ez.s b S
34 224 | 13 | 224 | 32 g, Rt s
3 2.22 14 2.6 12 ‘\H***.\
12 222 | 16 2.92 4 S,s ﬂ  System27 e =
30 2.22 15 2.58 17 —= Average for all Peers
35 2.2 17 2.42 25 L Tobic
4 218 | 18 254 | 19 P
10 2.16 19 2.94 3
9 2.12 20 2.36 27 i - i
o 512 | 5o | 18 Figure 3: Overall Responsiveness vs. Mean.
7 2.08 22 2.5 22
21 2.08 25 2.36 28
29 2.08 24 2.44 24 . .
32 208 | 23 26 | 13 presents results from the 2006 Pyramid evaluations.)
15 2.06 27 2.48 23 .
25 206 | 26 234 | 29 Even though our system uses automatically-
o S I el ey generated Pyramids as part of its summarization
18 1981 30 | 232 1 30 pipeline, the Pyramids GISIXTER creates are used
8 106 | 32 258 | 15 to identify the semantic content common to a set of
" ol DG sl e machine-generated candidate summaries and not to
1 134 | 35 | 168 | 35 model the expected content of an “ideal” or perfectly

Table 8: Results for Responsiveness metrics. responsive set of human-generated summaries. Al-
uate responsiveness did change between DUC 200®ugh we expect that Pyramids generated from
and DUC 2006, we feel that our 2006 system signifmultiple candidate summaries can prove useful in
icantly outperforms our 2005 system (which rankegelecting a highly-responsive candidate summary,
tenth overall amongst systems in (overall) resporwe do not necessarily expect the introduction of
siveness in the DUC 2005 evaluations) in providing’yramids (or Pyramid-based) techniques to auto-
responsive summary answers to users’ questions. matically improve the Modified Pyramid score of

The scatterplots in Figure 2 and Figure 3 ca®ur system.
be used to compare GIEKXTER'S responsiveness GISTEXTER also received high marks for a
against the average responsiveness scores receivednber of the DUC “linguistic quality” questions.
by all other participating systems. Heuristics implemented to determine whether the

GISTEXTER scored at or above the mean contenantecedent of a pronoun was contained in the cur-
responsiveness score for 36 out of 50 topics (72%nt (or previous) sentence resulted in a 3.72 score
and outperformed the mean overall content respoffer “Referential Clarity”, while our clustering-based
siveness score for 39/50 topics (78%). approach to enhancing the coherence of a summary

GISTEXTER's Modified Pyramid score was returned a 3.28 score (good enough for second over-
0.2097, which ranked fourth amongst systems pa&ll) for the “Structure and Coherence” of our sum-
ticipating in the Pyramid evaluations. (Table 9maries.



Peer| Mod-Pyr| L1 L2 L3 L4 ] L5 | Cont] Resp|| ModPyr[ LI L2 [ L3 [ L4 [ L5 | Cont| Resp
23 0.2420 [ 3.90( 3.85| 3.95| 3.65| 2.40| 3.00 | 2.65
10 0.2414 | 3.15| 4.30| 2.55| 2.95| 1.80| 3.10 | 2.20 2 20 7 [ 22|22 20
8 0.2139 | 3.20( 3.70( 3.15( 3.30| 1.80| 2.60 | 2.05 3
27 0.2097 | 475|460 | 3.65 | 445 | 350 | 3.35 | 2.65 4
28 0.2049 | 4.25| 3.95| 3.40| 3.30| 2.15| 2.65 | 2.40 5
15 0.2002 | 3.35| 3.75| 2.80| 3.35| 2.05| 2.50 | 2.05 6 14| 20| 18| 11| 18
7
8
9

=)
[e9)
=)
[e)
N
I
|
[N

2 0.1993 | 3.50| 4.30| 3.55| 3.65| 2.50| 2.45| 2.35
6 0.1980 | 3.10| 3.85| 3.25| 3.35| 2.10| 2.50 | 2.20
3 0.1950 | 3.70| 4.40| 2.95| 3.30| 2.25| 2.50 | 2.20
24 | 0.1919 | 3.35| 4.15| 3.55| 3.65| 2.70| 2.85| 2.25 10 14114 4 | 4| 3
33 | 0.1822 | 3.30| 4.05| 2.85|3.50| 2.45| 2.85| 2.35 11 16|15|16| 8 | 7
5 0.1787 | 3.80| 4.60| 3.20| 3.65| 2.45| 2.70 | 2.30 12 9| 2|11 4 |7
19 | 0.1763 | 3.20| 4.05| 2.85| 3.30| 2.00| 2.55| 1.85 13 1715|116 | 15| 19
14 | 0.1729 | 3.70| 4.25| 3.40| 3.40| 2.50| 2.65 | 2.35 14 10|10 6 |9 |5
22 | 0.1690 | 4.15| 4.30| 2.65| 3.30| 2.45| 2.80 | 2.15 15 4|7 |21|15( 7
32 | 0.1671 | 2.90| 3.60| 2.70| 3.05| 1.80| 2.65| 1.80 16 22122(20| 21|20
29 | 0.1632 | 4.05| 4.20| 2.90| 3.20| 2.15| 2.70 | 2.25 17 6 |13|15(20| 15
25 | 0.1504 | 3.20| 4.25|2.80| 3.40| 2.20| 2.40 | 1.95 18 17)110| 18| 9 | 14
18 | 0.1352 | 4.15|4.50( 3.35| 3.35| 2.45| 2.20 | 1.85 19 4|14 |8 (117
17 | 0.1313 | 3.60| 4.25| 3.10| 3.35| 2.40| 2.40 | 1.60 20 1210|1311 | 11
35 | 0.1291 | 4.60| 4.65| 3.35| 3.70| 2.65| 2.65| 2.30 21 211|8|3]|4
1 0.1134 | 3.95|4.45|4.70| 4.40| 4.20| 1.90 | 2.00 22 7]15]1]2]1 22 17

Table 9: Pyramid Evaluation
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4 Conclusions Sanda Harabagiu, Finley Lacatusu, and Andrew Hickl.
2006. Answering Complex Questions with Random
In this paper, we presented a novel framework for Walk Models. InProceedings of the 29th Annual In-

question-directed summarization that uses a state-térnational ACM SIGIR

of-the-art textual entailment system in order select §anda Harabagiu. 2004. Incremental Topic Represen-
single responsive summary answer from amongst atations. InProceedings of the 20th COLING Confer-
number of automatically summaries. By combining ence Geneva, Switzerland.

techniques for.model.ing the information neec!s OAndrew Hickl, John Williams, Jeremy Bensley, Kirk
complex questions with Pyramid-based techniques Roberts, Bryan Rink, and Ying Shi. 2006. Recogniz-
for evaluating the relevance of answers, we believe ing Textual Entailment with LCC’s Groundhog Sys-

that GISTEXTER can produce summary-length an- tem. InProceedings of the Second PASCAL Chal-
. . . lenges Workshop (to appear)
swers to a wide variety of complex questions that are

both responsive and informative. Finley Lacatusu, Andrew Hickl, Sanda Harabagiu, and

ways that textual entailment can be used to combine DUC 2004 Boston, MA.

the output of multiple candidate summaries. Sincg. Lacatusu, A. Hickl, P. Aarseth, and L. Taylor. 2005.
model Pyramids can be created automatically from Lite-GISTexter at DUC 2005. IrProceedings of
the output of different summarization modules, we the Document Understanding Workshop (DUC-2005)

. . . .__Presented at the HLT/EMNLP Annual Meeting
expect that highly-responsive candidate summaries
could also be generated by distilling the content ofhin-Yew Lin and Eduard Hovy. 2000. The auto-
the most relevant portions of a Pyramid. mated acquisition of topic signatures for text summa-
rization. InProceedings of the 18th COLING Confer-
ence Saarbriicken, Germany.
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