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Abstract—We investigate cognitive interference channels
(CICs), a variant of two-user ICs in which one of the transmitters
(called the cognitive transmitter) has non-causal knowledge of the
other’s (private user’s) message. Prompted by the information
theoretical results, we design an explicit coding scheme for CIC
in the primary decodes cognitive regime. We present a novel
joint decoder and design low-density parity-check codes for this
set-up. Simulation results demonstrate that the proposed joint
decoder and the designed codes outperform the conventional
maximum ratio combining type decoder and the point-to-point
optimal codes, respectively.

Index Terms—Low-density parity-check codes, cognitive
interference channel, code design, iterative joint decoding.

I. INTRODUCTION

COGNITIVE interference channel (CIC) (motivated by
cognitive radio systems [1]) is a type of interference

channel with primary and cognitive transmitter-receiver pairs,
where the cognitive transmitter has non-causal knowledge of
the primary message. The capacity region of CIC is not known
in general, however, the “primary decodes cognitive” regime
is one of the regimes with a known capacity region [2].
Information theoretical results show that, in this regime, the
optimal strategy is dirty paper coding (DPC) against the
interference caused by the primary message at the cognitive
receiver. At the receivers’ side, the cognitive receiver decodes
only its own message while the primary receiver decodes both
messages.

As a complementary study to the existing information theo-
retical works [2]–[4], in this letter, we develop channel coding
solutions for cognitive interference channels in the primary
decodes cognitive regime. To the best of our knowledge, [5]
is the only work in the literature on explicit channel coding
solutions for this challenging problem. In [5], the cognitive
transmitter utilizes DPC against the interference, and the pri-
mary receiver combines three different transformations of the
channel observation using a maximum ratio combiner (MRC).
The output of MRC is fed to a Bahl-Cocke-Jelinek-Raviv
(BCJR) decoder, which works in parallel with two single-user
decoders. We make the observation that the method of com-
bining the transformations of the channel observation is not
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optimal and may degrade the performance of the receiver, and
propose a new structure for the primary receiver, in which
the primary and cognitive messages are decoded in parallel
with the aid of an advanced state node decoder. Due to their
promising performance in multiuser communications [6]–[8],
we consider low-density parity-check (LDPC) codes as the
channel coding solution and develop a code design procedure
as well. Basically, we extend the earlier fading IC code design
approach of [6] to the new set-up of Gaussian CIC incorpo-
rating a cognitive transmitter with an additional DPC encoder
against the known interference, and a primary receiver with
additional modulo blocks and BCJR decoder. We also optimize
scaling factors for the primary receiver and we obtain a sta-
bility condition for the iterative decoder. Simulation results
demonstrate that the performance of the proposed receiver sur-
passes that of the approach developed in [5]. Moreover, our
designed codes outperform the point-to-point (P2P) optimal
ones and the previously reported irregular repeat accumulate
(IRA) coding results.

The letter is organized as follows. In Section II, we describe
the system model. In Section III, we present the encoding and
decoding structures for a CIC in the primary decodes cognitive
regime. Assuming LDPC code ensembles, we derive a sta-
bility condition and introduce a code optimization procedure
in Section IV. In Section V, we provide the newly achieved
rate pairs and simulation based error rate results. Finally, we
conclude the letter in Section VI.

II. SYSTEM MODEL

A two user Gaussian CIC is described by the follow-
ing input-output relationship [2] Y1 = X1 + aX2 + z1 and
Y2 = bX1 + X2 + z2 where Xi is the transmitted signal from
the cognitive (i = 1) and primary (i = 2) transmitters. Xi sat-
isfies the power constraint E [X 2

i ] ≤ Pi , and zi represents the
Gaussian noise component at the receiver i with zero mean
and variance Ni , for i = 1, 2. The channel gains are real
and assumed to be known at all the terminals. In addition
b > 0.

Armed with a non-causal knowledge of the primary mes-
sage, the cognitive transmitter can boost the primary user’s
transmission via superposition coding, i.e., the transmitted sig-
nals are X1 =

√
αP1Xc +

√
(1 − α)P1Xp and X2 =

√
P2Xp

where Xc and Xp denote the modulated cognitive and primary
codewords, respectively. Notice that α ∈ (0, 1] is the power
sharing parameter. Hence the received signals at the cognitive
and primary receivers can be represented as follows

Y1 =
√

αP1Xc +
(
a +

√
ᾱP1/P2

)√
P2Xp + z1,

Y2 = b
√

αP1Xc +
(
1 + b

√
ᾱP1/P2

)√
P2Xp + z2, (1)

where ᾱ = 1− α. We utilize irregular LDPC codes for trans-
mission and express the variable node (check node) degree
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(a) (b)

Fig. 1. (a) The block diagram of the DPC encoder, (b) The block diagram of the proposed receiver.

distribution of the code ensemble as λ(x ) =
∑dv

i=2 λix i−1

(ρ(x ) =
∑dc

i=2 ρix i−1), where dv (dc) is the maximum degree
of variable nodes (check nodes).

III. ENCODER AND DECODER SCHEMES

The block diagram of the DPC encoder is illustrated in
Fig. 1(a). Here S is the interference signal observed at the
cognitive receiver given by S = (a +

√
ᾱP1/P2)

√
P2Xp ,

where the primary message mp is LDPC encoded and binary
phase shift keying (BPSK) modulated (0 and 1 are mapped to
+1 and −1, respectively) to form Xp . This signal is scaled
by the Costa scaling factor λCosta = αP1/(αP1 + N1) and
added to a pseudo-random dither sequence D . The resulting
signal is forwarded to a trellis coded quantization (TCQ) unit.
The cognitive message mc is encoded by the binary LDPC
encoder, and the encoded message Wc is fed to the TCQ
unit. This unit first quantizes λS + D using Viterbi algorithm,
where the trellis is specified by a rate 1

2 convolutional code,
using a modulo 4Δ distance metric. Here Δ is the parameter
used to adjust the transmit power. Then the resulting sequence
is shifted by ±δ/2 depending on the value of Wc . Here we
note that instead of the conventional modulo operation, we
consider a modification for which the output is in the range
of [−K

2 , K
2 ), where K is the divisor. This modification does

not cause any change on the system performance. However,
with the new form, the modulo P2P channel satisfies output-
symmetry, which simplifies the derivation of the stability
condition. It follows that the elements of TCQ codeword are
in the set A = {−2Δ−δ/2,−2Δ+δ/2,−Δ−δ/2,−Δ+δ/2,
−δ/2, δ/2,Δ − δ/2,Δ + δ/2}, and the modulated cognitive
codeword is obtained as√

αP1Xc = [λS + D ,Wc ]TCQ − (λS + D)mod4Δ,

= Λ − (λS + D)mod4Δ, (2)

where TCQ subscript denotes the encoding by TCQ.
At the cognitive receiver, the following transformation is

applied:

Y ′
1 = (λCostaY1 + D)mod4Δ

=

⎛

⎜⎜
⎝Λ + (λCosta − 1)

√
αP1Xc + λCostaz1︸ ︷︷ ︸

noise z ′1

⎞

⎟⎟
⎠

mod4Δ

, (3)

which is equivalent to the P2P transmission of codeword Λ
over a modulo additive white Gaussian noise (AWGN) chan-
nel. Then the modulated cognitive message Xc is decoded
using an iterative decoding procedure where soft-information
exchange takes place between the two decoders. The first

decoder is the BCJR decoder for the TCQ, and the second one
is the component LDPC decoder employing belief-propagation
(BP). Extensive numerical experiments show that the distribu-
tion of Xc is very close to Gaussian. Hence, as also indicated
in [5], the noise z ′1 is approximately Gaussian. For the regime
under consideration, the primary receiver decodes both pri-
mary and cognitive messages. As an alternative to the joint
decoder utilizing MRC in [5], we propose a novel joint decoder
with a state node as depicted by Fig. 1(b). In what follows each
decoding block is explained in detail.

1) The Cognitive Codeword Decoder: As depicted in
Fig. 1(b), this decoder block consists of a BCJR decoder
connected to a component LDPC decoder where λc is the
scaling factor of the block. We consider a transformation of
Y2 such that

Y ′
2 = (λcY2 + D)mod4Δ =

⎛

⎜
⎝Λ + (λchp − λCostahs)Xp︸ ︷︷ ︸

interference

+ (λcb − 1)
√

αP1Xc + λcz2︸ ︷︷ ︸
noise z ′

2

⎞

⎟⎟
⎠

mod4Δ

, (4)

where hs and hp are the coefficients determining the contri-
butions of Xp to the signals Y1 and Y2, respectively. Wp is
the primary codeword, d1 and d2 are the quantized bits cor-
responding to λS + D . The noise signal z ′2 is approximately
Gaussian with zero mean and variance Pz ′

2
= (λcb − 1)2αP1

+ λ2
cN2. In order to minimize the sum of interference and

noise power, λc is optimized as

λ̂c = arg min
λc∈R

(λchp − λCostahs)2 + Pz ′
2
. (5)

The BCJR algorithm is used to calculate the extrinsic log-
likelihood ratios (LLRs) of the cognitive codewords repre-
sented by L(Wc). In addition, it calculates the logarithm of
the probabilities for the bits (d1, d2) which are sent to the Wp
decoder. On the other hand, the component LDPC decoder
improves the LLRs of the cognitive codewords and supplies
them to the Wp decoder.

2) The Primary Codeword Decoder: As depicted in
Fig. 1(b), this decoder block consists of a state node connected
to a component LDPC decoder, where λp is the scaling factor
of the block. The state node updates L(Wp) using the trans-
formed received signal Ỹ2 and L(Wc) coming from the DPC
decoder, whereas the component LDPC decoder decodes the
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primary message. Ỹ2 is simply defined as

Ỹ2 =
(
λpY2 + D

)
mod4Δ

=

⎛

⎜
⎝Λ + (λphp − λCostahs)Xp︸ ︷︷ ︸

interested message.

+ (λpb − 1)
√

αP1Xc + λpz2︸ ︷︷ ︸
noise z̃2

⎞

⎟
⎠

mod4Δ

. (6)

At the state node, L(Wp) is calculated as

L(Wp [i ]) = log

(
fỸ2

(Ỹ2[i ]|Wp [i ] = 0)

fỸ2
(Ỹ2[i ]|Wp [i ] = 1)

)

,

where the conditional probability density functions (PDFs) are
calculated by marginalizing over Λ similar to the procedure
described in [8]. In order to maximize the signal-to-noise ratio
in (6), we optimize λp as

λ̂p = arg max
λp∈R

(λphp − λCostahs)2

(λpb − 1)2αP1 + λ2
pN2

. (7)

We note that, while λc is optimized by minimizing interference
and noise powers, λp is optimized under the assumption that
the interference signal Λ is known and can be cancelled out
perfectly. While this is a suboptimal approach, it simplifies the
parameter optimization considerably.

IV. PERFORMANCE ANALYSIS

A. Stability Condition

Stability analysis examines the convergence of the iterative
decoder under the assumption that the error probability is
very small. In the following, we derive a stability condition
for the cognitive message decoded at both receivers, and for
the primary message decoded at the primary receiver. In the
derivations, we assume asymptotic analysis of LDPC codes
and error-free BCJR decoding on the TCQ trellis.

1) The Cognitive Message: We assume that the interference
signal and the convolutional code (coset selector) have been
completely decoded and cancelled out from the received sig-
nals. Under this assumption, (3) and (4) turn into Y ′

1 =
(δ/2− δWc + z ′1)mod4Δ and Y ′

2 = (δ/2− δWc + z ′2)mod4Δ,
respectively. These modified channels are actually modulo P2P
channels. In the Appendix, the Bhattacharyya constant of a
modulo P2P channel with BPSK modulation is derived. The
overall stability condition for the cognitive LDPC code ensem-
ble is that the product of derivatives λ′(0) and ρ′(1) should
be smaller than the minimum of the two Bhattacharyya con-
stants derived from the analysis for the cognitive and primary
receivers, respectively.

2) The Primary Message: We derive the stability condi-
tion for the primary code ensemble under the assumption that
the convolutional code and cognitive message are completely
decoded and cancelled out. Hence, the channel in (6) turns
into Ỹ2 = (λphpXp −λCostahsXp + z̃2)mod4Δ. The stability
condition of the primary code ensemble is obtained similarly
by utilizing the Bhattacharyya constant of this modulo P2P
channel.

B. LDPC Code Design

In the code design, we aim to find the best rate pairs for
which reliable communication can take place for the given set
of channel parameters. We employ the recursive systematic

Fig. 2. The channel capacity and the achieved points.

convolutional (RSC) code [625, 242]1 in octal form for the
TCQ [10]. To optimize the LDPC code ensembles, we utilize
small perturbations to find codes with higher rates gradually.
The decoding thresholds of the candidate ensembles are exam-
ined by an extrinsic information transfer (EXIT) chart analysis
powered by the stability condition, where the latter is checked
for eliminating error floors. While utilizing the EXIT chart
analysis, we make a Gaussianity assumption for the LLRs
exchanged among the blocks, except for the LLRs incom-
ing to the state node. Due to the non-linearity of the state
node function, we model the links of the incoming LLRs to
the state node as binary erasure channels [7]. We calculate
the mutual information of the LLRs outgoing from the BCJR
decoder by utilizing a look-up table which is constructed using
Monte-Carlo simulations.

If the ensembles satisfy the stability condition, and if their
decoding tunnels are open, which is examined using the EXIT
chart analysis, we consider them as admissible. The process
of searching for new ensembles continues until the admissible
code ensembles cannot be further improved in terms of rate.

V. NUMERICAL RESULTS

We first consider the same example in [5] with parameters
P1 = 1.1, P2 = 1, N1 = 1.325, N2 = 3.15, a = −1.2,
b = 1.53 and assume an MRC type decoding at the primary
receiver. Fig. 2 shows the capacity region and the achieved
rate pair reported in [5] with off-the-shelf IRA codes with 40k
block length at a bit error rate of 10−5. Assuming the same
block length and bit error rate, our code design results in rate
improvements, e.g., (0.239, 0.37) and (0.265, 0.288) rate pairs
can be achieved with the proposed joint decoder structure.
Table I shows the designed LDPC degree distributions. We
also improve the performance obtained with IRA codes by
utilizing the proposed decoder and achieve (0.25, 0.298) rate
pair assuming off-the-shelf degree distributions. Note that the
newly designed LDPC codes offer a better performance.

Next we consider an instance of CIC with parameters P1 =
1.1, P2 = 1, N1 = 1.325, N2 = 3.15, a = −0.38, b = 2 and
α = 0.68. For this example, we perform LDPC code design for
both the proposed joint decoder and the MRC-type decoder.
We provide the resulting degree distributions in Table I. In
Fig. 3, we illustrate the error-rate performance of the designed
LDPC codes for the primary message with block length 40k. In
the same figure, we also show the performance of P2P optimal
codes with the same rate and block length. We observe that,
at a bit error rate of 10−4, the advantage of joint decoding is

1We choose this generator polynomial owing to its good performance in
DPC [9].
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TABLE I
OPTIMIZED LDPC DEGREE DISTRIBUTIONS

Fig. 3. Finite block length decoding results. SNRi is defined as Pi/Ni and
SNR2/SNR1 is kept fixed.

at least 0.3 dB. Furthermore, the specific code design provides
an improvement of at least 0.7 dB. However, we note that, the
joint decoding advantage depends on the channel parameters,
i.e., there exist channel parameters for which the MRC-type
decoder surpasses the proposed joint decoder.

VI. CONCLUSION

We introduce an explicit coding scheme for Gaussian CICs
in the primary decodes cognitive regime. We propose a novel
joint decoding scheme and develop an LDPC code design
procedure. Simulation results show that the newly designed
LDPC codes provide rate improvements over the previously
reported IRA codes. Furthermore, the proposed decoding
scheme provides improvements over the conventional MRC
type decoding, and further improvements can be attained with
the new LDPC codes compared to the P2P optimal ones.

APPENDIX
DERIVATION OF THE BHATTACHARYYA CONSTANT

FOR THE MODULO CHANNEL

In this Appendix, we consider the modulo channel
fY |x (y) ∼ (hx + n)modK , where x ∈ {−1, 1} and n ∼
N (0, σ2). The LLR of the observed signal which is the
logarithm of P(y |x = 1)/P(y |x = −1) can be obtained as

LLR(y) =
2yh
σ2

+ log

⎛

⎜
⎜
⎝

∑

l∈Z

exp
(
− l2K2−2l(y−h)K

2σ2

)

∑

l∈Z

exp
(
− l2K2−2l(y+h)K

2σ2

)

⎞

⎟
⎟
⎠. (8)

In order to find the Bhattacharyya constant of the channel
B(PL), we calculate

B(PL) =

∫

R

PL(l) exp

(
− l

2

)
dl =

∫

R

PY (y) exp

(
−L(y)

2

)
dy ,

where PL(l) is the LLR-density of the channel output and
PY (y) is the Y-density of the channel. By using the symmetry
of the channel, we utilize

PY (y |x = 1) =
1√

2πσ2

∑

l∈Z

exp
(
− (y − h − lK )2

2σ2

)
(9)

with y ∈ [−K/2,K/2). Finally, we obtain the Bhattacharyya
constant as

B(PL) =

∫ K/2

−K/2

1√
2πσ2

(
∑

l∈Z

exp

(
− (y − h − lK )2

2σ2

))

× exp

(
−yh

σ2

)
⎛

⎜
⎜
⎜
⎝

√√√
√
√√
√

∑

l∈Z

exp
(
− l2K2−2l(y+h)K

2σ2

)

∑

l∈Z

exp
(
− l2K2−2l(y−h)K

2σ2

)

⎞

⎟
⎟
⎟
⎠

dy ,

(10)

which can be computed numerically.
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