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Leader-following Consensus Control of a Distributed Linear
Multi-agent System using a Sliding Mode Strategy*

Ye Zhang1, Ning Zhao1, Dongya Zhao1, Xinggang Yan2 and Sarah K. Spurgeon3

Abstract— A distributed leader-following consensus control
framework is proposed for a linear system. The linear system
is first transformed into a regular form. Then a linear slidin g
mode is designed to provide high robustness, and the corre-
sponding consensus protocol is proposed in a fully distributed
fashion. When matched disturbances are present, it can be
demonstrated that the system states reach the sliding mode in
finite time and consensus can be achieved asymptotically using
Lyapunov theory and the invariant set theorem. Simulation
results validate the effectiveness of the proposed algorithm.

I. INTRODUCTION

Today is the information era, and exploiting fully available
information is a key concern. As a consequence, distributed
systems have been studied and developed. In a distributed
system, there are several agents forming a network which
allows agents to exchange information in order to achieve
a given goal. This process is usually called cooperative
control. Typical collective behaviors resulting from such
cooperative control include synchronization [1]-[3], flock-
ing [4]-[6], swarming [7]-[9] and consensus [10]-[12]. The
consensus control of distributed multi-agent systems is a
topic that has received much attention in the literature. In
general, consensus control focuses on how the agents come to
agreement on certain quantities using their own information
together with information received from their neighbours.
Distributed consensus control can be widely used in practice
for diverse applications including control of motion [13],
sensor networks [14], robot planning [15] and smart grids
[16]. In research on distributed consensus control, the study
of leader-following consensus control is of great significance.
For instance, in the process of guiding missiles to hit a target,
the target is taken as the leader, whereas the missiles, denoted
as the followers, track the target until it is hit. In this way
leader-following consensus is achieved [17].

From the viewpoint of the current literature, leader-
following distributed consensus control mainly focuses on
some simple systems such as single and double integrator
systems. Early work on the single integrator model [18]-[20]
considered system states such as voltage or output power
and it was concluded that consensus can be reached if the

*This work is supported by the National Natural Science Foundation
(NNSF) of China under Grant 61973315 and 61473312.

1Ye Zhang, Ning Zhao and Dongya Zhao are with Department of Chem-
ical Equipment and Control Engineering, China University of Petroleum,
Qingdao, Chinadyzhao@upc.edu.cn

2Xinggang Yan is with the School of Engineering & Digital Arts,
University of Kent, United Kingdomx.yan@kent.ac.uk

3Sarah K. Spurgeon is with the Department of Electronic and Electrical
Engineering, University College London, Torrington Place, London WC1E
7JE, UKs.spurgeon@ucl.ac.uk

network is connected. The double integrator model [21]-[23]
typically is considered to be a dynamic mechanical system,
where the states are position and velocity. Corresponding
distributed consensus control frameworks based on more
general linear system representations are now being devel-
oped. To motivate such developments consider distributed
systems within the chemical process control industry. Here
different sub-systems can have different dynamics, so it
is necessary to design a framework for distributed linear
systems which can represent more general classes of systems.
In [24], distributed tracking control is considered for multi-
agent systems with linear dynamics using two discontinuous
controllers with static and adaptive coupling gains. In [25],
the leader-follower consensus tracking problem is explored
for linear multi-agent systems with unknown external dis-
turbances; in this case a state observer and disturbance
observer are deployed in the scheme. In the above literature,
distributed consensus for general linear systems is addressed,
but design issues remain. Specifically, the consensus proto-
cols typically require the Laplacian matrix to have non-zero
eigenvalues. Calculating these eigenvalues results in a heavy
computational load, particularly for large scale networks, and
the exact weights of the communication graph should be
known to every agent [26].

Uncertainty always exists in practical systems due to
unmodeled dynamics, parameter variations and external dis-
turbances [27]. In [28], nonlinear multi-agent systems are
considered where it is required that each follower node
has lower triangular structure and the developed continuous
control cannot expressed in system states and consensus
error, which maybe difficult to implement in reality. Any
control strategy should have high robustness to counteract
this uncertainty whilst still being straightforward to imple-
ment. Sliding mode control is well known to possess these
characteristics [29]-[31]. There are a few papers consider-
ing a sliding mode approach to the distributed consensus
problem. The distributed finite-time consensus problem for
second-order multi-agent systems is investigated based on
integral sliding mode protocols in [32]. In [33], distributed
leader-following consensus for fractional-order multi-agent
systems is studied using sliding mode control. In [34], sliding
mode control is designed for second order multi-agent system
where the uncertainty is not considered, and the nonlinear
term is required to satisfy linear growth condition. Further,
distributed tracking problem for the first order system is also
considered using second order sliding mode technique [35].
This paper will consider the distributed consensus problem
for linear systems from the viewpoint of sliding mode



control. A typical linear sliding surface is selected to achieve
consensus asymptotically for linear systems. The sliding
motion is usually divided into two phases. In the reaching
phase, the system states are driven to the sliding surface,
and after that, the system states converge to the equilibrium
point asymptotically. The contribution of this paper is as
follows: a special regular form is proposed, which makes
the consensus sliding surface design feasible. Then a fully
distributed leader-following control framework is developed
in terms of the sliding mode control principle. Finally, the
system consensus is analyzed by using the Lyapunov method
and the invariant set theorem.

The rest of this paper is arranged as follows. In Section II,
some preliminaries and the problem formulation are stated.
In Section III and IV, the sliding mode surface and the
sliding mode control are designed respectively. In SectionV,
simulation results and corresponding analysis are presented.
Finally, the conclusions are drawn in Section VI.

II. PRELIMINARIES AND PROBLEM
FORMULATION

Graph theory will be used to illustrate the communication
among agents. LetG = (V ,E ,A ) denote an undirected
graph of orderN consisting of a set of verticesV =
{v1,v2, . . . ,vN}, a set of undirected edgesE ⊆ V ×V , and
a weighted adjacency matrixA = (ai j)N×N . An undirected
edgeEi j in the undirected graphG is denoted by a pair
of unordered vertices(vi,v j), which indicatesvi and v j can
communicate with each other. The weightsai j = a ji= 1 in the
weighted adjacency matrixA if and only if the edge(vi,v j)
exists, andai j = a ji=0 otherwise. Defineaii = 0 wheni = j.
A path is a sequence of connected edges in a graph, and a
graph is connected if there is a path between every pair of
vertices [36].

Consider a distributed multi-agent system with one leader
and N−1 followers. The leader is labeled as 1, and the
followers are labeled as 2, · · · ,N. The leader has no incoming
information from followers, but if there exists interconnec-
tion between the leader and thejth follower, a1 j = a j1 = 1,
where j = 2, · · · ,N.
Remark 1.It should be noted that the case thata1 j = a j1 = 1
will be only used in the consensus proof, and the leader is
never influenced by followers.

1n and 0n denoten-dimensional column vectors with all
the entries being 1 and 0 respectively. 0n×n denotes ann× n
square matrix with all entries being 0.

The dynamics of the agents have the following form:

ẋi = Axi +B(ui + di) (1)

wherei = 1, · · · ,N, xi ∈ Rn andui ∈ Rm denote the state and
the control input of theith agent respectively,di ∈Rm denotes
the matched disturbances and uncertainties,A ∈ Rn×n and
B ∈ Rn×m are system matrices.

In this paper, it is assumed that all the agents have the
same system matrix(A,B) but with different disturbances.
It should be pointed out that the developed results can

be applied to the agents with different system matrices by
slightly modify.
Assumption 1.The pair(A,B) is controllable in (1).

The system (1) can be transformed into a suitable regular
form by a state transformationT , which can be obtained
using the method in the Appendix.

zi = T−1xi =
[

zT
i1 zT

i2

]T
(2)

Hence the following dynamics can be obtained:

żi1 (t) = A12zi2 (t)
żi2 (t) = A21zi1 (t)+A22zi2 (t)+B2ui (t)+ ξi (t)

(3)

where zi1 (t) ∈ Rn−m, zi2 (t) ∈ Rm, ui (t) ∈ Rm, ξi (t) ∈ Rm,
A12∈ R(n−m)×m, A21∈ Rm×(n−m), A22∈ Rm×m, B2 ∈ Rm×m is
nonsingular.
Assumption 2.ξi (t) ∈ Rm denotes the matched disturbances
and uncertainties and satisfies the following condition:

∥
∥
∥ξ̇i

∥
∥
∥≤ βi (4)

whereβi > 0 is a constant.
Assumption 3.The leader’s control input is assumed to
be bounded, and there existsu1 (t) = u1(z11,z12, t) driving
z11(t) = δ1 (t), z12(t) = δ2 (t) in system (3), whereδ1 (t) and
δ2 (t) are functions of time. That is to say, the states of the
leader, which can be controlled by the control input itself,
will not be influenced by the followers.
Assumption 4.The undirected graph is connected.
Lemma 1 [37]. Consider (1), the following statements are
equivalent.
(a) The pair(A,B) is controllable.
(b) The controllability matrixQc =

[
B AB · · · An−1B

]

has rankn (full row rank).
(c) Then×(n+m) matrix

[
λlI−A B

]
has full row rank

at every eigenvalueλl of A.
Theorem 1.Under Assumption 4, the system (1) is control-
lable if and only ifA12 in (3) is full row rank.
Proof. It can be seen thatrank

[
λlI−A B

]
= n for

system (1) by Assumption 1 and Lemma 1. Because of the
special structure of system (3) and using the fact thatB2 is
nonsingular, it follows that

rank
[

λlI−A B
]
= rank

[
λlI −A12 0
−A21 λlI −A22 B2

]

= rank
[

λlI A12
]
+m

(5)
which indicates that

rank
[

λlI−A B
]
= n ⇔ rank

[
λlI A12

]
= n−m (6)

Due to the controllability properties of system (1), it
can be obtained thatrank

[
λlI−A B

]
= n ⇔ rankQc =

rank
[

B AB · · · An−1B
]
= n, then for system (2):

rank
[

λlI A12
]
= n−m ⇔

rankQc

= rank
[

A12 0(n−m)×(n−m)A12 · · · 0n−m−1
(n−m)×(n−m)

A12

]

= n−m
(7)



According to (7),A12 is row full rank. That is to say, the
system (1) is controllable if and only ifA12 is row full rank
in system (3). Thenn−m ≤ m because ofA12 ∈ R(n−m)×m.
Definition 1 [25]. The leader-following consensus in the
distributed multi-agent system (3) is said to be achieved iffor
any initial conditions, lim

t→∞
‖xi (t)− x1(t)‖= 0, i= 1,2, · · · ,N.

Remark 2. In Definition 1, i = 1 always qualifies as a
special case. This is consistently assumed in this paper unless
otherwise stated.
Definition 2. sgn(•) : Rk → Rk is a sign function that
defined as sgn(y) = [sgn(y1) ,sgn(y2) , . . . ,sgn(yk)]

T , where
y = [y1,y2, . . . ,yk]

T .
Lemma 2 [38]. Consider the autonomous system ˙x = f (x)
with f continuous, and letV (x) be a scalar function with
continuous first partial derivatives. Assume thatV (x) → ∞
as‖x‖→ ∞, andV̇ (x)≤ 0 over the whole state space. LetR

be the set of all points wherėV (x) = 0, andM be the largest
invariant set inR. Then all solutions globally asymptotically
converge toM as t → ∞.
Lemma 3 [39]. If a1,a2, · · · ,an ≥ 0 and 0< p < q, then
(

n
∑

i=1
aq

i

)1/q

≤
(

n
∑

i=1
ap

i

)1/p

.

III. SLIDING MODE SURFACE DESIGN

The switching function is defined in the following form:

si (t)= żi2(t)−c
N

∑
j=1

ai j
(
z j2 (t)− zi2 (t)+AT

12

(
z j1 (t)− zi1(t)

))

(8)
wherec > 0 influences the convergence rate and the ampli-
tudes of the states and the control input. The corresponding
sliding surface is

{(
zT
21, · · · ,zT

N1,z
T
22, · · · ,zT

N2

)T |si = 0,∀i = 2, · · · ,N
}

(9)

wheresi is defined in (8).
Theorem 2.Under Assumption 4, if the states in (3) can
reach the sliding surface (9), then the leader-following
consensus in the distributed multi-agent system (3) can be
asymptotically achieved.
Proof. When the states reach the sliding mode, it can be
obtained that

żi2 (t) = c
N

∑
j=1

ai j
(
z j2 (t)− zi2(t)+AT

12

(
z j1 (t)− zi1 (t)

))

(10)
Combining the first equation in (3) and (10), it follows

that
żi1 (t) = A12zi2 (t)
żi2 (t) = ζi (t)

(11)

whereζi (t)= c
N
∑
j=1

ai j
(
z j2 (t)− zi2(t)+AT

12

(
z j1 (t)− zi1 (t)

))
.

The consensus problem is transformed into the following
stabilisation problem.

{
ėa

i (t) = A12eb
i (t)

ėb
i (t) = ζi (t)

(12)

where ea
i

∆
=

(

ea
i1, . . . ,e

a
i,n−m

)T
= zi1 (t) − z11(t), eb

i (t)
∆
=

(

eb
i1, . . . ,e

b
i,m

)T
= zi2 (t)− z12(t).

Based on the definition of the error in (12),ζi (t) can be
re-expressed as

ζi (t) = c
N

∑
j=1

ai j

(

eb
j (t)− eb

i (t)+AT
12

(
ea

j (t)− ea
i (t)

))

(13)

A Lyapunov candidate function is chosen as

V =
1
2

N

∑
i=2

N

∑
j=1

n−m

∑
k=1

∫ ea
ik−ea

jk

0
cai jydy+

1
2

N

∑
i=2

(

eb
i

)T
eb

i (14)

Note thatai j = a ji, then the derivative ofV (x) is

V̇ =
1
2

N

∑
i=2

N

∑
j=1

n−m

∑
k=1

cai j

(

ea
ik − ea

jk

)(

ėa
ik − ėa

jk

)

+
N

∑
i=2

(

eb
i

)T
ėb

i

=
1
2

N

∑
i=2

N

∑
j=1

n−m

∑
k=1

cai j

((

ea
ik − ea

jk

)

ėa
ik +

(

ea
jk − ea

ik

)

ėa
jk

)

+
N

∑
i=2

(

eb
i

)T
ėb

i

=
N

∑
i=2

N

∑
j=1

n−m

∑
k=1

cai j

(

ea
ik − ea

jk

)

ėa
ik +

N

∑
i=2

(

eb
i

)T
ėb

i

=
N

∑
i=2

(ėa
i )

T
N

∑
j=1

cai j
(
ea

i − ea
j

)
+

N

∑
i=2

(

eb
i

)T
ėb

i

=
N

∑
i=2

(

A12eb
i

)T N

∑
j=1

cai j
(
ea

i − ea
j

)

+
N

∑
i=2

(

eb
i

)T N

∑
j=1

cai j

(

eb
j − eb

i +AT
12

(
ea

j − ea
i

))

=
N

∑
i=2

(

eb
i

)T N

∑
j=1

cai j

(

eb
j − eb

i

)

=
1
2

N

∑
i=2

N

∑
j=1

m

∑
p=1

cai j

(

eb
ip − eb

jp

)(

eb
jp − eb

ip

)

=−1
2

N

∑
i=2

N

∑
j=1

m

∑
p=1

cai j

(

eb
ip − eb

jp

)2

≤ 0
(15)

The analysis of (15) is presented as follows:

(a) V (t) is radially unbounded overea
i andeb

i .

(b) Since the undirected graph is connected, ifV̇ = 0, then
eb

ip = eb
jp, p = 1, . . . ,m, ∀i 6= j, that is,eb

i = eb
j . As eb

1 = 0, it
can be obtained thateb

i = eb
j = 0.

(c) In the second equation of (12), ˙eb
i (t) = ζi (t), thenζi (t) =



ζ j (t), ∀i 6= j. Sinceai j = a ji, it follows that

N

∑
i=2

ζi (t) =
N

∑
i=2

N

∑
j=1

cai j

(

eb
j (t)− eb

i (t)+AT
12

(
ea

j (t)− ea
i (t)

))

=
1
2

N

∑
i=2

N

∑
j=1

cai j

(

eb
j (t)− eb

i (t)+ eb
i (t)− eb

j (t)
)

+
1
2

AT
12

N

∑
i=2

N

∑
j=1

cai j

(

eb
j (t)− eb

i (t)+ eb
i (t)− eb

j (t)
)

= 0
(16)

Thus ζi = 0, and
N
∑

i=1

(
AT

12ea
i

)T ζi = 0 ac-

cordingly. Under the condition that eb
i = eb

j ,

ζi (t) becomes ζi (t) = cAT
12

N
∑
j=1

ai j

(

ea
j − ea

i

)

, so

c
N
∑

i=1

(
AT

12ea
i

)T
AT

12

N
∑
j=1

ai j

(

ea
j − ea

i

)

= 0, and it follows

that− c
2

N
∑

i=1

N
∑
j=1

ai j

(

AT
12

(

ea
i − ea

j

))T
AT

12

(

ea
i − ea

j

)

= 0, which

requires AT
12

(

ea
i − ea

j

)

= 0. Since A12 is row full rank

by Theorem 1, it can be established thatAT
12 is column

full rank. BecauseAT
12 ∈ Rm×(n−m),

(

ea
j − ea

i

)

∈ Rn−m and
n−m ≤ m, consider takingn−m linear independent rows

from AT
12 to form a new matrix

⌢

A
T

12 ∈ R(n−m)×(n−m), then
⌢

A
T

12

(

ea
j − ea

i

)

= 0. Thus it can be seen thatea
j − ea

i = 0.

ThereforeAT
12

(

ea
j − ea

i

)

= 0 results inea
j − ea

i = 0, which
becomesea

i = ea
j . As ea

1 = 0, it can be obtained that
ea

i = ea
j = 0.

On the basis of the above analysis and Lemma 2, it
can be seen that lim

t→∞
‖ea

i (t)‖ = 0, lim
t→∞

∥
∥eb

i (t)
∥
∥ = 0. Final-

ly lim
t→∞

‖zi1 (t)− z11(t)‖ = 0, lim
t→∞

‖zi2 (t)− z12(t)‖ = 0, i =

1,2, · · · ,N. That is, lim
t→∞

‖xi (t)− x1(t)‖ = 0, i = 2, · · · ,N.

Under Assumption 4, when the states in (3) reach the slid-
ing surface (9), the leader-following consensus is achieved
asymptotically.

IV. SLIDING MODE CONTROL DESIGN

Let the sliding mode control law be






u j (t) = B−1
2 (ueq j (t)+ un j (t))

ueq j (t) = c
N

∑
k=1

a jk
(
zk2− z j2+AT

12

(
zk1− z j1

))

−A21z j1−A22z j2

u̇n j (t) =−η jsgn(s j)

(17)

where j = 2, · · · ,N, k = 1, · · · ,N, η j > β j.
Theorem 3.Under Assumptions 2, 3 and 4, the sliding mode
control law (17) can drive the system states in (3) onto the
sliding surface (9) in finite time.
Proof. Substitute the second equation of (3) into (8), then
the sliding function can be represented as follows:

s j = ż j2− c
N

∑
k=1

a jk
(
zk2− z j2+AT

12

(
zk1− z j1

))

= A21z j1+A22z j2+ c
N

∑
k=1

a jk
(
zk2− z j2+AT

12

(
zk1− z j1

))

−A21z j1−A22z j2+ un j + ξ j − c
N

∑
k=1

a jk
(
zk2− z j2+AT

12

(
zk1− z j1

))

= un j + ξ j, j = 2, · · · ,N.
(18)

A Lyapunov candidate function is constructed as

V (t) =
1
2

N

∑
j=2

(s j)
T s j (19)

Differentiating (19), combining (18) and Lemma 3 yeilds

V̇ (t) =
N

∑
j=2

(s j)
T ṡ j

=
N

∑
j=2

(s j)
T
(

u̇n j + ξ̇ j

)

=−η j

N

∑
j=2

(s j)
T sgn(s j)+

N

∑
j=2

(s j)
T ξ̇ j

≤
N

∑
j=2

m

∑
k=1

∣
∣s jk

∣
∣(−η j +β j)

≤ θ
√

2V

(20)

where−η j +β j < θ < 0.
Therefore, the system states reach the sliding surface in

finite time using the control law (17) [38].
Remark 3. It should be noted that the control law (17) is
only applicable to followers, and the leaders states will not
influenced by the followers.

V. SIMULATION AND ANALYSIS

Consider a distributed multi-agent system with 4 agents,
whose topology connection is shown as Fig.1. Here① repre-
sents the leader,②③④ represent the followers. The weighted

adjacency matrix can be obtained asA =







0 1 0 0
1 0 1 1
0 1 0 0
0 1 0 0







.

Fig. 1. The topology connection with 4 agents

The dynamics [40] of each agent is given by

ẋi =





2 10 10
1 4 5
−2 −8 −9



xi +





2 16
0.5 2.5
−1 −7



ui (21)



The corresponding dynamics in the regular form
can be obtained by the state transformationT =



3 5 2
−1 0.5 0.5
0 −2 −1



.

[
żi1 (t)
żi2 (t)

]

=





0 1 0
0 0 1
−2 −4 −3





[
zi1 (t)
zi2 (t)

]

+





0 0
0 2
1 3



ui (t)

(22)
where the states of the leader are shown as follows: when

0 ≤ t ≤ 50, z11(t) = t, z12(t) =

[
1
2

]

, and when t >

50, z11(t) = 50, z12(t) =

[
0
0

]

. The initial states of the

followers are z21(0) = 2, z22(0) =

[
3
−1

]

, z31(0) = 1,

z32(0) =

[
0
1

]

, z41(0) = −1, z42(0) =

[
0
0

]

, un2(0) =
[

1
2

]

, un3(0) =

[
2
3

]

, un4(0) =

[
3
4

]

, c = 1.3, η j = 1.0

( j = 2,3,4). Disturbancesd j = 0.5sin(t) are applied to the
system whent ≥ 75.

The simulation results are shown in Figs.2-5.
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Fig. 3. The tracking trajectoriesz j2

Figs.2-3 show the tracking performance. It can be seen that
the followers can track the expected trajectory, so that leader-
following consensus is achieved. The system exhibits good
robustness when the disturbances are present. Fig.4 shows

0 10 20 30 40 50 60 70 80 90 100

t

-20

0

20

40

60

80

100

120

u
j

u
2

u
3

u
4

Fig. 4. The control inputsu j

0 10 20 30 40 50 60 70 80 90 100

t

-0.5

0

0.5

1

1.5

2

2.5

3

3.5

4

s j

s
2

s
3

s
4

Fig. 5. The sliding modess j

the control input, which are bounded. Fig.5 shows the sliding
variable, which illustrates that the state errors first approach
the sliding surface and then asymptotically converge to zero
along it.

VI. CONCLUSIONS

In this paper leader-following consensus is achieved for a
linear multi-agent system. A consensus protocol is proposed
based on the linear sliding mode strategy. The system states
first reach the sliding surface and consensus is achieved
asymptotically. In future work, the directed topology graph
will be introduced, and mismatched disturbances and uncer-
tainties will also be considered.

APPENDIX

According to [38] and [40], letB = [b1,b2, . . . ,bm],
and assume that n linear independent column
vectors of the controllability matrix Qc are
b1,Ab1, . . . ,Aυ1−1b1;b2,Ab2, . . . ,Aυ2−1b2; . . . ;bl ,Abl , . . . ,Aυl−1

bl , whereυ1+υ2+ . . .+υl = n.
Aυk−1bk can be represented as the linear combination of

{
b1,Ab1, . . . ,Aυ1−1b1;b2,Ab2, . . . ,Aυ2−1b2; . . . ;bk,Abk, . . . ,

Aυk−1bk
}

, wherek = 1,2, . . . , l with l ≤ m.
Based on the linear combination given above, the corre-

sponding bases are derived as follows.

Aυk−1bk =−
vk−1

∑
j=0

αk jA
jbk +

k−1

∑
i=1

vi

∑
j=1

γk jiei j (23)



whereαk j and γk ji are the characteristic polynomial coeffi-
cients.

Define the corresponding basis as






ek1
∆
= Aυk−1bk +αk,υk−1Aυk−2bk + . . .+αk1bk

ek2
∆
= Aυk−2bk +αk,υk−1Aυk−3bk + . . .+αk2bk

· · · · · ·
ekυk

∆
= bk

(24)

Then the state transformation matrixT can be obtained
as:

T = [e11,e21, . . . ,el1, . . .]
︸ ︷︷ ︸

n

(25)
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