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Abstract  

 
The proposed system focuses on Leaf Recognition 

System using feature point extraction and artificial 

neural network (ANN). The leaf recognition system is 

based on feature point extraction. The feature point’s 

extraction is base on geometric centre; it compares the 

input leaf image with already trained leaf image. The 

numbers of feature points of input leaf images are 

matched with the already trained leaf feature points. If 

matched, name of plant is display otherwise system 

shows detection fail. The objective of this project is to 

identify the accurate input leaf for feature extraction; 

two schemes are 28 and 60 feature point extraction. As 

Feature points are increases recognition rate decreases 

because of complexity and time require for training and 

testing is more. Comparative analysis has been made 

with the three schemes. The first scheme comparison 

with 28 and 60 feature point extraction with respect to 

recognition rate, the second scheme is comparison of 

time require for feature extraction and training time 

and third scheme is comparison with hidden layers. 

Results obtained by this algorithm are quite impressive. 

Unknown leaf samples are also eliminated in greater 

extent.  

Keywords: Image Preprocessing, Geometric Centre, 

Feature Points Extraction, Artificial Neural Network. 

 

1. Introduction  
 

The proposed leaf recognition system uses the feature 

point extraction and artificial neural network. The 

feature point extraction method is one of the most 

important technique, use in research work in the field 

of personal identification. This proposed system uses 

the feature point extraction method for leaf recognition. 

Plants are an integral part of all natural life. In nature 

different types of plant are present. Many of plants 

carry significant information for the human society 

development. The plants can be recognizing by the use 

of leaf, fruits and flowers. Plant leaf classification finds 

application in botany, in tea, coffee, cotton, tobacco, 

turmeric, health and other industries. However, it is an 

important and difficult task to recognize plant species 

on earth [2].  In India Ayurveda is one of the great gifts 

of ancient India to mankind. It is one of the oldest 

scientific medical systems in the world, with a long 

record of clinical experience. The plants having leaves, 

fruits, flowers are use as medicine. These plants mostly 

grows in forest and very difficult to recognize. If wrong 

plant is chosen for the medical treatment it will cause 

serious problem. Computer vision technique can use to 

solve this problem in a similar way to human experts 

by analyzing the leaves. 

 

2. Literature Survey 
 

Object shape matching functions, color-based 

classifiers, reflectance-based classifiers and texture 

based classifiers are some of the common methods that 

have been tried in the past. Many researchers have tried 

to identify plant leaves by applying several techniques 

that are briefly reviewed below. Tian et al. developed a 

machine vision system to detect and locate tomato 

seedlings and weed plants in a commercial agricultural 

environment [20]. Guyer et al. implemented an 

algorithm to extract plant/leaf shape features using 

information gathered from critical points along object 

borders, such as the location of angles along the border 

(and/or) local maxima and minima from the plant leaf 

centroid [24]. Woebbecke et al. developed a vision 

system using shape features for identifying young 

weeds. Franz et al. identified plants based on individual 

leaf shape described by curvature of the leaf boundary 

at two growth stages [25]. Thompson et al. suggested 

that plant shape features might be necessary to 

distinguish between monocots and dicots for 

intermittent or spot spraying [27]. All the above 

researcher uses the methods are based on the object 

shape matching function.  The following researcher 

uses the colour based techniques. Kataoka et al. 

developed an automatic detection system for detecting 
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apples ready for harvest, for the application of robotic 

fruit harvesting [19]. Woebbecke et al. developed a 

vision system using color indices for weed 

identification under various soil, residue and lighting 

conditions [30]. Franz et al. identified plants based on 

individual leaf shape described by curvature of the leaf 

boundary at two growth stages [25]. Ninoyama and 

Shigemori analyzed binary images of whole soybean 

plants viewed from the side [26]. A weed detection 

system for Kansas wheat was developed using color 

filters by Zhang and Chaisattapagon. The following 

researcher uses methods are texture based technique. 

Haralick et al. used gray level co occurrence features to 

analyze remotely sensed images [33]. Tang et al. 

developed a texture-based weed classification method 

using Gabor wavelets and neural networks for real-time 

selective herbicide application. 

 

3. System Architecture:  
 

The methodology of propose system has been shown 

pictorially in figure 3.1. Very first images are capturing 

using digital camera. These images are gone through 

the different pre-processing steps like conversion of 

color image to gray image; convert to black and white 

and Binarized image, separates the leaf area from leaf 

background.  

 
Figure 3.1: Block diagram of propose Leaf recognition 

System. 

For feature extraction, feature point extraction method 

is use. For feature point extraction two schemes are use, 

28 and 60 feature point extraction. These two schemes 

are comparing with each other. After image 

preprocessing feature points are extracted from leaf 

image. For feature points extraction is done by slitting 

leaf image into vertically and horizontally. The feature 

point extraction method is based on geometric center. 

For 28 feature point extraction scheme 28 points are 

extracted from the leaf image as well as 60 feature 

points for 60 feature point extraction scheme. These 

feature point then subtracted from geometric center. 

The feature points are the input to the artificial neural 

network which is use as classifier. For obtaining better 

result artificial neural network is used by many. The 

feature points of the input leaf image are comparing 

with the feature points in the database. The proposed 

system displays the leaf image of that species, if match. 

It shows the name of input leaf image and recognition 

time otherwise shows detection fails, if input leaf not 

matched. 

 

4. Database: 
 

The leaf images from database are used for training 

artificial neural network as well as for testing of input 

leaf image. The formation of leaf image database is 

clearly dependent on the application. The leaf images 

are capture in specific manner. The background use for 

the leaf images is of uniformed colored. This proposes 

work uses the white colored as a background. The leaf 

image database in the propose work consisting of 250 

leaves images. Twenty different type of leaf species are 

use for database and each type having ten leaves 

samples for training and five leaf samples for testing. 

The following table 4.1 shows the details about the leaf 

image data base. 
Table 4.1: Details about leaf image database 

Sample 

use for 

No of 

species 

No of 

Samples 

Total no 

of 

samples 

Training 20 10 200 

Testing 

known 

5 10 50 

  Total 250 

 

 

 
Figure 3.2: Input leaf image samples from database. 
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5. Image Pre-Processing: 
 

The input color leaf image is converted to grayscale. 

After conversion to grayscale, the leaf image is goes 

through thresholding. After thresholding the segmented 

and binarized leaf image is obtained. The following 

figure 5.1 shows the segmented and binarized leaf 

image. 

 

 
 

 
Figure 5.1: Segmented and Binarized samples of leaf 

images. 

 

6. Feature Extraction method: 
 

This section discuss about the feature extraction 

method use in proposed system. For feature extraction 

the feature point extraction method is use for proposed 

system.  In this method feature points are extracted 

from the leaf image based on the geometric centre of 

the image. The system is tested over two type of feature 

extraction first one is the 28 feature point extraction 

and second one is the 60 feature point extraction. Very 

first system is design for 28 feature point extraction, in 

28 feature point extraction, system obtained 28 feature 

Points, 14 from vertical splitting and 14 by horizontal 

splitting. In second method system is design for 60 

feature point extraction, in 60 feature point extraction, 

system obtained 60 feature Points, 30 from vertical 

splitting and 30 by horizontal splitting. In feature 

extraction we use two type of splitting (Vertical and 

Horizontal) based on geometric center. Classifier used 

here is the artificial neural network model which is 

suitable for the features proposed. 

 

 

6.1 Geometric Center: 
 

It is a point about which image is perfectly symmetric 

number of pixel wise. So we can say that it is the center 

point of an image. It is a vital parameter use in the 

feature extraction. If a vertical line drawn from the 

feature point then the number of pixel at the right side 

must be equal to the left side and similarly a line drawn 

horizontally then number of pixel at top side must be 

equal to the bottom side. The following figure 6.1 

shows the geometric center for leaf image. 

 

 
Figure 6.1: Leaf image geometric centre for leaf 

image. 

 

6.2 28 Feature Point Extraction Method: 
 

The geometric features are based on two sets of points 

in 2- dimensional plane. These 2-diamentional planes 

are obtained by vertical splitting and horizontal 

splitting. The vertical splitting of the leaf image results 

fourteen feature points (v1, v2, v3… v14) and the 

horizontal splitting results thirty feature points 

(h1,h2,h3,…….,h14).These feature points are obtained 

with relative to a central geometric point of the leaf 

image. Here the centered leaf image is scanned from 

left to right and calculate the total number of white 

pixels as well as from top to bottom and calculate the 

total number of white pixels. Then divide the leaf 

image into two halves with respect to the number of 

white pixels by two lines vertically and horizontally 

which intersects at a point called the geometric centre. 

With reference to this point we extracted 28 feature 

points: 14 vertical and 14 horizontal feature points of 

each leaf image. 

 

6.2.1 Feature points based on Vertical Splitting: 

 

Fourteen feature points are obtained based on vertical 

splitting with respect to the central feature point. The 

leaf image is split into two planes by splitting leaf 

image vertically by vertical line. The leaf image is 

divided into two plane right and left plane. The 

procedure for finding vertical feature points is given 

below: 
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a) Algorithm 1 

 

Input:  Segmented and Binarized leaf image. 

Output: Vertical feature points: v1, v2, v3, v4…v13, 

v14. 

The steps are: 

1) Split the leaf image with a vertical line passing 

through the geometric centre (v0) which divides the 

leaf image into two halves that is left part and right 

part.  

2) Find geometric centers v1 and v2 for left and right 

parts correspondingly. 

3) Split the left and right part with horizontal lines 

through v1 and v2 to divide the two parts into four 

parts that is top left part, bottom left part ,top left part 

and bottom right part. From above part we obtain v3, 

v4 and v5, v6. 

4) We again split each part of the image through their 

geometric centers to obtain feature points v7, v8, v9 

….v13, v14. 

5) Now we obtained all the fourteen vertical feature 

points. 

 

6.2.2 Feature points based on Horizontal Splitting: 

 

The very next step after fourteen vertical feature point 

extraction is the fourteen feature points are obtained 

based on horizontal splitting with respect to the central 

feature point.  For finding the feature point by 

horizontal splitting the leaf image is split horizontally 

by horizontal line.  The feature points that are extracted 

are based on geometric centre. The procedure for 

finding horizontal feature points is given below: 

 

a) Algorithm 2 

 

Input: Segmented and Binarized leaf image. 

Output: Horizontal feature points: h1, h2, h3, h4….h13, 

h14. 

The steps are: 

1) Split the leaf image with a horizontal line passing 

through the geometric centre (h0) which divides the 

leaf image into two halves that is top part and bottom 

part. 

2) Find geometric centers h1 and h2 for top and bottom 

parts correspondingly. 

3) Split the top and bottom part with vertical lines 

through h1 and h2 to divide the two parts into four 

parts left top part, right top part, left bottom part and 

right bottom part. From which we obtain h3, h4 and h5, 

h6. 

4) We again split each part of the leaf image through 

their geometric centers to obtain feature points h7, h8, 

h9 ….h13, h14. 

5) All the fourteen horizontal feature points are 

obtained. 

The following figure 6.2 shows the all 28 feature 

points. 

 

 
Figure 6.2: All 28 horizontal and vertical feature 

points. 

 

6.3 60 Feature Point Extraction Method 
 

The geometric features are based on two sets of points 

in 2-dimensional plane. The vertical splitting of the 

image results thirty feature points (v1, v2, v3… v30) 

and the horizontal splitting results thirty feature points 

(h1,h2,h3,…….,h30).These feature points are obtained 

with relative to a central geometric point of the image. 

Here the leaf image is scanned from left to right and 

calculate the total number of white pixels. Then again 

leaf image is scanned from top to bottom and calculate 

the total number of white pixels. Then divide the image 

into two halves with respect to the number of white 

pixels by two lines vertically and horizontally which 

intersects at a point called the geometric centre. With 

reference to this point we extracted 60 feature points: 

30 vertical and 30 horizontal feature points of each 

signature image. 

 

6.3.1 Feature points based on Vertical Splitting 

Thirty feature points are obtained based on vertical 

splitting with respect to the central feature point. The 

procedure for finding vertical feature points is given 

below: 
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a) Algorithm 1 

 

Input: Segmented and Binarized leaf image. 

Output: Vertical feature points: v1, v2, v3, v4…v29, 

v30. 

The steps are: 

1. Split the leaf image with a vertical line passing 

through the geometric centre (v0) which divides the 

leaf image into two halves that is Left part and Right 

part. 

2. Find geometric centers v1 and v2 for left and right 

parts correspondingly. 

3. Split the left and right part with horizontal lines 

through v1 and v2 to divide the two parts into four 

parts: Top-left, Bottom-left and Top-right, Bottom-

right parts from which system obtain v3, v4 and v5, v6. 

4. We again split each part of the image through their 

geometric centers to obtain    feature points v7, v8, 

v9 ….v13, v14. 

5. Then we split each part once again to obtain all the 

thirty vertical feature points. 

 

6.3.2 Feature points based on Horizontal Splitting 

 

Thirty feature points are obtained based on horizontal 

splitting with respect to the central feature point. The 

procedure for finding horizontal feature points is given 

below. 

 

Algorithm 2 

 

Input: Segmented and Binarized leaf image. 

Output: Horizontal feature points: h1, h2, h3, h4…h29, 

h30. 

The steps are: 

1) Split the image with a horizontal line passing 

through the geometric centre (h0) which    divides the 

image into two halves that is Top part and Bottom part. 

2) Find geometric centers h1 and h2 for top and bottom 

parts correspondingly. 

3) Split the top and bottom part with vertical lines 

through h1 and h2 to divide the two parts into four 

parts that is Left-top, Right-top and Left-bottom, Right-

bottom parts from which we obtain h3, h4 and h5, h6. 

4) We again split each part of the image through their 

geometric centers to obtain feature points h7, h8, h9 

….h13, h14. 

5) Then we split each part once again to obtain all the 

thirty vertical feature points. 

The following figure 6.3 shows the all 60 feature 

points.  

 
 

 
 

Figure 6.3: All 60 vertical as well as horizontal 

feature points extraction. 

 

7. Classification 
 

Classification is the final stage of leaf recognition 

system design. This is the stage where an automated 

system declares that the inputted leaf image belongs to 

a particular category. The classifier here we have used 

is a feed forward back propagation neural network. To 

accomplish the task of leaf recognition system 

classification, the multi-layer feed forward artificial 

neural network was considered with nonlinear 

differentiable function sigmoid in all processing units 

of output and hidden layers. The neurons in the input 

layer have linear activation function. The number of 

output units corresponds to the number of distinct 

classes in the pattern classification. A method has been 

developed, so that network can be trained to capture the 

mapping implicitly in the set of input output pattern 

pair collected during an experiment and simultaneously 

expected to modal the unknown system to function 

from which the predictions can be made for the new or 

untrained set of database. The possible output pattern 

class would be approximately an interpolated version 

of the output pattern class corresponding to the input 

learning pattern close to the given test input pattern. 

This method involved the back propagation learning 

rule based on the principle of gradient descent along the 

error surface in the negative direction. The following 

figure shows feed forward neural network. 
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Figure 7.1: Feed forward neural network 

 

The network has 28 input neurons for 28 feature point 

extraction and 60 input neurons for 60 feature point 

extraction. The number of neurons in the output layer 

was one because there is a one leaf image which is to 

be recognized. The number of hidden neurons is 

directly proportional to the system resources. The 

bigger the number more the resources are required. The 

number of neurons in a hidden layer was kept 56 for 

optimal results. 

 

8. Experimental Result and Performance 

Analysis: 
 

8.1. Comparison of 28 and 60 feature point 

extraction with respect to recognition rate 
 

The following table 8.1 shows the comparison of 28 

feature point extraction and 60 feature point extraction. 

The recognition rate obtained for the 28 feature point 

extraction is better than that of 60 feature point 

extraction. The overall performance of the 28 feature 

point extraction is very good over the 60 feature point 

extraction. For all dataset the recognition rate obtained 

are better for 28 feature point extraction. 

 

Sr. 

No 

Leaf data 

base set 

60 feature point 

extraction (%) 

Accuracy Accuracy 

1 50 90 86 

2 100 86 82 

3  150 72.66 78.66 

4 200 72.00 65.5 

 

The following chart shows the graphical representation 

for comparison of 28 and 60 feature point extraction 

methods. 

 
 

Chart 8.1: Graphical representation of comparison 

of 28 and 60 feature point extraction with respect to 

recognition rate 

 

8.2 Comparison on the basis of Time 

 
The comparison is done the basis of time require for 

feature extraction and training the neural network for 

both the scheme that is 28 and 60 feature point 

extraction. The time require for 28 feature point 

extraction is relatively less while time require for 60 

feature point is more than that of 28 feature point 

extraction scheme. In 28 feature extraction scheme 

system find 28 feature points while the for 60 feature 

point extraction system find 60 feature points that‟s 

why the time require to extract 60 feature from leaf 

image takes more time while the for 28 feature points 

system takes less time. The following table 8.2 shows 

the time require for feature extraction and training the 

neural network. 

 

Table 8.2: Comparison of 28 and 60 feature point 

extraction with respect to time 

Sr. 

No 

No of 

Samples 

Time 

required for 

28 feature 

point 

extraction 

and training 

Time 

required for 

60 feature 

point 

extraction 

and training 

1 5 x 10 0.65 min 6.27 min 

2 10 x 10 4.32 min 7.66 min 

3 15 x 10 6.03 min 11.70 min 

4 20 x10 8.36 min 14.77 min 

 

The following chart 8.2 shows the graphical 

representation time require for feature extraction and 

training for 28 and 60 feature point extraction. 
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Chart8.2: Graphical representation of time for 

feature point extraction and training. 

 

8.3 Comparison of basis different Hidden layer 
 

The results of different hidden layer are taken. The 

results of three different types of hidden layer that is 

28, 56, and 84 are comparing with each other. The 

recognition rate obtained from 56 hidden layers is 

better than the result obtained from 28 and 84 hidden 

layers. The following table shows comparison of results 

of test leaf image with different hidden layer. 

 

 

Table 8.3: Result of test leaf image with 

different Hidden layer 

S N. Leaf 

data 

set 

 

Recognition 

Rate For 

28 Hidden 

layer 

Recognition 

Rate for 

56 Hidden 

layer 

Recognition 

Rate for 

84 Hidden 

layer 

1  20 80 80 80 

2  30 70 83 63 

3 40 65 77.50 57.50 

4  50 56 68 56 

5  60 61.66 58.33 58.33 

 

 

 
 

Chart 8.3: Graphical representation of recognition 

rate for different hidden layer. 

 

9.  Conclusion 

The proposed leaf recognition system is implemented 

for recognition of leaf image. The concept of propose 

leaf recognition system can be useful for many those 

are find difficulties to recognize correct leaf. The leaf 

recognition system is developed by using feature point 

extraction and artificial neural network. For feature 

extraction, feature point extraction method is use, and 

for classification feed forward neural network is use. 

The proposed leaf recognition system implements the 

two feature point extraction method that is 28 and 60 

feature extraction. The 28 feature point extraction 

method provides the better result than the 60 feature 

point extraction. The performance of leaf recognition 

system is evaluated on the basis of three comparison, 

for 28 feature point extraction the recognition rate 

obtained on different data set is better than 60 feature 

point extraction, the time require for feature point 

extraction and training is comparatively less than that 

of 60 feature point extraction because to extract the 60 

point system require more time than 28 feature point 

extraction and 56 hidden layer providing better 

recognition rate than that 28, 56 hidden layer. Hence 

the 28 feature point extraction method is very efficient 

technique for proposed leaf recognition system.  

 

10. Future Scope   
 

In further work the proposed leaf recognition system 

can be modified to increase the recognition rate for 28 

feature point extraction. To increase recognition rate 

some morphological feature should be added with 

existing feature point as well as use of principle 
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component analysis. To reduce the dimension of neural 

network, PCA is to be use to orthogonalize 28 feature 

points. The purpose of PCA is to present the 

information of original data as the linear combination 

of certain linear irrelevant variables. 
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