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Abstract—As a promising technique for realizing future wire-
less networks, unmanned aerial vehicle (UAV) communications
have drawn numerous attentions. The performance of practical
UAV communication systems is limited by the presence of
inevitable jittering due to the inherent random wind gusts. The
jittering introduces angle ambiguity which is challenging for
aligning the information beams between the UAV-mounted base
station (BS) and the user equipment (UE). This letter develops
a learning-based predictive beamforming scheme to address the
beam misalignment caused by UAV jittering. In particular, a deep
learning approach is adopted to predict the angles between the
UAV and the UE. By doing so, the UAV and the UE can prepare
the transmit and receive beams in advance, which enables reliable
UAV-based communication. Simulation results verify that the
communication performance of the proposed scheme is robust
to the presence of UAV jittering.

Index Terms—UAV jittering, deep learning, predictive beam-
forming

I. INTRODUCTION

Due to its high flexility and low cost deployment, unmanned
aerial vehicle (UAV) systems have a great potential in provid-
ing ubiquitous connections for future wireless communication
systems [1], [2]. By exploiting the high mobility feature, UAVs
can dynamically adjust their locations and area of coverages
adapting to the requirement of various practical scenarios,
which offers a significant performance improvement compared
with terrestrial networks [3], [4]. To support the demand of
high data-rate transmission for future wireless communication
networks, millimeter wave (mmWave) and massive multi-input
multi-output (MIMO) techniques are generally adopted for
UAV-based communications, which provide abundant spectral
resource, prosperous spatial gain, and highly directional beam-
forming gain to maintain reliable communication links [S]-[7].

Although the sharp pencil-like spatial beams generated
by multi-antenna systems can combat the high path-loss of
mmWave signals, it strengthens the requirement of accurately
aligning the transmit and receive beams between the UAV and
the associated user equipments (UEs). In the literature, the
beam alignment problem has been intensively investigated for
terrestrial mmWave massive MIMO systems. For instance, in
[8], the authors proposed an extended Kalman filtering (EKF)-
based beam tracking scheme for mmWave systems. However,
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this approach is tailored for vehicular networks with only a
slight angle variation, which their results are not be applicable
to UAV communications with a wide range of angle fluctua-
tions. In [9], the problem of UAV-to-satellite beam alignment
was considered, which adopted several sensors mounted on a
UAV to acquire the navigation information to assist accurate
beam alignment. Nevertheless, such sensors are expensive and
unlikely to be deployed on small UAVs, such as civilian
drones due to the limited on-board energy supply. Different
from terrestrial communication systems, a UAV operating in
the air is sensitive to the airflow, which results in random
vibrations of the UAV body. This so-called UAV jittering has
a significant impact on the communication reliability due to the
potential of information beam misalignment [10]. Therefore,
it is essential to investigate efficient beam alignment methods
for UAV communications with the consideration of jittering.

This paper develops a novel predictive beamforming scheme
to address the UAV jittering problem. In particular, we propose
to predict the angle at each time slot based on the previ-
ous beamforming status. Different from conventional beam
alignment that adopts a scanning mechanism, the proposed
predictive beamforming scheme allows both the UAV and
the UE to adapt their steering beamforming vectors ahead
based on the predicted angles for fast link establishment and
maintainence. To accurately predict the angles, we propose a
deep learning-based scheme, which adopts multiple long short-
term memory (LSTM) layers [11] to facilitate the development
of a recurrent neural network (RNN) which can fully exploit
the temporal features from the sequential angle data [12].
After receiving the transmitted signals, the UE can further
refine the angle and feed it back to the RNN to predict the
angle for the next time slot. Benefiting from the powerful
deep learning approach, the proposed scheme can accurately
predict the angles, which leads to a high beamforming gain and
communication rate. Simulation results show that the proposed
algorithm can accurately track the beams and maintain reliable
communication links even in the presence of UAV jittering.

Notations: The superscripts (-)T, and ()™ denote the trans-
pose, and the Hermittian operations, respectively; C denotes
the complex space; CA(m,v) denotes a circular symmetric
Gaussian distribution with mean m and variance v; o repre-
sents both sides of the equation are multiplicatively connected
to a constant; O(-) is an asymptotic notation describing the
order of complexity; E[-] denotes the expectation operator; | - |
denotes the modulus of a complex number.

II. SYSTEM MODEL

We consider a downlink UAV-UEcommunication scenario.
The UAV transmitter is equipped with M antennas with equal
spacing d., forming a uniform linear array (ULA). The UE
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Fig. 1. An illustration of UAV communication scenario.

is equipped with a ULA consisting of N antennas. Following
the geometric relationship between the UAV and the UE, we
can obtain the azimuth angle, denoted by ¢ and the altitude
angle, denoted by 6. Since we focus on the impact of UAV
jittering, we assume that both locations of the UAV and the
UE are fixed.

A. UAV lJittering Model

Since the UAV hovers in the sky without tieing to some
stable infrastructures, random wind gusts can cause UAV
jittering [10]. In particular, the UAV may fluctuate in three
dimensions, namely, the yaw, the roll, and the pitch motions, as
shown in Fig. 1. In general, the UAV vibration is dominated by
the pitch motion caused by horizontal airflows [13]. Therefore,
in this letter, we only consider the impact of the pitch angle,
which is captured by the altitude angle 6. Consequently, we
can define the altitude angle at time instant &k as

O = Or—1 + Abg, ()

where A6}, denotes the variation of the altitude angle at time
k. In general, Af; is modeled as a zero mean Gaussian
distributed variable with variance o3. The value of oy depends
on the wind speed, typically in the range of [0.01,0.1] rad
[13]. In general, the jittering follows some patterns despite the
randomness in the airflow. For instance, the wind direction is
unlikely to change to the opposite direction in a short time.
Also, the wind speed does not have significant variations in a
short time period. Exploiting these characteristics, we further
assume that oy is time varying and the coherence time of oy
is T,, i.e., oy changes its value per T, sampling periods [12].

B. Communication Model

We assume that the UAV communicates with the UE via a
line-of-sight (LoS) channel'. Based on the above discussions,
we see that both angle-of-arrival (AoA) and angle-of-departure
(AoD) experience the same fluctuations due to the UAV
jittering, therefore we assume that the AoAs and AoDs are

I'Since the rich scattering scenario rarely appears in mmWave UAV commu-
nications, we assume that the LoS propagation dominates the communication
link, as commonly adopted in the literature [14], [15].

identical to the altitude angles. In particular, the channel matrix
H € CV*M can be expressed as [14]

Ac
47Td0

where A, is the wavelength of the carrier frequency and d
is the range distance between the UAV and the UE. As we
assume fixed positions for the UAV and the UE, the distance
dy is a constant. For notational simplicity, we use hy = 47);20
to denote the average path gain between the UAV and the UE.
Without loss of generality, the transmit and receive steering

vectors are given by

H-= b(6;)a(6;)", ()
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respectively, where d, is the antenna spacing. Note that we can
generally choose A\, = 2d, to further simplify the expressions
of a(f;) and b(6y).

At time instant k, the UAV transmits a sequence of symbols
Sk = [Sk1, -+, Sk,1] to the UE. The first symbol of s, i.e., sk 1
is a pilot to assist the beam alignment. For each transmitted
symbol sy, ;, it is multiplexed over M transmit antennas using
beamforming vector wy, € CM*1 | After transmitting through
the channel, the post processed signal r, € C at the UE is
given by

rig = fEHwWy sk + 2k, 3

where f;, € CV*! is the receive beamforming vector and zj, €

C is the complex noise term obeying CA(0,0?) at the UE.
Based on (3), the receive signal-to-noise ratio (SNR) at the UE
at time instant k is given by E[|[ff"Hwy,s |?]/02. Assuming
that the transmit signal has a unit power, i.e., E[|s;|?] = 1,
and substituting the expression of H = hob())a(0;)", the
receive SNR is expressed as

SNR

‘hof,?b(@k)a(ek)HWk |2
k= : : 4

g

and the corresponding achievable rate Ry, is
Rk = 10g2 (1 + SNRk) . (5)

It can be observed that the designed beamformers wj and
fi, should be dependent on the estimated altitude angle 6.
Due to the narrow beamwidth in massive antenna systems,
even a slight variation of Afy would result in severe beam
misalignment and lead to dramatic communication perfor-
mance degradation. As a remedy, we will develop a fast beam
alignment scheme in what follows.

ITII. FAST BEAM ALIGNMENT ALGORITHM

To address the beam alignment caused by jittering of the
UAV, we develop a predictive beamforming algorithm. In
particular, the proposed algorithm consists of a prediction step
and a refinement step. Given the refined angles of the previous
time instants, the angle at the current instant can be predicted
using the proposed deep learning approach. Specifically, the
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Fig. 2. The developed LSTM-RNN architecture for angle prediction. The
horizontal arrows represent the communications from one time-step to the
other, meanwhile the up pointing arrows represent the communications from
the current layer to the next layer.

predicted angle is exploited for designing the beamforming
vectors. Then after signal transmission, the predicted angle
can be further refined by the received downlink pilot symbol.
Finally, the refined angle is fed to the RNN to predict the
angle at the next instant.

A. Deep RNN-based Beam Prediction

Here, we design an LSTM-based RNN (LSTM-RNN) for
the angle prediction. The detailed architecture of the proposed
LSTM-RNN is illustrated in Fig. 2, which consists of two
LSTM layers and one fully-connected (FC) layer. The LSTM
layers are adopted to learn the long-term dependence property
of the input angle sequences and the FC layer is introduced to
linearly combine the learned features to further improve the
performance. The hyperparameters are introduced in Table I,
where “Linear” represents the linear activation function [16].

TABLE I
HYPERPARAMETERS OF THE PROPOSED LSTM-RNN
Hyperparameters Values
Output dimension of LSTM layer-1 (oil) 50
Output dimension of LSTM layer-2 (ofﬁ) 100
Number of time steps for each LSTM layer k
Output dimension of FC layer 1
Activation function of FC layer Linear

LSTM layer-1 is a recurrent layer which adopts the same
LSTM structure for each time step. Denote by oii the output of
LSTM layer-i, i = {1,2}, at the ¢-th, ¢ = {1,2,--- , K}, time
step. For LSTM layer-1, LSTM at each time step passes the
output oil to the next layer and keeps a copy to itself for the
calculation at next time step. For LSTM layer-2, LSTM only
keeps the output 0? to itself for the previous P time steps and
finally passes ogj to the FC layer at the k-th time step. Given
an angle sequence A = {0%¢f , 0t - 01 ), if we
regard both LSTM layer-1 and LSTM layer-2 as an LSTM
block denoted by a function h(-), the output of the LSTM
block is given by

o2 = h(A). (6)

As shown in Fig. 2, the output oﬁf is then sent to the next FC
layer and we can finally obtain the output. Let R,,(-) denote
the LSTM-RNN where w is the total network parameter, the
output of LSTM-RNN can be expressed as

O = Ru(A) = o(Wh(A) +b), (7)

where 0, is the predicted angle value for time instant &, o(+)
denotes the linear activation function, and W € C!*100 apd
b € C'*1% are the weights and bias of FC layer, respectively.

Since the prediction problem is a regression task, we select
a mean squared error (MSE) cost function for our proposed
LSTM-RNN, which is defined by [16]

Q
JMSE(w) = % Z (91(6‘1) o O'(Wh(A(q)) + b))2 7 ®
qg=1

where 0,(;1) and A9 are the label and input of the ¢-th, ¢ €
{1,2,---,Q}, training example, respectively. Based on (8),
we can then use a backpropagation algorithm to update the
network parameters progressively and finally obtain the well-
trained LSTM-RNN for angle prediction.

Generally, the MSE [16] is a common adopted metric to
characterize the relationship between the predictive quantity
and the actual quantity in the LSTM-RNN model. Specifically,
the MSE between the predicted altitude angle 6y, and the actual
altitude angle 60, is defined as

MSE = E[|0; — 0x|%]. ©)

The smaller the value of MSE is, the closer the predicted
altitude angle approaches to the actual altitude angle.

After training process, we can obtain the well-trained
LSTM-RNN and the predictive angle 6y can be expressed as

0p = Ry (A) with w* = arg min Jygg(w),  (10)

where w* is the well-trained network parameter and A denotes
the input sequence. Note that when the number of training
examples are large enough in capturing the various impacts of
natural factors on jittering, the cost function in (8) approaches
the MSE metric in (9). Therefore, the predictive quantity is
able to approach the actual quantity arbitrary close as long as
the training set is sufficiently large.

Having obtained the predicted angle 0 at the UE, it feeds
back the predicted angle to the UAV via an out-of-band
communication uplink. Relying on powerful channel coding
techniques, the UAV can accurately acquire the predicted
angle, as commonly adopted in [8]. Then the UAV and the UE
can easily formulate their beamforming vectors for downlink
communication at time &, i.e, w, = a (ék) and f, = b (ék)
and establish the communication link”>. Besides, during the
data transmission stage, the UAV sends a pilot symbol s ; to
the UE for refining the predicted angle. Note that when the
predicted angle 05 equals to the actual angle 6y, the achievable
rate R is maximized.

2To avoid any possible impact due to communication delay in feedback
links, the UE can perform a two-step prediction to obtain the angle 641
using the RNN and feeds it back to the UAV at time k& — 1. Hgnce, at time
k + 1, the UAV can formulate its transmit beamformers using 41 despite
the existence of possible communication delay.



B. Refinement of 0 in Real Time

The predicted angle 0y is refined at the UE based on the
received pilot symbol sy ; in (3) by adopting the maximum
likelihood estimator, which is given by

(1)

éZCf = arg néaxp(rk,ﬂ&k) = arg néax Inp(re,116k),
k k

where p(ry|0k) o exp(—|ry — £l Hwy sy 1/2/20%). Obviously,
the maximization is achieved when 0, satisfying 7, =

f,?Hwkskyl. With w, = a (ék) and f, = b (ék) our goal
is to infer 6 from the equation

1 N M A
j(m—mn)m(cos 0 —cos 0})
NhoSkJ E E e’ k kJ,

n=1m=1

12)

The nonlinearity in (12) makes the closed-form solution
for 6, infeasible. Therefore, we resort to the first-order
Taylor expans1on to overcome the nonlinearity. By letting
F0r) = SN M eilm=n)m(cosbx—cos i) ' the first-order
Taylor series around the predicted angle 0 is given by

F(0r) = F(0k) + f'(0k) (Qk - ék), where f(6},) denotes the
derivative of f(6) evaluated at the point of ). After some
manipulations, we have the approximation of f(6y) as®

MN(M — N)

f(ak) ~ sin ék(ﬁk — ék)

MN — jm (13)
With the approximated version of f (0%), we can easily obtain

the refined angle 9ref at time k, which is given by

2hosp,1 — 211

é?f = ék + . . A
hosk1jm(M — N)sin 6,

(14)

where the second term on the right hand side denotes the
refinement term based on the received signal sample. Specif-
ically when the beams are perfectly aligned, we have 71 =
hosk,1+ 21, and refinement term only regulates the impact due
to noise. After obtaining the refined angle 6r°f | we can feed it
to the RNN and predict the altitude angle 9k+1 at time £+ 1.

C. Complexity Analysis of the Proposed LSTM-RNN Method

According to [11] and [17], the time complexity of an
LSTM per time step is
O(4(mn +n? +n)), (15)
where m and n denotes the input dimension and output
dimension, respectively. Note that the proposed LSTM-RNN
model has two layers and K time steps. Let m; and n,,
i € {1,2}, denote the input dimension and output dimension
of the LSTM layer-¢ in the proposed LSTM-RNN model,
respectively. In addition, we use terms /N; and N, to represent
the numbers of training examples and epoches of the offline
training, respectively.

3The first-order Taylor expansion suffers from some approximation errors
due to neglecting the higher order terms. However, the powerful RNN-based
prediction can take the error into account and adjust the prediction accordingly.
Moreover, when M = N, f(6},) is a constant and the refined angle is identical
to the predicted angle and thus no refinement is performed.
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Fig. 3. The angle estimation error versus time.

The time complexity of offline training using the proposed
LSTM-RNN method is derived as

2
Ciraining = O <4KNt (Z min; +ni + n)) . (16)

=1

Moreover, the complexity of online prediction is given by

2

Chrediction = O <4K <Z mn; +n; + m)) ;o adn
i=1

which is in polynomial time and suitable for real-time imple-

mentation [18].

IV. SIMULATION RESULTS

In this section, we verify our proposed algorithm through
numerical simulations. We assume that the UAV has M = 64
antennas and the UE has N = 32 antennas. The UAV-UE
system operates at a carrier frequency of 60 GHz and range
distance between the UAV and the UE is 150 m. The UAV
transmit power is set as 30 dBm. Without loss of generality, the
initial altitude angle is 1 rad. The time duration for a single slot
is AT = 0.02 second*. For modeling the UAV jittering, we
set the coherence time of wind gusts as 7, = 20AT and the
standard derivation of the angle variation as oy € [0.01,0.02]
rad. In addition, the hyperparameters of our proposed LSTM-
RNN are listed in Table I with & = 19. There are 20,000
examples in the training set which are stored at the UE. The
neural network model is trained offline and the prediction
process is done at the UE. Finally, the thermal noise power

2is —90 dBm.

In Fig. 3, we evaluate the tracking performance of the
proposed deep learning-based predictive beamforming scheme
and a baseline scheme. The angle error is defined by the
absolute value of 6, —ék. The baseline scheme directly utilizes
the actual angle from the previous time slot to formulate the
beamformers in the current time instant. It can be observed
that the predicted angle can accurately track the variation of
the actual angle, while the angle error becomes exceedingly

4As we consider fixed positions for UAV and UE, the coherence time for
the UAV-to-UE channel is much larger than 0.02 s. Therefore, we assume that
the channel gain ho remains constant in the considered simulations.
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large for the baseline scheme at some time slots when the
angle varies drastically. The simulation results also show
that the angle error between the predicted altitude angle of
the proposed LSTM-RNN method and the actual altitude
angle is around 1073 rad which verifies the high accuracy
of the proposed method. Next, we compare the cumulative
distribution function (CDF) of the angle estimation error in all
time slots between the proposed algorithm and the baseline
scheme in Fig. 4. It can be seen that both the predicted
angle and the refined angle obtained with the first-order Taylor
expansion achieve an estimation error at 1072 rad level, while
the baseline suffers from significant performance loss. This
validates the benefits of applying the proposed predictive
beamforming design.

In Fig. 5, we compare the communication rates of the pro-
posed algorithm and the baseline scheme. The communication
rate obtained by assuming the availability of actual angles
is depicted as a performance upper bound. It can be seen
that the communication link between the UAV and the UE
established by the proposed predictive beamforming scheme is
robust to UAV jittering. In particular, only a slight degradation
of the communication rate can be observed compared with
the upper bound. In contrast, for the baseline scheme, when
the angle varies violently, the communication rate degrades
and fluctuates significantly. This provides a clear evidence on

the superiority of the proposed technique over the baseline
scheme.

V. CONCLUSIONS

In this letter, we proposed a novel deep learning-based pre-
dictive beamforming scheme in the presence of UAV jittering.
We trained the prediction model by adopting a RNN to exploit
the temporal features from the sequential angle data. Then the
altitude angle at the current time slot was predicted using the
angle estimates in the previous slots. The beamformers were
then designed to estabilish the communication link. Simulation
results showed that our proposed scheme can accurately track
the variation of the angles. Moreover, the communication
performance significantly outperforms the baseline scheme in
the presence of UAV jittering.
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