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Abstract

Image dehazing is a well-known ill-posed problem,

which usually requires some image priors to make the prob-

lem well-posed. We propose an effective iteration algorithm

with deep CNNs to learn haze-relevant priors for image de-

hazing. We formulate the image dehazing problem as the

minimization of a variational model with favorable data fi-

delity terms and prior terms to regularize the model. We

solve the variational model based on the classical gradient

descent method with built-in deep CNNs so that iteration-

wise image priors for the atmospheric light, transmission

map and clear image can be well estimated. Our method

combines the properties of both the physical formation of

image dehazing as well as deep learning approaches. We

show that it is able to generate clear images as well as ac-

curate atmospheric light and transmission maps. Extensive

experimental results demonstrate that the proposed algo-

rithm performs favorably against state-of-the-art methods

in both benchmark datasets and real-world images.

1. Introduction

Single image dehazing aims to estimate a haze-free im-

age from a hazy image. It is a classical image processing

problem, which has been an active research topic in the vi-

sion and graphics communities within the last decade. As

numerous real-world tasks (e.g., traffic detection and envi-

ronmental monitoring) require high-quality images, and the

hazy environment usually leads to deprecated images, it is

of great interest to develop an effective algorithm to recover

haze-free images.

Haze is a complex atmospheric phenomenon. Images

with haze may lose color fidelity and visual contrast as a

result of light scattering through the haze particles. Mathe-

matically, the hazing process can be simplified by

I(x) = J(x)t(x) +A(1− t(x)), (1)

where I is the hazy image, J is the haze-free image, and t

is the medium transmission map which describes the rela-

tive portion of the light that reaches the camera sensor from
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(a) Input image (b) Ren et al. [15]

(c) Yang and Sun [24] (d) Ours

Figure 1. A real-world example. The proposed algorithm com-

bines the advantages of the variational model and deep CNNs and

can generate much clearer results.

scene surfaces without being scattered. While A is the at-

mospheric light and x denotes pixel coordinate. If the atmo-

spheric lightA is homogeneous, the transmission map t can

be expressed as t(x) = e−βd(x), where β denotes scattering

coefficient of the atmospheric light and d(x) is the scene

depth. As only I is available, we need to recover A, t, J

simultaneously. This problem is highly ill-posed because

many different pairs of A, t and J give rise to the same I ,

e.g., a delta matrix forA, an all-ones matrix for t and a hazy

image for J .

To make image dehazing problem well-posed, most ex-

isting algorithms make assumptions on atmospheric light,

transmission maps, or clear images [7, 4, 28, 1]. For ex-

ample, He et al. [7] propose a dark channel prior based

on statistical properties of clear images to estimate trans-

mission map. Fattal [4] develops color lines for image de-

hazing. The non-local image prior has been used in [1].

Although image dehazing methods using such image pri-

ors have shown good performance, those priors mentioned

above are mainly based on the observations of specific im-

age properties, which do not always reflect inherent proper-

ties of natural images.

Recently, image dehazing methods based on deep learn-

ing have been proposed [14, 2, 10, 15, 25, 24]. These al-
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gorithms usually perform better than conventional hand-

crafted priors based methods by a large margin. One of

the main reasons is that deep CNNs can extract informa-

tive features from huge amounts of images and often shown

strong capability of generalization. However, most of these

approaches use deep feed-forward CNNs to directly esti-

mate clear images from hazy images, or predict atmospheric

light and transmission maps and then calculate the clear im-

ages according to (1). The learning process makes it like a

black box and less domain knowledge is involved. In [24],

Yang and Sun combine deep learning techniques and the

half-quadratic optimization method to solve image dehaz-

ing. This method uses deep CNNs to learn the dark channel

prior and adopts a conventional method [7] to compute at-

mospheric light. However, the atmospheric light estimation

method by [7] is less effective as pointed by [22], which

usually leads to the images with significant color distortion.

Different from these methods, we propose an effective

iteration algorithm with deep CNNs to learn iteration-wise

priors for atmospheric light, transmission maps and clear

images simultaneously. We formulate the image dehazing

problem as a as the minimization of a variational model

with favorable data fidelity terms and prior terms. The

data fidelity terms consistently regularize the forward and

backward physical formation of image dehazing problem,

while the prior terms learn haze-relevant priors for the atmo-

spheric light, transmission map and clear image. We solve

the variational model with a novel gradient descent method

based iteration scheme with an improved Gauss-Seidel iter-

ation strategy which converges within several iterations. At

each iteration, the iteration-wise priors for the atmospheric

light, transmission map and clear image are learned via ef-

fective deep CNNs. We show that the proposed algorithm

is able to generate clear images as well as accurate atmo-

spheric light and transmission maps.

The contributions of this work are as follows:

• We formulate the image dehazing problem as the

minimization of a variational model and introduce

favarable data fidelity terms and prior terms to regu-

larize the model.

• We propose an effective gradient descent method

based iteration algorithm with improved Gauss-Seidel

iteration to solve the variational model, where effective

deep CNNs are embedded to learn haze-relevant priors

for atmospheric light, transmission maps and clear im-

ages simultaneously.

• We analyze the effect of the iteration algorithm and

learned priors and show that the proposed algorithm

performs favorably against state-of-the-art methods on

both benchmark datasets and real-world images.

2. Related Work

In recent years, we have witnessed significant advances

in single image dehazing. In this section, we discuss the

methods most related to this work within proper contexts.

Image prior-based Methods: Single image dehazing is a

classical ill-posed problem, various methods have been pro-

posed to tackle this problem. As the hazing model involves

the estimation of atmospheric light, transmission map and

haze-free image, statistical priors based methods usually

make some assumptions on them. In [3], Fattal develops

a refined image formation model for surface shading and

scene transmission. The DCP method [7] has shown re-

markable effectiveness for haze removal, which proposes

the dark channel prior to estimate the transmission map. In

[4], color-line prior is proposed to characterize the haze-free

image based on the 1D distribution of pixels within small

image patches in RGB color space. Similarly, Berman et al.

[1] introduce a haze-line prior formed by non-local pixels

to describe the hazy image. Zhu et al. [28] propose a fast

single image haze removal method based on hand-crafted

features. These priors are powerful and show strong effec-

tiveness in helping haze removal. However, they are de-

signed under the observation of specific image properties,

which may not reflect inherent properties of natural images,

e.g., DCP [7] performs less effective for the scenes where

the color is similar to that of the atmospheric light.

Deep Learning-based Methods: Deep learning based

methods have been made remarkable progress in image de-

hazing problem. In [2, 14], end-to-end CNNs are introduced

to estimate the transmission map. These two methods per-

form well but do not consider the atmospheric light or haze-

free image. Li et al. [10] propose an all-in-one dehazing

network which need to compute an intermediate variable in-

tegrating both atmospheric light and transmission map. Ren

et al. [15] pre-processes the hazy image to generate multiple

inputs, by which color distortions may be introduced.

Recently, several state-of-the-art method [25, 13] in-

troduce dual CNNs structure to directly predict the atmo-

spheric light and transmission map from the hazy image,

respectively. Then the haze-free image can be calculated

via inversing equation (1). We only take this approach as an

initialization step for our iterative optimization algorithm.

Different from the blind learning process, the atmospheric

light, transmission map as well as the haze-free image will

be solved iteratively with favorable prior knowledge in the

following iteration units.

The most related work to ours is PDN [24]. As feed-

forward deep CNNs may be less effective due to the ill-

posed nature [6], PDN [24] combines deep CNNs and

half-quadratic optimization method to iteratively learn dark

channel prior. However, this method is limited to learn dark

channel prior and take a conventional method [7] to calcu-

late atmospheric light. Our method is different from PDN

[24] in model formulation, optimization method and prior

learning process. We takes a variational model and gradi-

ent descent method based optimization algorithm, on which

the atmospheric light, transmission map and haze-free im-
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age are all learned simultaneously with no limitation to any

hand-crafted prior.

3. Variational model and optimization

To better motivate the proposed method, we start from

the classical prior-based variational model. Based on the

hazing model (1), image dehazing problem can be achieved

by solving the following minimization problem:
{

E(A, t) = D(A, t, J) + λφ(A) + γψ(t),
s.t. J = I−A

t
+A,

(2)

where φ(·) and ψ(·) are the priors w.r.t. A and t, respec-

tively; λ and γ are positive weight parameters; D(A, t, J)
denotes the data fidelity term, which is usually defined as

D(A, t, J) = F(Jt+A(1− t)− I), (3)

where F is taken as an L2-norm in this paper.

If D(A, t, J) and φ(·), ψ(·) are differentiable, prob-

lem (2) can be solved via the gradient descent method. At

each iteration, we need to solve






An+1 = An − αA(∇AF
n+1 + λ∇Aφ(A

n)),
tn+1 = tn − αt(∇tF

n+1 + γ∇tψ(t
n)),

Jn+1 = I−An+1

tn+1 +An+1,

(4)

where αA and αt denotes the step size for A and t, respec-

tively; ∇ denotes the gradient operator; n = 1, 2, 3 · · ·K −
1 denotes the iteration number and K is the maximum iter-

ation number.

Another question is, how to obtain the initial value of

A1 and t1 for this iteration process? Some state-of-the-art

methods [25, 13] take a one-step end-to-end manner to di-

rectly obtain A and t from I , then calculating J via (1). As

this dual CNNs structure can generate reasonable results,

we take this approach as an initialization method for the

proposed iteration method (4) which is formulated as:






A1 = N1(I),
t1 = N1(I),

J1 = I−A1

t1
+A1,

(5)

where A1, t1 and J1 are the initial value for (4), while N1

is a CNN for this initialization process.

As above, image dehazing problem can be achieved by

iteratively solve the variational model (2) with the gradient

descent based optimization method (4) and the initializa-

tion method (5). We further explore a prior term for haze-

free image J and a favorable data fidelity term to regular-

ize the variational model in Section 4, where an effective

deep CNNs based iterative learning algorithm is proposed

for single image dehazing problem.

4. Proposed Algorithm

Prior term on J . The objective function (2) considers prior

terms on A and t, and a closed-form solution of J can be

directly obtained. However, even when A and t can be ap-

proximated well the haze-free image J still lacks of proper

regulations due to the highly ill-posed nature of image de-

hazing problem, e.g., Fattal [4] proposes the color-line prior

to model haze-free images. We further introduce a prior

term on J to regularize the predicted haze-free image J and

reformulate the objective function (2) as:
{

E(A, t) = D(A, t, J) + λφ(A) + γψ(t) + ηω(J),
s.t. J = I−A

t
+A,

(6)
where ω(·) is the prior on J and η is a positive weight pa-

rameter. We note that it is not trivial to define the prior term

on J in (6). In addition, J will not have a close-form so-

lution as in (4). We will give a iteration method to solve J

after we introducing a novel data term for D(A, t, J).

Data fidelity term G. As only I is known and A, t, J are

unknown in the hazing model (1), the data fidelity term F
in (3) helps constrain the predicted An, tn, Jn to satisfy

(1) so that Jntn + An(1 − tn) should as similar as possi-

ble to the ground truth I in the iteration process. Motivated

by a recently proposed work CycleGAN [27] which intro-

duces a cycle-consistency loss to regularize the forward and

backward mapping, we propose another data fidelity term to

better regularize A and t. In a backward view of (1), if the

ground truth J is known, then I−An

tn
+An should as similar

as possible to the ground truth J . Although the ground truth

J is unknown in image dehazing problem, the predicted Jn

is a good approximation of J , and therefore it can be used

to better predicting An+1 and tn+1 in the next iteration. In

this way, we propose the data fidelity term G on A and t:

G(A, t) = G(
I −A

t
+A− J), (7)

where the superscripts n and n+1 are omitted for simplicity.

G is taken as an L2-norm similar to F . Formally, the data

term D(A, t, J) defined in (3) becomes:

D(A, t, J) =

F(Jt+A(1− t)− I) + G(
I −A

t
+A− J), (8)

Base on the reformulated objective function (6) and

data term (8), we iteratively solve J with gradient descent

method and reformulate (4) as:














An+1 = An − αA(∇AF
n+1 +∇AG

n+1 + λ∇Aφ(A
n)),

tn+1 = tn − αt(∇tF
n+1 +∇tG

n+1 + γ∇tψ(t
n)),

Jn+ 1
2 = I−An+1

tn+1 +An+1,

Jn+1 = Jn+ 1
2 − αJη∇Jω(J

n+ 1
2 ),

(9)
Similar to the classical Gauss-Seidel iteration strategy [5],

instead of directly optimizing Jn+1 from Jn, we make use

of the latest An+1 and tn+1 on the n+ 1-th iteration to get

an intermediate close-form solution Jn+ 1
2 with the physical

model of the dehazing process to better constrain Jn+1. The

detailed conduction of above iteration method can be found

in the supplementary material on the project homepage.
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Figure 2. An overview of the proposed method. Our method takes an iterative optimization scheme with an effective neural network-based

learning manner. (a) Starting from an initialization value with (5), the proposed algorithm iteratively optimize intermediate solutions An,

t
n and J

n under the supervision of stage-wise loss functions (13) and (14) until it converges to a good state. (b) The basic structure of the

iteration algorithm (9). The learning process to the solutions An+1, tn+1 and J
n+1 of next step is regularized by the physics-based data

fidelities ((3) and (7)) and the learned iteration-wise priors for An, tn and J
n ((10), (11) and (12)).

Table 1. Network parameters. We use SC, LR, I, R and TC denotes strided convolutional layer, LeakyReLU, instance normalization [23],

ReLU and transposed convolutional layer, respectively.

Layers SCLR1 SCILR1 SCILR2 SCILR3 SCR1 TCIR1 TCIR2 TCIR3 TCIR4 TC1

Filter size 4 4 4 4 4 4 4 4 4 4

Filter numbers 8 16 32 64 64 64 32 16 8 3

Stride 2 2 2 2 2 2 2 2 2 2

Learning prior terms via CNNs. Some related works [20]

approximate regularization functions using a series of pa-

rameterized mapping functions. As modern CNNs have

good capability in modeling informative image features and

approximating mapping functions, we develop deep CNNs

to learn the image prior terms of A, t and J in a data-driven

manner and put the networks in a proper place of the it-

erative algorithm. Formally, the differentiable prior terms

λ∇φ(An), γ∇φ(tn) and η∇ω(Jn) in (9) are learned by:

Nn+1
A (An) = λ∇φ(An), (10)

Nn+1
t (tn) = γ∇φ(tn), (11)

Nn+1
J (Jn) = η∇ω(Jn), (12)

where Nn+1
A , Nn+1

t and Nn+1
J are CNNs taking An, tn,

and Jn as the input, respectively. Positive weight parame-

ters λ, γ and η are naturally learned together.

Based on above considerations, we can use existing net-

work architectures to define the networks. In this paper, we

use the U-Net [16] with an encoder-decoder architecture for

Nn
A , Nn

t , and Nn
J . We use Leaky ReLU with negative slope

0.2 for the encoder part and ReLU for the decoder part ex-

cept for the last layer. Four skip connections are added by

concatenating corresponding feature maps to avoid gradi-

ent vanishing and to accelerate training. In addition, the

instance normalization [23] is also adopted. Table 1 shows

the details of the network parameters. The deep networks

Nn
A , Nn

t , and Nn
J share the same network architecture but

do not share weights parameters during training and test. As

the matrix size of Nn
A(A

n), Nn
t (t

n), and Nn
J (J

n) respec-

tively equals to λ∇φ(An), γ∇φ(tn) and η∇ω(Jn), these

networks can be plugged into (9) naturally and trained with

modern deep learning techniques jointly.

4.1. Cascaded training

To effectively solve the networks Nn
A , Nn

t and Nn
J at

each iteration, we train them in a cascaded manner.

Let Θn denotes the network parameters of Nn
A , Nn

t and

Nn
J at iteration n, {An

m, A
n

m; tnm, t
n

m; Jn
m, J

n

m} denotes the

training set with M training samples, where Ā, t̄, J̄ denote

the ground truth atmospheric light, transmission map, and

clear image, respectively. We learn the iteration-dependent

model parameters Θn from {An
m, A

n

m; tnm, t
n

m; Jn
m, J

n

m} by

minimizing the cost function:

J (Θn) =
M
∑

m=1

ℓ(Ãn
m, A

n

m; t̃nm, t
n

m; J̃n
m, J

n

m), (13)

where Ãn
m, t̃nm, and J̃n

m are the outputs by solving the it-

eration algorithm (9) at the n-th iteration, corresponding to

An+1, tn+1 and Jn+1 of (9), respectively. Note that the

networks Nn
A , Nn

t , and Nn
J are plugged into (9) via (10),

(11) and (12) so that the learning process of iteration al-

gorithm (9) is of a jointly end-to-end training manner. As

using L1 norm as the loss function is able to generate good

results [12], we define ℓ(Ãn
m, A

n

m; t̃nm, t
n

m; J̃n
m, J

n

m) as
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Algorithm 1 Proposed algorithm.

Require: hazy image I , step size αA, αt and αJ , maximum

iteration number K.

A1 = N1
A(I),

t1 = N1
t (I),

J1 = I−A1

t1
+A1,

Update N 1
A and N 1

t with (13) and (14),

for n = 1, 2, 3 · · · K-1 do

An+1 = An−αA(∇AF
n+1+∇AG

n+1+Nn+1
A (An)),

tn+1 = tn − αt(∇tF
n+1 +∇tG

n+1 +Nn+1
t (tn)),

Jn+ 1
2 = I−An+1

tn+1 +An+1,

Jn+1 = Jn+ 1
2 −Nn+1

J (Jn+ 1
2 ),

Update Nn+1
A , Nn+1

t and Nn+1
J with (13) and (14).

end for

(a) Input image (b) Iteration #1 (c) Iteration #4 (d) Ground truth

Figure 3. An example result of the iteration algorithm. There still

exist haze residues in the initialization step, while the predicted

haze-free image of the 4-th iteration is close to the ground truth.

ℓ(Ãn
m, A

n

m; t̃nm, t
n

m; J̃n
m, J

n

m) =

‖Ãn
m −A

n

m‖1 + ‖t̃nm − t
n

m‖1 + ‖J̃n
m − J

n

m‖1, (14)

We minimize (13) and discriminatively learn the model pa-

rameters Θn stage by stage from n = 1, ...,K.

Based on above analysis, we summarize the proposed al-

gorithm for image dehazing in Algorithm 1. An overview

of the proposed method is presented in Figure 2, where we

denote (5) at the 1-st iteration as an initialization method,

while the iteration algorithm (9) at the n-th (n = 2, 3 · · · K)

iteration as an iteration unit. Starting from the initialization

value, the proposed deep image dehazing algorithm con-

verges within several iterations (four iterations is enough),

Figure 3 shows an example result.

5. Experimental Results

We compare our method against state-of-the-art image

dehazing methods on the proposed synthetic dataset as well

as publicly available benchmark datasets. Due to the com-

prehensive experiments performed, we only show a small

portion of the results in the main paper. Please visit the

project homepage for more and larger results.

5.1. Implementation details

In the learning process, we use the ADAM optimizer [9]

with parameters β1 = 0.9, β2 = 0.999, and ǫ = 10−4. The

minibatch size is set to be 20. The learning rate is initial-

ized as 10−4 for the first 10 epochs which is halved every

10 epochs.The parameters are initialized randomly and the

network converges well after 50 epochs. We empirically set

Table 2. Quantitative evaluations for the state-of-the-art dehazing

methods on the benchmark datasets in terms of PSNR and SSIM.

PSNR/SSIM Synthetic SOTS HazeRD

DCP [7] 18.04/0.8497 18.22/0.8484 14.64/0.7761

CAP [28] 17.99/0.8031 18.63/0.8101 14.15/0.7434

NLD [1] 17.13/0.7906 17.71/0.8154 14.58/0.8100

MSCNN [14] 19.51/0.8437 18.34/0.8380 15.62/0.8179

DehazeNet [2] 21.37/0.8703 22.18/0.8839 15.30/0.7859

AOD-Net [10] 19.21/0.8455 19.71/0.8663 15.64/0.8014

GFN [15] 23.05/0.8882 22.18/0.8757 13.73/0.6686

DCPDN [25] 20.09/0.8454 18.04/0.8515 15.86/0.7736

PDN [24] 19.09/0.8480 17.33/0.8164 14.48/0.7499

Ours 24.71/0.8917 22.46/0.8844 17.51/0.8461

the maximum iteration number K = 4 as a trade-off be-

tween accuracy and speed. The step size αA, αt, and αJ

are experimentally set to be 0.01 for the second iteration

and are reduced to 0.001 for the following iterations.

For the training data, we use the clear images and their

corresponding depth images to synthesize the hazy images

according to (1), where the clear images and depth im-

ages are obtained from the NYU Depth dataset [21] and the

Make3D dataset [17, 18, 19], which contain indoor and out-

door images, respectively. To generate better hazy images,

we randomly select atmospheric light A ∈ [0.7, 1.0] and

ρ ∈ {0.5, 1.0, 1.5} for each image according to [14]. In

addition, the guided image filter [8] is used to fill the holes

in the depth images when synthesizing hazy images. We

randomly synthesize 7,000 hazy images of size 512 × 512
pixels for training. To evaluate the proposed algorithm, we

generate another 300 images for testing, where the test data

and training data do not overlap.

For a RGB image of size h×w × c, the size of the hazy

image I , haze-free image J , transmission map t, and atmo-

spheric lightA is h×w×c, h×w×c, h×w×1, h×w×1,

respectively. The mathematical operations and CNNs used

in the proposed method do not change the dimensions.

5.2. Comparisons with the state­of­the­arts

To evaluate the performance of the proposed algorithm,

we compared it against state-of-the-art algorithms including

DCP [7], CAP [28], NLD [1], MSCNN [14], DehazeNet

[2], AOD-Net [10], GFN [15], DCPDN [25] and PDN [24].

In addition to the synthetic test dataset, we employ the

benchmark datasets SOTS dataset [11]and HazeRD dataset

[26] as well as real-world images to evaluate the perfor-

mance. SOTS dataset [11] is a large-scale dataset contain-

ing lots of challenging examples. HazeRD dataset [26] is

an outdoor dataset which simulates different weather con-

ditions. To evaluate the quality of the restored images, we

use PSNR and SSIM as the metrics.

Table 2 shows the quantitative evaluations on different

benchmark datasets, where the results of the state-of-the-

art methods are obtained using the corresponding publicly

available codes for fair comparisons. The proposed method

performs favorably against the state-of-the-art methods in

terms of PSNR and SSIM.
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(a) Input image (b) DCP [7] (c) CAP [28] (d) NLD [1] (e) MSCNN [14] (f) DehazeNet [2]

(g) AOD-Net [10] (h) GFN [15] (i) DCPDN [25] (j) PDN [24] (k) Ours (l) Ground truth

Figure 4. Example results on the synthetic dataset. Our method can remove haze and generate images visually closer to the ground truth.

(a) Input image (b) DCP [7] (c) CAP [28] (d) NLD [1] (e) MSCNN [14] (f) DehazeNet [2]

(g) AOD-Net [10] (h) GFN [15] (i) DCPDN [25] (j) PDN [24] (k) Ours (l) Ground truth

Figure 5. Example results on the SOTS dataset. Our method is able to remove haze and generates a much clearer image.

(a) Input image (b) DCP [7] (c) CAP [28] (d) NLD [1] (e) MSCNN [14] (f) DehazeNet [2]

(g) AOD-Net [10] (h) GFN [15] (i) DCPDN [25] (j) PDN [24] (k) Ours (l) Ground truth

Figure 6. Example results on the HazeRD dataset. Our method generates a clearer image visually closer to the ground truth image.

Figure 4 shows some dehazed results from the synthetic

test dataset by the evaluated methods. As the methods

[7, 28, 1, 14] usually assume that the atmospheric light is

constant and they usually choose the brightest pixels from

the hazy images according to the estimated transmission

maps, the results by these methods contain significant color

distortion. The deep learning based-methods, e.g., De-

hazeNet [2], AOD-Net [10], GFN [15], DCPDN [25], use

end-to-end trainable networks to directly estimate the clear

images. Haze residues still exist as shown in Figure 4 (f)-

(i). PDN [24] use a deep CNN to learn dark channel prior

[7] and develop an efficient algorithm based on the half-

quadratic optimization. However, the atmospheric light es-

timation of this method is based on [7]. Thus, the colors

of the generated images look unnatural. In contrast, our

method develops deep CNNs to learns the priors for atmo-

spheric light, transmission maps and clear images, which

facilitates the hazy removal (Figure 4 (k)). Figures 5 and

6 show dehazed results from the SOTS dataset [11] and

the HazeRD dataset [26]. As shown in Figure 5 (b)-(j),

the state-of-the-art methods suffer from various degree of

ripple-like artifacts or color distortions, while our method

generates more natural results. The comparisons in Figure 6

further demonstrate that our method can recover clear im-
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(a) Input image (b) DCP [7] (c) NLD [1] (d) MSCNN [14] (e) DehazeNet [2]

(f) AOD-Net [10] (g) GFN [15] (h) DCPDN [25] (i) PDN [24] (j) Ours

Figure 7. Example results on real-world image datasets. Our method removes haze and generates clearer images with vivid colors.

(a) Input image (b) DCP [7] (c) NLD [1] (d) MSCNN [14] (e) DehazeNet [2]

(f) AOD-Net [10] (g) GFN [15] (h) DCPDN [25] (i) PDN [24] (j) Ours

Figure 8. Example results on real-world image datasets. Our method removes haze and generates clearer images with vivid colors.

Table 3. Running time comparisons (in seconds) on images of size

512 x 512 pixels.

Methods AOD-Net [10] GFN [15] PDN [24] Ours

Platform Pycaffe Matcaffe MatConvNet PyTorch

Time 0.04 0.08 1.99 0.19

ages which are visually closer to the ground truth image.

Real examples. We further evaluate our method against

state-of-the-art algorithms on real images from publicly

available datasets. Figures 7 and 8 shows the results. Our

algorithm generates clear images with vivid colors, which

there are still exist haze residues or color distortion in the

images of other methods.

Running time. We evaluate the running time in the syn-

thetic test dataset with randomly selected 10 images of size

512 × 512 pixels on an Intel Xeon E5-2620 CPU and an

NVIDIA TITAN Xp GPU. Table 3 shows that our method

takes slightly more running time compared to the feed-

forward models [10, 15] due to the iteration strategy but is

about 10 times faster than PDN [24].

6. Analysis and Discussions

We have shown that the proposed algorithm is able to

generate better results compared to the state-of-the-art algo-

rithms. In this section, we further analyze the effectiveness

of the components via ablation studies.

6.1. Effectiveness of the iteration scheme

Our method is composed of the initialization method (5)

and several iteration units (9). The proposed method with-
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Figure 9. The proposed iteration method converges well w.r.t. the

iteration numbers and training epochs w.r.t. L1 loss and average

PSNR. The results of (a) and (b) are evaluated on the synthetic test

dataset, SOTS dataset and the validation dataset, respectively.

out using the iteration scheme will reduce to a totally end-

to-end feed-forward CNN method. To demonstrate the ef-

fects of the iteration scheme, we train the network with 10

iterations as presented in Figure 9 (a). The iteration scheme

consistently improves the results on both the synthetic test

dataset and SOTS dataset, especially from the initialization

step to the second iteration. The iteration algorithm con-

verges after 4 iterations and more iterations do not signifi-

cantly improve the results, so we set the maximum iteration

number K = 4 considering the trade-off between accuracy

and speed. Another natural question is whether the deep

CNNs based iteration method converges with deep learning

techniques during training. The quantitative evaluation in

Figure 9 (b) further shows that the proposed method con-

verges steadily after 50 epochs on the validation dataset.
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(a) Input image (b) DCP [7] (c) MSCNN [14] (d) DehazeNet [2] (e) DCPDN [25] (f) PDN [24] (g) Ours (h) Ground truth

Figure 10. Example resulting images of estimating atmospheric light A (top row) and transmission map t (bottom row). Our method can

generate more accurate atmospheric light and transmission maps closer to the ground truth.

Table 4. Quantitative evaluations against the state-of-the-art methods in estimating A and t on the synthetic dataset in terms of PSNR/SSIM.

The proposed algorithm achieves higher PSNR and SSIM value than other methods.

Methods
DCP [7] MSCNN [14] DehazeNet [2] DCPDN [25] PDN [24] Ours

PSNR/SSIM PSNR/SSIM PSNR/SSIM PSNR/SSIM PSNR/SSIM PSNR/SSIM

A 23.25/0.9907 23.86/0.9913 22.39/0.9899 26.59/0.9944 23.23/0.9910 26.34/0.9495

t 16.85/0.7951 16.37/0.8635 18.77/0.8972 14.58/0.8266 17.84/0.8608 22.88/0.9229

J 18.04/0.8497 19.51/0.8437 21.37/0.8703 20.09/0.8454 19.09/0.8480 24.71/0.8917

Table 5. Ablation study on the data-fidelity terms and prior terms.

Compared to the baselines, our method can achiever better results

in terms of PSNR and SSIM.

PSNR/SSIM Synthetic SOTS HazeRD

w/o F 24.69/0.8889 22.40/0.8836 17.36/0.8460

w/o G 24.67/0.8929 22.35/0.8802 17.42/0.8469

w/o F&G 24.60/0.8851 22.32/0.8793 17.31/0.8455

w/o NA 24.70/0.8869 22.38/0.8806 17.29/0.8432

w/o Nt 24.49/0.8815 22.24/0.8762 17.35/0.8341

w/o NA&Nt 24.46/0.8841 22.21/0.8762 17.27/0.8397

w/o NJ 24.25/0.8843 22.03/0.8780 17.45/0.8453

w/o NA&Nt&NJ 24.24/0.8794 21.94/0.8691 17.24/0.8329

Ours 24.71/0.8917 22.46/0.8844 17.51/0.8461

6.2. Effectiveness of the data­fidelity terms

We employ two data-fidelity terms F and G to regularize

the variational model. F models the similarity between the

predicted and ground truth hazy image while G helps esti-

mate A and t during the iteration process. We conduct an

ablation study to demonstrate the effectiveness of these two

terms, where F or G is removed from the iteration unit (9)

accordingly. Quantitative results in Table 5 show that F and

G help achieve better performance.

6.3. Effectiveness of the learned image priors

Our proposed dehazing network simultaneously learns

haze-relevant image priors for A, t and J in a data-driven

manner. These stage-wise priors are embedded in the gra-

dient descent iteration to help the restoration of A, t and

J . Figure 10 shows some resulting images of the estimated

A and t against state-of-the-art methods, where our method

can achieve accurate restoration results on bothA and t. Ta-

ble 4 presents the quantitative evaluations against the com-

pared methods in estimating A, t and J on the synthetic

test dataset, the proposed method can achieve comparable

results on A and higher PSNR and SSIM value on t and J .

As demonstrate in Section 5.2, clear haze-free images are

obtained with these learned priors. We further make an ab-

lation study by removing the prior terms (10), (11) and (12)

from (9), but retain the N1 in (5). As shown in Table 5,

the proposed algorithm with networks NA, Nt and NJ for

learning image priors could generate better results than the

other baselines.

6.4. Relations with the most related methods

We note that a recent work PDN [24] develops deep

CNNs to learn dark channel prior for transmission maps

in a variational framework to solve image dehazing prob-

lem. As image dehazing is an highly ill-posed problem, fa-

vorable regularizations should be added on the atmosphere

light, transmission map as well as the clear image. Com-

pared with PDN [24], we approach the problem differently

w.r.t. model formulation, the usage of deep CNNs and how

we iteratively solve the optimization problem with the deep

CNNs. Moreover, our algorithmic design facilitates incor-

porating domain knowledge of image dehazing in deep neu-

ral networks. Both the quantitative and qualitative results in

Section 5.2 demonstrate that our algorithm performs favor-

ably against PDN [24].

7. Conclusions

In this paper, we have proposed an efficient single im-

age dehazing algorithm by iteratively optimizing a vari-

ational model with deep CNNs to learn proximal haze-

relevant priors. The data fidelity terms and learned deep pri-

ors help achieve better estimation for the atmospheric light,

transmission map and haze-free image. While the iteration

scheme converges within several iterations with gradient de-

scent method. Extensive qualitative and quantitative exper-

iments on benchmark datasets show that the proposed algo-

rithm performs favorably against state-of-the-art methods.
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