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#### Abstract

This paper concerns an efficient algorithm for learning in the limit a special type of regular languages called strictly locally testable languages from positive data, and its application to identifying the protein $\alpha$-chain region in amino acid sequences. First, we present a linear time algorithm that, given a strictly locally testable language, learns (identifies) its deterministic finite state automaton in the limit from only positive data. This provides us with a practical and efficient method for learning a specific concept domain of sequence analysis. We then describe several experimental results using the learning algorithm developed above. Following a theoretical observation which strongly suggests that a certain type of amino acid sequences can be expressed by a locally testable language, we apply the learning algorithm to identifying the protein $\alpha$-chain region in amino acid sequences for hemoglobin. Experimental scores show an overall success rate of 95 percent correct identification for positive data, and 96 percent for negative data.
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## 1 Introduction

GRAMMATICAL inference can be vaguely described as the process of extracting from large quantities of data a grammatical representation for explaining those data. This is known as a subproblem of more general problem called inductive learning (or inductive inference) where instead of grammatical representations any type of concept representation devices is employed. One typical protocol of this learning paradigm, called identification in the limit, requires the class of objects (languages), the presentation of training data (an infinite sequence of examples) of an object in the class. The goal is to design an algorithm which produces a sequence of representations (grammars) for the object, eventually converging to a fixed representation correct for the targeted object. (See [4], [10] for excellent surveys of this area.)

In the study of inductive inference of formal languages, Gold [15] showed that the class of languages containing all finite sets and at least one infinite set is not learnable in the limit from positive data only. This fact was shocking in a sense because a simple implication is that even the class of regular languages is not learnable in the limit from positive data. Angluin [2] has given several conditions for the class of languages to be learnable in the limit from positive data, and presented some examples of learnable classes. She has also proposed subclasses of regular languages called $k$-reversible languages for each $k \geq 0$ and shown these classes are learnable in the limit from positive data with the conjectures up-

[^0]dated in polynomial time [3]. Here, the learnability from only positive data as well as polynomial-time efficiency is of great importance from the practical viewpoint.

On the other hand, the notion of a splicing system was introduced by Head in [18] as a mathematical model of restriction enzyme digestion and subsequent religation in the recombination of DNA molecules. He showed an interesting relationship between splicing languages generated by splicing systems and regular languages. In particular, one of the most significant results for our purpose is the equivalence relation between a certain type of splicing languages, called persistent splicing languages, and a subclass of regular languages called strictly locally testable languages. This result is crucially important in that, as we will show, it can bridge the gap between mathematical analysis in molecular biology and formal language theory in computer science. More specifically, in the usual problem setting of sequence analysis in genome informatics, the identification of protein sequence families is performed by the homology search technique to construct a "template" which gives a favorable score (e.g., [16], [32]). Our method is unique in that the learning algorithm in this paper may provide an automatic way of deriving such a template from sample data.

In this article, we will first show that, using Deterministic Finite State Automata (DFAs), for each $k \geq 1$, the class of strictly $k$-testable languages is learnable in the limit from positive data with the conjectures updated in linear time. It is also established that, for each $k \geq 1$, the class of strictly $k$-testable languages is a proper subclass of the class of $(k+1)$ reversible regular languages but incomparable to the class of zero-reversible languages. The class of strictly locally testable languages consists of all classes of strictly $k$-testable languages for every $k \geq 1$.

Then, motivated by a theoretical result due to Head [18] mentioned above which strongly suggests that a certain
type of amino acid sequences can be expressed by a strictly locally testable language, we describe several experimental results via a machine identification system based on the learning algorithm developed above. We apply the system to identifying the protein $\alpha$-chain region in amino acid sequences for hemoglobin. Some experimental data show that the system achieved an overall success rate of 95 percent correct identification for positive data, and 96 percent for negative data. As a result, we have specific DFAs which have been obtained through the learning process from the DNA sample data. Thus, the main experimental result stated in the present paper suggests a great potential of a successful formal method based on the automata-theoretic approach to DNA sequence analysis in general.

This article is organized as follows. After preparing basic definitions and notations in Section 2, we introduce the notion of a strictly $k$-testable language and study its formal properties in Section 3. A problem of learning strictly $k$ testable languages in the limit from positive data is formalized and a linear time algorithm for solving the problem is presented. Section 4 in turn deals with an application issue of the algorithm developed in the previous section. First, we state a theoretical result on relationship between two formal models: one for describing the behaviors of recombination of DNA molecules, called splicing system, and the other for a strictly $k$-testable language. Then, we apply the learning algorithm to an identification problem of protein $\alpha$-chain region in amino acid sequences, to obtain high scores of overall success rates in several experiments. Finally, discussion on related works and concluding remarks follow in Section 5.

## 2 Preliminaries

### 2.1 Basic Definitions and Notations for Formal Languages

We assume the reader to be familiar with the rudiments of automata and formal language theory. (For notions and notations not stated here, see, e.g., [17].)

Let $\Sigma$ be a fixed finite alphabet and $\Sigma^{*}$ be the set of all fi-nite-length strings over $\Sigma$. Further, let $\Sigma^{+}=\Sigma^{*}-\{\lambda\}$, where $\lambda$ is the null string. By $\lg (u)$, we denote the length of string $u$. A language over $\Sigma$ is a subset of $\Sigma^{*}$. The cardinality of a set $S$ is denoted by $|S|$.

Let $L_{k}(w)$ and $R_{k}(w)$ be the prefix and the suffix of $w$ of length $k$, respectively. Further, let $I_{k}(w)$ be the set of interior solid substrings of $w$ of length $k$. These are defined only when $w$ has length $k$ or more. If $w$ has length $k$, then $L_{k}(w)=$ $R_{k}(w)=w$, while if $w$ has length $k$ or $k+1$, then $I_{k}(w)$ is empty. Let $x$ be a string over $\Sigma$ and $L$ be a language over $\Sigma$. The left-quotient of $L$ and $x$, denoted by $x \backslash L$, is defined by $x \backslash L=\left\{y \in \Sigma^{*} \mid x y \in L\right\}$.

A deterministic finite state automaton (DFA) is a fivetuple $M=\left(Q, \Sigma, \delta, p_{0}, F\right)$, where $Q$ is a finite set of states, $\Sigma$ is a finite alphabet of input symbols, $p_{0}(\in Q)$ is the initial state, $F(\subseteq Q)$ is the set of final (accepting) states, and $\delta$ is a state transition mapping such that for all $p \in Q$ and $a \in \Sigma$, $\delta(p, a)$ is in $Q$ or undefined. A mapping $\delta$ is extended to $Q \times \Sigma^{*}$ as follows: For all $p \in Q, \delta(p, \lambda)=p$, and for all $p \in Q$,
$x \in \Sigma^{*}$, and $a \in \Sigma, \delta(p, x a)=\delta(\delta(p, x), a)$. A string $w$ over $\Sigma$ is accepted by $M$ if and only if (iff, for short) $\delta\left(p_{0}, w\right) \in F$. A language $L$ is accepted by $M$, denoted by $L=L(M)$, iff $L$ is exactly the set of all strings accepted by $M$.

### 2.2 Learning in the Limit From Positive Data

Let $C$ be a subclass of regular languages to be learned over a fixed alphabet $\Sigma$ and let $\mathcal{M}$ be a class of DFAs with the property that for each $L \in C$ there exists $M \in \mathcal{M}$ such that $M$ accepts $L$ (i.e., $L(M)=L$ ).

For a given $M \in \mathcal{M}$, a positive presentation of $L(M)$ is any infinite sequence of examples such that every $w \in L(M)$ occurs at least once in the sequence and no other examples not in $L(M)$ appear in the sequence.

Let $L$ be a language in $C$ such that $L=L(M)$ for some $M \in \mathcal{M}$. An algorithm $\mathcal{A}$ is said to learn a language $L$ in the limit from positive data (using $\mathcal{M}$ ) iff for any positive presentation of $L$, the infinite sequence of DFAs $M_{i}$ in $\mathcal{M}$ produced by $\mathcal{A}$ satisfies the property that there exists a $D F A M^{\prime}$ in $\mathcal{M}$ such that for all sufficiently large $i$, the $i$ th conjecture (DFA) $M_{i}$ is identical to $M^{\prime}$ and $L\left(M^{\prime}\right)=L(M)$. A class of languages $C$ is learnable in the limit from positive data iff there exists an algorithm $\mathcal{A}$ that, given an $L$ in $C$, learns $L$ in the limit from positive data.

Let $\mathcal{A}$ be an algorithm for learning a language class $C$ in the limit from positive data. A class $C$ is learnable in the limit from positive with the conjectures updated in polynomial time iff there exists an algorithm $\mathcal{A}$ for learning $C$ in the limit from positive data with the property that there exist a polynomial $p$ such that for any $n$, for any $L$ in $C$ for which a correct DFA is of size $n$, and for any positive presentation of $L$, the time used by $\mathcal{A}$ between receiving the $i$ th example $w_{i}$ and outputting the $i$ th conjectured representation $r_{i}$ is at most $p\left(n, m_{1}+\cdots+m_{i}\right)$, where $m_{j}=\lg \left(w_{j}\right)(1 \leq j \leq i)$.

## 3 Learning Locally Testable Languages

In this section, we discuss in some detail the problem of learning a subclass of regular languages, called strictly locally testable languages, and present an algorithm for learning the class of languages in the limit from positive data. The learning algorithm is proven to be efficient enough to be applied to a practical problem domain, and in fact it is applied to an identification problem of amino acid sequences for hemoglobin in the next section.

### 3.1 Strictly Locally Testable Languages

Let $k$ be a positive integer. A language $L$ over $\Sigma$ is strictly $k$ testable iff there exist finite sets $A, B$, and $C$ such that $A, B$, $C \subseteq \Sigma^{k}$, and for all $w$ with $\lg (w) \geq k, w \in L$ iff $L_{k}(w) \in A, R_{k}(w)$ $\in B$, and $I_{k}(w) \subseteq C$. (In this case, $(A, B, C)$ is called a triple for L.) A language $L$ is strictly locally testable iff there exists an integer $k \geq 1$ such that $L$ is strictly $k$-testable [24]. Note that if $L$ is strictly $k$-testable, then $L$ is strictly $k^{\prime}$-testable for all $k^{\prime}>k$. Further, the definition of "strictly $k$-testable" says nothing about the strings of length $k-1$ or less.

For some analyses on the formal language theoretic characterizations of strictly locally testable languages, see the Appendix which establishes the relationships to other subclasses of regular languages.

Now, let us define a binary relation $\prec$ on $2^{\Sigma^{k}} \times 2^{\Sigma^{k}} \times 2^{\Sigma^{k}}$ as follows:

$$
(A, B, C)<\left(A^{\prime}, B^{\prime}, C^{\prime}\right) \text { iff } A \subseteq A^{\prime}, B \subseteq B^{\prime}, \text { and } C \subseteq C^{\prime} .
$$

It is easy to see that a relation $<$ is a partial order.
Let $L$ be a strictly $k$-testable language over $\Sigma$ and let $(A, B, C)$ be a triple for $L$. A triple $(A, B, C)$ for $L$ is called minimum if $(A, B, C)$ is the minimum element with respect to $<$ among all triples for $L$.
LEMMA 1. Let $L$ be a strictly $k$-testable language such that $L \subseteq \Sigma^{k} \Sigma^{*}$. Then, there exists a triple $(A, B, C)$ for $L$ which is minimum.

Proof. Suppose that there exist triples $\left(A_{i}, B_{i}, C_{i}\right)$ for $L$ which are pairwise incomparable with respect to the order $<$. Consider a triple $(A, B, C)$, where $A=\cap_{i} A_{i} B=\cap_{i} B_{i}$, $C=\cap_{i} C_{i}$. Then,

$$
\begin{aligned}
w \in L & \Leftrightarrow(\forall i) L_{k}(w) \in A_{i}, R_{k}(w) \in B_{i}, I_{k}(w) \subseteq C_{i} \\
& \Leftrightarrow L_{k}(w) \in \bigcap_{i} A_{i}, R_{k}(w) \in \bigcap_{i} B_{i}, I_{k}(w) \subseteq \bigcap_{i} C_{i}
\end{aligned}
$$

Thus, $(A, B, C)$ is a triple for $L$ and clearly for all $i,(A, B, C)$ $<\left(A_{i}, B_{i}, C_{i}\right)$.

Lemma 2. Let $L$ be a language such that $L \subseteq \Sigma^{k} \Sigma^{*}$. Then, $L$ is strictly $k$-testable iff there exists a triple $\left[A^{\prime}, B^{\prime}, C^{\prime}\right]$ such that $A^{\prime}, B^{\prime}, C^{\prime} \subseteq \Sigma^{k}$ and $L=A^{\prime} \Sigma^{*} \cap \Sigma^{*} B^{\prime}-\Sigma^{+} C^{\prime} \Sigma^{+}$.

Proof. Suppose that there exists a triple $(A, B, C)$ for $L$ which is minimum. Then,

$$
\begin{aligned}
w \in L & \Leftrightarrow L_{k}(w) \in A_{i}, R_{k}(w) \in B_{i}, I_{k}(w) \subseteq C \\
& \Leftrightarrow w \in A^{\prime} \Sigma^{*} \cap \Sigma^{*} B^{\prime} \cap\left(\Sigma^{*}-\Sigma^{+} C^{\prime} \Sigma^{+}\right) \\
& \left(\text {where } A^{\prime}=A, B^{\prime}=B, \text { and } C^{\prime}=\Sigma^{k}-C\right)
\end{aligned}
$$

Thus, there exists a triple $\left[A^{\prime}, B^{\prime}, C^{\prime}\right]$ such that $A^{\prime}, B^{\prime}, C^{\prime} \subseteq$ $\Sigma^{k}$ and $L=A^{\prime} \Sigma^{*} \cap \Sigma^{*} B^{\prime}-\Sigma^{+} C^{\prime} \Sigma^{+}$.

The converse is proved in the same manner as above.

### 3.1.1 Conventions

1) First, recall that the definition of strictly $k$-testability says nothing about the strings of length $k-1$ or less. Since we are interested in the property on the essential part of strictly $k$-testable languages, we assume that all languages we will deal with in this section are subsets of $\Sigma^{k} \Sigma$. Further, note that a strictly $k$-testable language may possibly be strictly $k^{\prime}$-testable for some $k^{\prime}$ less than $k$. In the present paper, we are concerned with the class of strictly $k$-testable languages where $k$ is critical in the sense that no smaller $k$ can specify the class. Hence, from Lemma 2, in what follows, we adopt the following definition for a strictly $k$-testable language: $L$ is strictly $k$-testable iff
a) there exists a triple $S=[A, B, C]$ such that $A, B, C$ $\subseteq \Sigma^{k}$ and $L=L(S)$, and
b) for no $k^{\prime}$ less than $k, L$ is strictly $k^{\prime}$-testable, where $L(S)=A \Sigma^{*} \cap \Sigma^{*} B-\Sigma^{+} C \Sigma^{+}$.
2) Second, a triple $[A, B, C]$ for $L$ (in this new definition) is called minimum iff so is a triple $\left(A, B, \Sigma^{k}-C\right)$
for $L$ (in the original definition).
3) Third, we may assume that all triples $[A, B, C]$ considered and used in the proof are minimum.

### 3.2 Strictly $k$-Testable Language Associated With a Finite Set

In this subsection, we will show that given a finite set of strings $T$, we can effectively construct a strictly $k$-testable language $L_{T}$ which is the smallest strictly $k$-testable language containing $T$.

Let $T$ be a finite subset of $\Sigma^{k} \Sigma^{*}$. Then, construct finite sets $A_{T}, B_{T}$, and $C_{T}$ as follows:

$$
\begin{gathered}
A_{T}=\left\{L_{k}(w) \mid w \in T\right\} \\
B_{T}=\left\{R_{k}(w) \mid w \in T\right\} \\
C_{T}=\left\{x \mid \lg (x)=k, \forall y, y^{\prime} \in \Sigma^{+}\left(y x y^{\prime} \notin T\right)\right] .
\end{gathered}
$$

Consider a triple $S_{T}=\left[A_{T}, B_{T}, C_{T}\right]$ and a language

$$
L\left(S_{T}\right)=A_{T} \Sigma^{*} \cap \Sigma^{*} B_{T}-\Sigma^{+} C_{T} \Sigma^{+} .
$$

Then, obviously, $A_{T}, B_{T}, C_{T} \subseteq \Sigma^{k}$. A set $L\left(S_{T}\right)$ is called a strictly $k$-testable language associated with $T$.

We assume that $T$ and $T^{\prime}$ are finite subsets of $\Sigma^{k} \Sigma^{*}$ throughout this section.

## Lemma 3.

1) $T \subseteq L\left(S_{T}\right)$ holds.
2) Let $L$ be a strictly $k$-testable language such that $L \subseteq \Sigma^{k} \Sigma^{*}$ and $L=A \Sigma^{*} \cap B \Sigma^{*}-\Sigma^{+} C \Sigma^{+}$, for some triple $[A, B, C]$. Then, $w$ is in L implies that $I_{k}(w) \cap C=\varnothing$.
3) If $T \subseteq T^{\prime}$, then $L\left(S_{T}\right) \subseteq L\left(S_{T^{\prime}}\right)$ holds.

Proof. Statements 1 and 2 are obvious from the definition, and it suffices to prove Statement 3 .

From the way of constructing $A_{T}, B_{T}$ of $S_{T}$, it is obvious that $A_{T} \subseteq A_{T^{\prime}}, B_{T} \subseteq B_{T^{\prime}}$. Now, suppose that $C_{T^{\prime}} \nsubseteq C_{T}$. Then,

$$
\begin{aligned}
\exists x \in C_{T^{\prime}}-C_{T} & \Rightarrow \forall y, y^{\prime}\left(y x y^{\prime} \notin T^{\prime}\right) \text { and } \exists x, z^{\prime}\left(z x z^{\prime} \in T\right) \\
& \Rightarrow \exists w\left(=z x z^{\prime}\right) \in T-T^{\prime} \\
& \Rightarrow T \nsubseteq T^{\prime}(\text { contradiction })
\end{aligned}
$$

Thus, it must hold that $C_{T^{\prime}} \subseteq C_{T}$. Hence, from the argument above, it is obvious that

$$
\begin{gathered}
A_{T} \Sigma^{*} \subseteq A_{T^{\prime}} \Sigma^{*} \\
\Sigma^{*} B_{T} \subseteq \Sigma^{*} B_{T^{\prime}} \\
\Sigma^{*}-\Sigma^{+} C_{T} \Sigma^{+} \subseteq \Sigma^{*}-\Sigma^{+} C_{T^{\prime}} \Sigma^{+}
\end{gathered}
$$

Hence, we have:

$$
\begin{aligned}
L\left(S_{T}\right) & =A_{T} \Sigma^{*} \cap \Sigma^{*} B_{T} \cap\left(\Sigma^{*}-\Sigma^{+} C_{T} \Sigma^{+}\right) \\
& \subseteq A_{T^{\prime}} \Sigma^{*} \cap \Sigma^{*} B_{T^{\prime}} \cap\left(\Sigma^{*}-\Sigma^{+} C_{T^{\prime}} \Sigma^{+}\right) \\
& =L\left(S_{T^{\prime}}\right)
\end{aligned}
$$

Thus, it holds that $L\left(S_{T}\right) \subseteq L\left(S_{T^{\prime}}\right)$.

Note: If $T^{\prime} \nsubseteq L\left(S_{T}\right)$, then $L\left(S_{T}\right) \subset L\left(S_{T^{\prime}}\right)$ holds.
Lemma 4. Let $L$ be an arbitrary strictly $k$-testable language such that $L \subseteq \Sigma^{k} \Sigma^{*}$. Then, $T \subseteq$ Limplies that $L\left(S_{T}\right) \subseteq L$.
Proof. Let $L=A \Sigma^{*} \cap \Sigma^{*} B-\Sigma^{+} C \Sigma^{+}$for some triple $[A, B, C]$.
Assume that $T \subseteq L$, then it is obvious that $\left(A_{T} \subseteq A\right)$ and ( $B_{T} \subseteq B$ ). Now, suppose that $C \nsubseteq C_{T}$. Then,

$$
\exists \alpha \in C-C_{T} \Rightarrow \exists \alpha \in C, \exists y, y^{\prime} \in \Sigma^{+}\left(y \alpha y^{\prime} \in T\right)
$$

Since $T \subseteq L$, the string $y \alpha y^{\prime}$ is in $L$. Thus, by (2) of Lemma 3, $I_{k}\left(y \alpha y^{\prime}\right) \cap C=\varnothing$. But, since $\alpha \in C$ and $\alpha \in I_{k}\left(y \alpha y^{\prime}\right) \cap C$, we have a contradiction. Thus, it holds that $C \subseteq C_{T}$. Hence, in the same manner as in the proof for (3) of Lemma 3, we have that $L\left(S_{T}\right) \subseteq L$.

From Lemma 4, we note that $L\left(S_{T}\right)$ is the smallest strictly $k$-testable language containing $T$.

### 3.3 Characteristic Sample for Strictly $\boldsymbol{k}$-Testable Language

We now consider a finite set $R$ of a strictly $k$-testable language $L$ with the property that $L$ can be completely characterized by $R$.

Let $L$ be a strictly $k$-testable language such that $L \subseteq \Sigma^{k} \Sigma^{*}$. A finite subset $R$ of $\Sigma^{k} \Sigma^{*}$ is called a characteristic sample for $L$ iff $L$ is the smallest strictly $k$-testable language containing $R$.

Lemma 5. Suppose that $R \subseteq T \subseteq L$, where $R$ and $T$ are finite, $L$ is a strictly $k$-testable language such that $L \subseteq \Sigma^{k} \Sigma^{*}$. If $R$ is a characteristic sample for $L$, then $L=L\left(S_{R}\right)=L\left(S_{T}\right)$ holds.

Proof. From (1) of Lemma 3, it follows that $R \subseteq L\left(S_{R}\right)$. Hence, by the definition of characteristic sample for $L$, it must hold that $L \subseteq L\left(S_{R}\right)$. On the other hand, from Lemma 4, it holds that $L\left(S_{R}\right) \subseteq L$. Thus, we have

$$
\begin{equation*}
L=L\left(S_{R}\right) \tag{1}
\end{equation*}
$$

Since $L\left(S_{T}\right)$ is the smallest strictly $k$-testable language containing $T, T \subseteq L$ implies that

$$
\begin{equation*}
L\left(S_{T}\right) \subseteq L \tag{2}
\end{equation*}
$$

Further, by (3) of Lemma 3, $R \subseteq T$ implies that

$$
\begin{equation*}
L\left(S_{R}\right) \subseteq L\left(S_{T}\right) \tag{3}
\end{equation*}
$$

From (1), (2), and (3), we have that $L=L\left(S_{R}\right)=L\left(S_{T}\right)$ holds.

Now, we will show that there effectively exists a characteristic sample for any strictly $k$-testable language.

### 3.3.1 Constructing a DFA Associated With a Triple

Let $L$ be a strictly $k$-testable language such that $L=L(S)$ $\left(=A \Sigma^{*} \cap \Sigma^{*} B-\Sigma^{+} C \Sigma^{+}\right)$, for some triple $S=[A, B, C]$. We will show that there effectively exists a characteristic sample for $L$.

First, consider a $D F A M_{S}=\left(Q, \Sigma, \delta, p_{0}, F\right)$ constructed from $S=[A, B, C]$ in the following way:


Fig. 1. Canonical DFA associated with $S$.

$$
Q= \begin{cases}Q_{1} \cup\{[\hat{x}] \mid x \in A \cap B \cap C\} & (\text { if } A \cap B \cap C \neq \varnothing) \\ Q_{1} & \text { (otherwise) }\end{cases}
$$

where

$$
\begin{gathered}
Q_{1}=\left\{[\lambda],\left[a_{1}\right],\left[a_{1} a_{2}\right], \ldots,\left[a_{1} \cdots a_{k-1}\right] \mid \alpha=a_{1} \ldots a_{k} \in A\right\} \\
\cup\left\{[x] \mid x \in\left(\Sigma^{k}-C\right) \cup A \cup B\right\}, \\
p_{0}=[\lambda] .
\end{gathered}
$$

$F$ and $\delta$ are defined as follows:

(1) for $\forall \alpha=a_{1} \ldots a_{k} \in A$,
$\delta\left(p_{0}, a_{1}\right)=\left[a_{1}\right]$
$\delta\left(\left[w_{i}\right], a_{i+1}\right)=\left[w_{i} a_{i+1}\right]\left(\right.$ where $\left.w_{i}=a_{1} \ldots a_{i}(1 \leq \forall i \leq k-2)\right)$
$\delta\left(\left[w_{k-1}\right], a_{k}\right)=\left\{\begin{array}{ll}{[\hat{\alpha}]} & (\text { if } \alpha \in B \cap C) \\ {[\alpha]} & \text { (otherwise) }\end{array}\left(\begin{array}{ll}\left.\text { where } w_{k-1}=a_{1} \ldots a_{k-1}\right)\end{array}\right.\right.$
(2) for $\forall[a x],[x b] \in Q$ s.t. $\lg (x)=k-1, a x \in A, x b \in\left(\Sigma^{k}-C\right) \cup B$,

$$
\begin{aligned}
& \delta([\widehat{a x}], b)=[x b](\text { if } a x \in B \cap C) \\
& \delta([a x], b)=[x b] \text { (otherwise })
\end{aligned}
$$

(3) for $\forall[a x],[x b] \in Q$ s.t. $\lg (x)=k-1, a x \in\left(\Sigma^{k}-C\right), x b \in$ $\left(\Sigma^{k}-C\right) \cup B$

$$
\delta([a x], b)=[x b] .
$$

We call $M_{S}$ the canonical DFA associated with $S$ (see Fig. 1). It should be noted that the terminology canonical is used here in a manner different from the usual sense.
EXAMPLE 1. Consider a strictly two-testable language $L$ defined by a triple $S=[A, B, C]$ as follows: $L=A \Sigma^{*} \cap \Sigma^{*} B$ $-\Sigma^{+} C \Sigma^{+}$, where $\Sigma=\{a, b\}, A=B=C=\{a a\}$. Note that $L$ is the language denoted by a regular expression: $a a+$ $a a\left(b^{+} a\right)^{*} a$.

We construct the canonical DFA $M_{S}=\left(Q, \Sigma, p_{0}, \delta, F\right)$ associated with $S=[A, B, C]$ as follows:

$$
Q=Q_{1} \cup\{[\widehat{a a}]\}
$$

where

$$
\begin{aligned}
Q_{1} & =\{[\lambda],[a],[a a],[a b],[b a],[b b]\} \\
p_{0} & =[\lambda] \\
F & =\{[\widehat{a a}],[a a]\} .
\end{aligned}
$$

$\delta$ is defined by

$$
\begin{aligned}
& \delta([\lambda], a)=[a], \delta([a], a)=[\widehat{a a}], \delta([\widehat{a a}], a)=[a a], \\
& \delta([\widehat{a a}], b)=[a b], \delta([a b], a)=[b a], \delta([a b], b)=[b b], \\
& \delta([b a], a)=[a a], \delta([b a], b)=[a b], \delta([b b], a)=[b a], \\
& \delta([b b], b)=[b b]
\end{aligned}
$$

The state-transition graph of $M_{S}$ is given in Fig. 1 .
Lemma 6. $M_{s}$ exactly accepts $L$, that is, it holds that for any $w \in$ $\Sigma^{k} \Sigma^{*}, w$ is in $L$ iff it is accepted by $M_{s}$.

Proof. Let $\lg (w)=k$, then from the definition of $L$ and $M_{S}$, $w \in L \Leftrightarrow w \in A \cap B$

$$
\Leftrightarrow \begin{cases}\delta([\lambda], w)=[\hat{w}] \in F & \text { (if } w \in A \cap B \cap C) \\ \delta([\lambda], w)=[w] \in F & \text { (otherwise) }\end{cases}
$$

Let $\lg (w)=k+1$ and $w=\operatorname{axb}($ where $a, b \in \Sigma, \lg (x)=k-1)$. Then,
$w \in L \Leftrightarrow a x \in A$ and $x b \in B$

$$
\begin{aligned}
& \Leftrightarrow \delta([\lambda], a x)=[\widehat{a x}] \text { and } \delta([\widehat{a x}], b)= \\
& \quad[x b] \in F(\text { if } a x \in B \cap C) \\
& (\operatorname{or} \delta([\lambda], a x)=[a x] \text { and } \delta([a x], b)=[x b] \in F(\text { otherwise })) \\
& \Leftrightarrow \delta([\lambda], a x b)=[x b] \in F
\end{aligned}
$$

Now, assume that $l g(w) \geq k+2$ and $w=a_{1} \ldots a_{n}(n \geq k+2)$. Then, $L_{k}(w)=a_{1} \ldots a_{k}, R_{k}(w)=a_{n-k+1} \ldots a_{n}$, and $I_{k}(w)=$ $\left\{i n_{2}(w), \ldots, i n_{n-k}(w)\right\}$, where $i n_{j}(w)=a_{j} \ldots a_{j+k-1}(2 \leq \forall j \leq n-k)$. Then,

$$
\begin{aligned}
& w \in L \Leftrightarrow L_{k}(w) \in A, R_{k}(w) \in B \text { and } I_{k}(w) \subseteq \Sigma^{k}-C \\
& \Leftrightarrow \delta\left([\lambda]=L_{k}(w)\right)=\left[L_{k}(\widehat{ }(w)], \delta\left(\left[L_{k}(\widehat{w})\right], a_{k+1}\right)=\right. \\
& {\left[i n_{2}(w)\right]\left(\text { if } L_{k}(w) \in B \cap C\right) } \\
&\left(\operatorname{or} \delta\left([\lambda]=L_{k}(w)\right)=\left[L_{k}(w)\right], \delta\left(\left[L_{k}(w)\right], a_{k+1}\right)=\right. \\
& {\left.\left[i n_{2}(w)\right](\text { otherwise })\right) } \\
& \delta\left(\left[i n_{j}(w)\right], a_{j+k}\right)=\left[i n_{j+1}(w)\right](2 \leq \forall j \leq n-k-1) \text { and } \\
& \delta\left(\left[i n_{n-k}(w)\right], a_{n}\right)=\left[R_{k}(w)\right] \in F \\
& \Leftrightarrow \delta([\lambda], w)=\left[R_{k}(w)\right] \in F
\end{aligned}
$$

Thus, it is proved that for any $w \in \Sigma^{k} \Sigma^{*}, w \in L$ iff $w$ is accepted by $M_{S}$.

### 3.3.2 Constructing a Characteristic Sample

We observe that, for a given triple $S$ for a strictly $k$-testable language $L$, the canonical DFA $M_{S}=\left(Q, \Sigma, \delta, p_{0}, F\right)$ associated with $S$ is not always minimum.

Let $M_{L}=\left(Q_{L}, \Sigma, \delta_{L}, p_{0}, F_{L}\right)$ be the minimum DFA exactly accepting $L$, which is obtained from $M_{S}$ by an appropriate state minimization algorithm.

For every state $q \in Q_{L}$, let $\operatorname{pre}(q)$ and $\operatorname{post}(q)$ be any strings of the minimum possible lengths such that $\delta_{L}\left(p_{0}\right.$, $\operatorname{pre}(q))=q$ and $\delta_{L}(q, \operatorname{post}(q)) \in F_{L}$, respectively. Further, for $q$ $\in Q_{L}$ and a $k$-leader $u$ of $q$, let $s(q, u)$ denote a string $v$ of the minimum possible length such that $\delta_{L}\left(p_{0}, v u\right)=q$.

Let $Q_{L}^{\prime}=\left\{[x] \in Q_{L} \mid \lg (x)=k\right\}$. Then, consider a finite set:
$R_{L, k}=\left\{\operatorname{pre}([x]) \operatorname{post}([x]) \mid[x] \in Q_{L}-Q_{L}^{\prime}\right\}$
$\cup\left\{s\left([x], x^{\prime}\right) x^{\prime} \operatorname{post}([x]) \mid[x] \in Q_{L}^{\prime}, x^{\prime}: k\right.$-leader of $\left.[x]\right\}$
$\cup\left\{s\left([x], x^{\prime}\right) x^{\prime} b \operatorname{post}([y]) \mid[x] \in Q_{L^{\prime}}^{\prime} \delta([x], b)=y, x^{\prime}: k\right.$-leader of $\left.[x]\right\}$
We remark that the manner of constructing $R_{L, k}$ from $M_{L}$ faithfully follows that of constructing a characteristic sample for a $k$-reversible language $L$ from the minimum DFA exactly accepting $L$ [3].
Lemma 7. For any strictly $k$-testable language $L, R_{L, k+1}$ is a characteristic sample for $L$.
Proof. From Lemma 13 and the remark above, since $L$ is ( $k+1$ )-reversible, $R_{L, k+1}$ is a characteristic sample for $L$ as a ( $k+1$ )-reversible language. Let $L^{\prime}$ be any strictly $k$-testable language containing $R_{L, k+1}$. Since $L^{\prime}$ is a $(k+1)$ reversible language, we have that $L \subseteq L^{\prime}$.
Example 2. Consider the following strictly two-testable language $L: L=A \Sigma^{*} \cap \Sigma^{*} B-\Sigma^{+} C \Sigma^{+}$, where $\Sigma=\{a, b, c\}, A=$ $\{a b\}, B=\{b c\}$, and $C=\{a a, b b, c c\}$. We construct the canonical DFA $M_{S}=\left(Q, \Sigma, p_{0}, \delta, F\right)$ associated with $S=[A, B, C]$ as follows:

$$
\begin{aligned}
Q & =\{[\lambda],[a],[a b],[a c],[b a],[b c],[c a],[c b]\} \\
p_{0} & =[\lambda] \\
F & =\{[b c]\} \\
\delta([\lambda], a) & =[a] \\
\delta([a], b) & =[a b] \\
\delta([x y], z) & =[y z](\text { where } x \neq y, y \neq z, x, y, z \in \Sigma) .
\end{aligned}
$$

The state-transition graph of $M_{S}$ is given in Fig. 2a. After minimizing $M_{S}$, we have the minimum DFA $M_{L}$ depicted in Fig. 2b.

Note that since $A \cap B \cap C=\varnothing, L$ is two-reversible. Actually, $M_{L}$ in Fig. 2b satisfies the definition of $k$ reversible acceptor given in [3].


Fig. 2. (a) State-transition graph of $M_{S}$. (b) Minimum DFA $M_{L}$.

### 3.4 Learning Algorithm

We now present a learning algorithm (LA). The learning protocol for LA consists of only the positive presentation of an unknown strictly $k$-testable language $U$ over the fixed alphabet $\Sigma$.

Suppose that a positive integer $k$ and a positive presentation of a target language $U$ are given. Then, the run of the algorithm LA is outlined as follows: After initializing necessary parameters, LA starts with producing the initial acceptor $M_{E_{0}}$ accepting $E_{0}(=\varnothing)$. Each time of receiving a new positive example $w_{i+1}$, LA checks if the current conjectured DFA $M_{E_{i}}$, constructed from the current set of examples $E_{i}$, accepts $w_{i+1}$ or not. If this is true, then LA simply produces $M_{E_{i}}$ itself as the latest conjecture $M_{E_{i+1}}$. Otherwise, by examing $w_{i+1}$ and computing each of $L_{k}\left(w_{i+1}\right), R_{k}\left(w_{i+1}\right)$, and $I_{k}\left(w_{i+1}\right)$, LA updates the current triple $S_{E_{i}}$ so as to produce a new conjecture $M_{E_{i+1}}$ that is obtained from the updated triple $S_{E_{i+1}}$.

We show that LA given in Fig. 3 eventually learns in the limit a DFA $M_{E}$ such that $U=L\left(M_{E}\right)$, where $L\left(M_{E}\right)$ is the language accepted by $M_{E}$.
LEMMA 8. Let $M_{E_{0}}, M_{E_{1}}, \ldots M_{E_{i}}, \ldots$ be the sequence of DFAs produced by $L A$, where $E_{i}$ is the set of positive data at the $i$ th stage. Then,

1) for $\forall i \geq 0, L\left(M_{E_{i}}\right) \subseteq L\left(M_{E_{i+1}}\right) \subseteq U$, and
2) there exists $r \geq 0$ such that for $\forall i \geq 0, M_{E_{r}}=M_{E_{r+i}}$ and $L\left(M_{E_{r}}\right)=U$.

Proof. Since $E_{i} \subseteq E_{i+1}$, from (3) of Lemma 3, it holds that $L\left(S_{E_{i}}\right) \subseteq L\left(S_{E_{i+1}}\right)$, hence $L\left(M_{E_{i}}\right) \subseteq L\left(M_{E_{i+1}}\right)$. Further, by Lemma 4, we have that for $\forall i \geq 0, L\left(S_{E_{i}}\right) \subseteq U$, that is, $L\left(M_{E_{i}}\right) \subseteq U$.

Consider a sufficiently large integer $n_{0}>0$ such that $R_{U} \subseteq E_{n_{0}}$, where $R_{U}$ is a characteristic sample for $U$. (Since $R_{U}$ is a finite subset of $U$ and from the definition of positive presentation, this is always possible.) Then, from Lemma 5 , it follows that $U=L\left(S_{R_{U}}\right)=L\left(S_{E_{n_{0}}}\right)$, hence $U=L\left(M_{R_{U}}\right)=L\left(M_{E_{n_{0}}}\right)$. Further, once $M_{E_{n_{0}}}$ is output, since any input $w$ given afterward is consistent with $M_{E_{n_{0}}}$, it is obvious that $\left(\forall i \geq n_{0}\right) M_{E_{i}}=M_{E_{n_{0}}}$.

Thus, we have Theorem 9.
Theorem 9. Given an unknown strictly $k$-testable language $U$, the algorithm LA learns in the limit a DFA $M_{E}$ such that $U=L\left(M_{E}\right)$.

Input: a positive integer $k$ and a positive presentation of a target strictly $k$-testable language $U$
Output: a sequence of DFAs for strictly $k$-testable languages

## Procedure

initialize $E_{0}=\varnothing$;
let $S_{E_{0}}=\left[\varnothing, \varnothing, \Sigma^{k}\right]$ be the initial triple ;
construct DFA $M_{E_{0}}$ accepting $E_{0}(=\varnothing)$;
repeat (forever)
let $M_{E_{i}}=\left(Q_{E_{i}}, \Sigma, \delta_{E_{i}}, p_{0}, F_{E_{i}}\right)$ be
the current DFA;
read the next positive example $w_{i+1}$;
if $w_{i+1} \in L\left(M_{E_{i}}\right)$, then output $M_{E_{i+1}}$ $\left(=M_{E_{i}}\right)$;
else
scan $w_{i+1}$ to compute $L_{k}\left(w_{i+1}\right), R_{k}\left(w_{i+1}\right), I_{k}\left(w_{i+1}\right)$;
construct the canonical DFA $M_{E_{i+1}}$ associated with $S_{E_{i+1}}=\left[A_{E_{i+1}}, B_{E_{i+1}}, C_{E_{i+1}}\right]$; (where $A_{E_{i+1}}=A_{E_{i}} \cup\left\{L_{k}\left(w_{i+1}\right)\right\}$,
$B_{E_{i+1}}=B_{E_{i}} \cup\left\{R_{k}\left(w_{i+1}\right)\right\}$,
$C_{E_{i+1}}=C_{E_{i}}-I_{k}\left(w_{i+1}\right)$
and $\left.E_{i+1}=E_{i} \cup\left\{w_{i+1}\right\}\right)$
output $M_{E_{i+1}}$;

Fig. 3. Learning algorithm ( $L A$ ).

### 3.5 Time Analysis of $L A$

Let $S_{0}=\left[A_{0}, B_{0}, C_{0}\right]$ be the minimum triple for $U$ and let $M_{0}=$ $\left(Q_{0}, \Sigma, \delta_{0}, p_{0}, F_{0}\right)$ be the canonical DFA associated with $S_{0}$. Further, let $M_{U}=\left(Q_{U}, \Sigma, \delta_{U}, p_{0}, F_{U}\right)$ be the minimum DFA obtained from $M_{0}$, where $U=L\left(S_{0}\right)=L\left(M_{0}\right)=L\left(M_{U}\right)$. (Note that given $U, M_{U}$ is unique up to isomorphism.) We analyze the time complexity of the algorithm $L A$.

We may assume a $|\Sigma|$-branching complete tree $T_{\Sigma}$ with depth $k$ as a data structure for storing and handling $k$ length segments. Also, for every $i \geq 0$, the canonical DFA $M_{E_{i}}=\left(Q_{E_{i}}, \Sigma, \delta_{E_{i}}, p_{0}, F_{E_{i}}\right)$ obtained from a triple $S_{E_{i}}$ is represented by a set of pairs $\operatorname{dom}\left(\delta_{E_{i}}\right)\left(\subseteq Q_{0} \times \Sigma\right)$. (This is possible because of the incremental nature of the constructed canonical DFAs. To indicate final states, we associate a label " $f$ " with a state $[x]$ like $[x]_{f}$.)

For every $i \geq 0$, each time a new positive example $w_{i+1}$ is provided, updating a conjecture $M_{E_{i}}$ requires at most $O\left(k|\Sigma| \lg \left(w_{i+1}\right)\right)$. This is achieved as follows:

1) In the first phase, testing whether or not $w_{i+1} \in L\left(M_{E_{i}}\right)$ is done in time $O\left(\lg \left(w_{i+1}\right)\right)$.
2) In the second phase, computing $L_{k}\left(w_{i+1}\right), R_{k}\left(w_{i+1}\right)$, and $I_{k}\left(w_{i+1}\right)$ is done in time $O\left(k \lg \left(w_{i+1}\right)\right)$ by operating on $T_{\Sigma}$. At the same time, $\operatorname{dom}\left(\delta_{E_{i}}\right)$ is updated in time $O\left(k|\Sigma| \lg \left(w_{i+1}\right)\right)$.
In the actual implementation, however, no triple is constructed, but $\operatorname{dom}\left(\delta_{E_{i}}\right)$ is directly incremented. (Note that the "true" updating $\operatorname{dom}\left(\delta_{E_{i}}\right)$ occurs in the second phase only when the first phase proves $w_{i+1}$ to be inconsistent with the current conjecture. Further, because of the monotonically incremental feature of the output sequence of DFAs, the set $\operatorname{dom}\left(\delta_{E_{i}}\right)$ increases itself just by adding either some elements of transitions or final states in a monotonical fashion.) Thus, we have Theorem 10.
THEOREM 10. The algorithm $L A$ requires at most $O(|\Sigma| k m)$ time for updating a conjecture, where $m$ is the maximum length among all positive data provided in the learning process.
Note: If we are required to learn the minimum DFA, then it may take at most $\left|Q_{E_{i}}\right| \log \left|Q_{E_{i}}\right|$ additional time per update, using an efficient algorithm for this purpose [21], which is bounded by $\left|Q_{0}\right| \log \left|Q_{0}\right|$.

## 4 Applying LA to Biological DataExperimental Results

In the first half of the present paper, we have developed an efficient algorithm $L A$ for learning strictly locally testable languages in the limit from positive data and discussed some of the formal aspects of both the language class and the learning algorithm $L A$.

The second half of this section will discuss a possible application of such theoretical results to a practical problem in the domain of DNA sequence analysis. In the sequel, we first introduce a formal model for splicing DNA sequences and call one's attention to a theoretical fact that the language class characterized by a special type of the formal models is exactly the class of strictly locally testable languages. This immediately leads us to a kind of justification to apply our learning algorithm LA to the identification problem for biological data. In fact, we will present some experimental results which strongly suggest that this theoretical analysis is valid for a certain kind of amino acid sequences.

### 4.1 A Formal Model for DNA Splicing Sequences

In [18], Head proposed a formal system called a splicing system and studied the relationship between formal language theory and computational molecule biology.

A splicing system is a four-tuple $S=(\Sigma, I, B, C)$, where $\Sigma$ is an finite alphabet, $I$ is a finite set of initial strings, $B$ and $C$ are finite sets of triples $(a, x, b)$, called patterns, with $a, x, b \in$ $\Sigma^{*}$. For each such a triple, the string $a x b$ is called a site and the string $x$ is called a crossing. Patterns in $B$ and $C$ are called the left (resp., right) patterns. For uaxbv and $w c x d z$ in $\Sigma^{*}$ with patterns $(a, x, b)$ and $(c, x, d)$ in the same hand (either $B$ or $C$ ), two new strings uaxdz and wcxbv are constructed by splicing at the crossing $x$. (In a biological interpretation, one may take $I$ as the initial set of DNA molecule sequences, $B$ and $C$ as the sets of splicing rules, specified by restricted enzymes and a ligase, that produce $5^{\prime}$ overhangs or blunt ends, and produce $3^{\prime}$ overhangs, respectively.)

The language $L=L(S)$ generated by $S$ consists of the strings in $I$ and all strings that can be obtained by adjoining to $L$ uaxdz and $w c x b v$, whenever uaxbv and $w c x d z$ are in $L$ and both patterns $(a, x, b)$ and $(c, x, d)$ are in the same hand. (In other words, $L(S)$ is the smallest subset of $\Sigma^{*}$ which contains $I$ and is closed under the operation of splicing.) A language $L$ over $\Sigma$ is a splicing language iff there exists a splicing system $S$ such that $L=L(S)$.

Here we are concerned with a specific type of splicing systems. A splicing system is said to be persistent iff for each pairs of strings uaxbv and $w c x d z$ in $\Sigma^{*}$ with $(a, x, b)$ and $(c, x, d)$ from the same hand, if $y$ is a subsegment of $\operatorname{uax}($ resp., $x d z$ ) that is the crossing of a site in uaxbv(resp., wcxdz), then this same subsegment $y$ of $u a x d z$ contains an occurrence of the crossing of a site in uaxdz. (Intuitively, in a persistent splicing system, it is possible to apply consecutive splicing operations infinitely many times.)

It is known that if we specify $B$ and $C$ by choosing restriction enzymes from actual biological world, then the resulting systems are often persistent [18]. (For example, in order to obtain persistent splicing systems, one may choose restriction enzymes from the [35, Appendix]. Further, any splicing system containing only one restriction enzyme is always persistent, even if the single enzyme is HgiAI.)

An important result for our purpose is Theorem 11.
THEOREM 11 [18]. For a language $L$, the followings are equivalent:

1) L is a strictly locally testable language,
2) L is generated by a persistent splicing system.


Fig. 4. A DFA accepting a strictly two-testable language denoted by a regular expression aba(ba)*.

## Example 3 [18].

1) Consider a splicing system $S=(\{a, b\},\{a b a b a\},\{(a, b, a)\}$, $\varnothing$ ). It is easy to see that $S$ is persistent and $L(S)=$ $\left\{a b a(b a)^{n} \mid n \geq 0\right\}$. Note that a string $a b a$ is obtained from $a b a b a$ and its copy by using a pattern ( $a, b, a$ ). A biochemical interpretation of this system is that taking $a=[A / T][T / A]$ and $b=[C / G][G / C]$, the resulting language $L(S)$ consists of all molecules that can be potentially arisen from the action of ClaI (with an appropriate ligase) on (copies of) the molecule:

$$
\left[\frac{A}{T}\right]\left[\frac{T}{A}\right]\left[\frac{C}{G}\right]\left[\frac{G}{C}\right]\left[\frac{A}{T}\right]\left[\frac{T}{A}\right]\left[\frac{C}{G}\right]\left[\frac{G}{C}\right]\left[\frac{A}{T}\right]\left[\frac{T}{A}\right](=a b a b a) .
$$

A language $L(S)$ is, in fact, a strictly two-testable language that is accepted by a DFA pictured in Fig. 4.
2) Let $S=(\{\mathrm{a}, \mathrm{c}, \mathrm{g}, \mathrm{t}\}, I, B, C)$, where $\mathrm{a}=[A / T], \mathrm{t}=[T / A]$, $\mathrm{c}=[C / G], \mathrm{g}=[G / C], I$ is unspecified here, $B$ consists of the patterns specified by EcoRI, TaqI, and $A l u \mathbf{I}$, and C contains the single pattern by HhaI. The patterns provided by these four enzymes are as follows:

$$
\begin{array}{ll}
(\mathrm{g}, \text { aatt, c) for EcoRI, } & (\mathrm{t}, \mathrm{cg}, \mathrm{a}) \text { for } \operatorname{Taq} \mathbf{I} \\
(\mathrm{ag}, \lambda, \mathrm{ct}) \text { for AluI}, & (\mathrm{g}, \mathrm{cg}, \mathrm{c}) \text { for Hha } \mathbf{I}
\end{array}
$$

A careful examination proves that this system is persistent.
We call $\{\mathrm{a}, \mathrm{c}, \mathrm{g}, \mathrm{t}\}$ the standard four-letter alphabet and denote it by $S_{4}$. Note that in order to have a strictly twotestable language $L(S)$, we make use of a symbolic replacement in (1) of Example 3 above.

Such a translation is frequently used in analyzing DNA sequences. In fact, we will describe several experimental results in the next section where a letter-to-letter translation (i.e., a coding) is used to reduce the size of the problem in question smaller, leading to a feasible solution.

### 4.2 Protein $\alpha$-Chain Identification

From Theorem 11, it may be justified that we assume the following Working Assumption.
A Working Assumption: Some types of amino acid sequences are generated by persistent splicing systems, and, hence, they are characterized by strictly locally testable languages.

Under this assumption, in this section, we describe some experimental results that concern identifying a protein $\alpha$ chain region. We have implemented the learning algorithm for strictly locally testable languages developed in the previous section on a workstation, and applied it to the problem of identifying the $\alpha$-chain region in amino acid sequences for hemoglobin.

Hemoglobin, as one of the most familiar proteins, provides an example of a protein consisting of more than one

TABLE 1
Translation Tables Dayhoff's Coding [9]

| Amino Acids | Properties | New <br> Symbols |
| :--- | :---: | :---: |
| C | sulfur polymerization | a |
| S, T, P, A, G | small | b |
| N, D, E, Q | acid \& amide | c |
| H, R, K | basic | d |
| M, I, L, V | hydrophobic | e |
| F, Y, W | aromaticity | f |

(a)

Binary Coding [25]

| Amino Acids | Hydropathy <br> Index | New <br> Symbols |
| :--- | :---: | :---: |
| A, C, F, G, I, L, M, N, <br> S, T, V, W, Y | High | 0 |
| D, E, H, K, P, Q, R | Low | 1 |

(b)
type of polypeptide chain: A heme group is associated with two $\alpha$-subunits ( $\alpha$-chains) and two $\beta$-subunits ( $\beta$-chains), where each type of subunit comprising a different polypeptide chain is represented by its own gene. Historically, it is believed that all globin genes are derived from a single ancestral gene, so that by tracing the development of individual globin genes we may learn about the mechanisms involved in the evolution of gene families. Here, we targeted the amino acid sequences for $\alpha$-chains of hemoglobin, hoping to discover some formal language theoretic characterization property common in all of the amino acid sequences of this particular region.

1) Goal: The purpose of this experiment is to find a DFA that identifies the $\alpha$-chain region in amino acid sequences for hemoglobin. (As mentioned above, one hemoglobin molecule comprises two $\alpha$-chains and two $\beta$-chains, and the $\alpha$-chain is a polypeptide normally comprising 141 amino acids.)
2) Method: The positive data of $\alpha$-chain in amino acid sequences for hemoglobin have been drawn from PRF protein sequence database [26]. Let us denote the set of those raw positive data by $\mathrm{POS}_{\text {raw }}$ that is a finite set of strings over the alphabet of 20 symbols, $\mathrm{A}_{20}$, each of which represents each amino acid residue.
We used two kinds of letter-to-letter translations: One is from $\mathrm{A}_{20}$ to the six-letter alphabet $\mathrm{D}_{6}(=\{a, b, c, d, e, f\})$ specified by Dayhoff's coding method, the other from $A_{20}$ to a binary alphabet $B(=\{0,1\})$ used in [5], shown in Table 1. (A sample of a raw positive data and its translation results via Dayhoff's coding and binary coding are given in Fig. 5.)

We now describe the details of our experiments. Let's denote by POS the set of positive data obtained from $\mathrm{POS}_{\text {raw }}$ in terms of a translation via either Dayhoff's coding or binary coding in Table 1. In our experiments, the cardinality of POS was 123.

We have also prepared a set of negative data NEG, consisting of 2,567 sequences. NEG was constructed by randomly


Fig. 5. Raw data of amino acid sequence from human hemoglobin is coded into new data over $D_{6}$ and $B$.
choosing from all protein data but hemoglobin data in PRF database. The length of data ranges from 138 to 142 for NEG and 141 or 142 for POS.
$\operatorname{By} \operatorname{Exp}(k, x)$, we denote an experiment performed by the method described below, where $k$ is the parameter for strictly $k$-testability and $x$ is the cardinality of Sample, a set of training data randomly selected from POS.

### 4.2.1 Experiments Based on Dayhoff's Coding

We now have the new set of positive data POS over $D_{6}$, where a parameter $k$ is fixed as $k=2$.

An experiment $\operatorname{Exp}(2, x)$ : For each $x(=10,15,20,25,30)$, we constructed Sample consisting of $x$ sequences that were randomly selected from POS. Then, using Sample, the learning algorithm $L A$ described in Section 3 produced a DFA $M_{2, x}$ that specifies a strictly two-testable language containing all training data in Sample. We then evaluated the performance of the obtained DFA, using the set of test data Test and NEG, where POS = Sample $\cup$ Test (disjoint union). The success rates of correct identification for positive and negative data are defined by:

$$
\begin{equation*}
\boldsymbol{R}_{\text {pos }}=\frac{\mid \text { Test } \cap L\left(M_{2, x}\right) \mid}{\mid \text { Test } \mid}, \boldsymbol{R}_{\text {neg }}=\frac{\left|\mathrm{NEG} \cap \overline{L\left(M_{2, x}\right)}\right|}{|\mathrm{NEG}|}, \tag{4}
\end{equation*}
$$

respectively, where $\overline{L\left(M_{2, x}\right)}$ denotes the complement of $L\left(M_{2, x}\right)$ with respect to $D_{6}^{*}$ (that is, the set of strings over $D_{6}$ rejected by $\mathrm{M}_{2, x}$ ).

For each $x=10,15,20,25,30$ ), we have iteratively made an experiment $\operatorname{Exp}(2, x) 100$ times. Fig. 6 illustrates a series of experiments $\operatorname{Exp}(2, x)$ where the figures indicate the average scores on each experiment. Table 2 summarizes the experimental results. Table 2 a shows that the DFA $M_{2,30}$ achieved a success rate of 93 percent correct identification for (positive) test data and 99 percent for negative data.

### 4.2.2 Experiments Based on Binary Coding

Using a binary coding in [25], we have a set of positive data POS over B which is obtained from $\mathrm{POS}_{\text {raw }}$.

By fixing $x=20$, we first made experiments $\operatorname{Exp}(k, 20)$ for each $k=2,3,4,5$, and 6 . In each case, $\operatorname{Exp}(k, 20)$ has been iteratively performed 100 times. The final results are presented in Table 2 b , where $R_{\text {pos }}$ and $R_{\text {neg }}$ are defined in the same manner as in (4), and all figures indicate the average


Fig. 6. In experiments $\operatorname{Exp}(2, x)$ over $D_{6}$, where $x$ ranged from 10 to 30 , the best score was attained in $\operatorname{Exp}(2,30)$. The scores indicate the average rates of 100 random experiments.
scores. For example, we observe that an experiment $\operatorname{Exp}(3$, 20) achieves the overall best score: a success rate of 96 percent correct identification for (positive) test data and 92 percent correct identification for negative data.

Based on this observation, we then made experiments $\operatorname{Exp}(3, x)$ for each $x=6,7,8,9$, and 10. Again, for each $x$, $\operatorname{Exp}(3, x)$ has been performed 100 times. Fig. 7 illustrates the results of a series of $\operatorname{Exp}(3, x)$, where the figures indicate the average scores.

### 4.3 Experimental Results

First, we will mention some theoretical consideration and its molecule biological implication that are immediately derived from our previous results.

Suppose that a representation relation $L=h\left(L^{\prime}\right)$ holds, where $L$ is a strictly $k$-testable language over $\mathrm{D}_{6}$ and $h$ is a letter-to-letter coding from $\mathrm{A}_{20}$ to $\mathrm{D}_{6}$. Then, we note that $L^{\prime}$ is contained in a $k$-testable language over $\mathrm{A}_{20}$. Further, if a set of amino acid sequences is a strictly $k$-testable language over $\mathrm{A}_{20}$, then it is regarded as $3 k$-testable language over the standard four-letter alphabet $S_{4}(=\{a, c, g, t\})$.

From these considerations, Theorem 12 holds.
THEOREM 12. If $L$ is a strictly $k$-testable language over $D_{6}$, then a language $L^{\prime}$ such that $L=h\left(L^{\prime}\right)$ is contained in a $3 k$-testable language over $\mathrm{S}_{4}$.

TABLE 2
Experimental Results-Best Scores Via Dayhoff Coding

| $(k=2)$ | $\operatorname{Exp}(2,30)$ |
| :---: | :---: |
| $R_{\text {pos }}$ | $93 \%$ |
| $R_{\text {neg }}$ | $99 \%$ |

(a)

Via Binary Coding Based on Hydropathy Index

| $\operatorname{Exp}(k, 20)$ | $k=2$ | $k=3$ | $k=4$ | $k=5$ | $k=6$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $R_{\text {pos }}$ | $97.4 \%$ | $96,2 \%$ | $92.6 \%$ | $87.9 \%$ | $81.5 \%$ |
| $R_{\text {neg }}$ | $83.3 \%$ | $92.3 \%$ | $93.6 \%$ | $94.9 \%$ | $99.2 \%$ |

(b)

Success Rate


Fig. 7. In experiments $\operatorname{Exp}(3, x)$ over B , where $x$ ranged from six to 10, the best score was attained in $\operatorname{Exp}(3,6)$. The scores indicate the average rates of 100 random experiments.

Thus, for example, from a result obtained in $\operatorname{Exp}(2,30)$ with $k=2$, one may make a conjecture that a set of DNA sequences for $\alpha$-chain region of hemoglobin is contained in a strictly six-testable language over $\mathrm{S}_{4}$, which is strongly supported by the theoretical discussion made in Section 4.1.

## $4.4 \alpha$-Chain Automata

Through the experiments, several DFAs have been identified from sets of training data that have been selected in a random manner from a set of positive data POS. It might be expected that these DFAs have some common feature, because they all have been obtained as the best candidate DFA for specifying the same virtual target of a strictly locally testable language (i.e., a persistent splicing language).

Let us first focus on the series of DFAs over B, $\mathrm{M}_{k, 20}(k=$ $2,3,4,5,6)$, obtained in $\operatorname{Exp}(k, 20)$. Provided that the overall performance score of a DFA is evaluated by a simple summation, $R_{p o s}+R_{n e g}$, we observe that $\mathrm{M}_{3,20}$ may be called the best DFA over B. We also note from Fig. 7 that all DFAs $M_{3, x}$ (for $x=6,7,8,9,10$ ) equally achieve high scores in overall performance evaluation. This suggests one aspect of the stability of the obtained DFA family. Further, it is somehow surprising that only six (and at most 10) training data randomly selected are sufficient for constructing such a good DFA characterizing $\alpha$-chain region in binary representation. More remarkable is that among 100 times of random experiments in $\operatorname{Exp}(3,6)$, we have obtained more than 70 times the identical DFA $\mathrm{M}_{3,6}$, accepting $000(0+1)^{*} 101$, shown in Fig. 9. Thus, an interesting fact is that with high probability of 95 percent, the structure of $\alpha$-chain region of amino acid sequence can be characterized by only its prefix and suffix of length three, in binary representation in terms of hydropathy index.

Similarly, we have observed from the series of experiments in $\operatorname{Exp}(2, x)$ over $\mathrm{D}_{6}$ (for $\left.x=10,15,20,25,30\right)$ that the best score was achieved in $\operatorname{Exp}(2,30)$ (see Fig. 6), where the best DFA $M_{2,30}$ shown in Fig. 8 was obtained 10 times out of 100 random experiments. This DFA is characterized by the fact that each acceptable string starts with either be or ee and ends with $f d$, in the meanwhile, no $a a$ appears as an internal substring.


Fig. 8. A DFA $M_{2,30}$ most frequently obtained in experiments $\operatorname{Exp}(2,30)$ over $\mathrm{D}_{6}$. This DFA was obtained more than 70 among 100 times of random experiments.


Fig. 9. A DFA $M_{3,6}$ most frequently obtained in experiments $\operatorname{Exp}(3,6)$ over B. This DFA was obtained more than 10 among 100 times of random experiments.

One might think of comparing two DFAs $M_{3,6}$ over $B$ and $M_{2,30}$ over $D_{6}$ obtained above. However, we find it difficult to discuss one's superiority over the other, because these experiments have been performed based on the distinct training data sets randomly chosen under the different coding methods. Further, two codings we used are basically independent of each other. Thus, it seems that, at present, we have no justifiable way to select one DFA as the best automaton for explaining $\alpha$-chain in amino acid sequences.

In summing up, using the proposed method for learning strictly locally testable languages, we could obtain a specific type of DFA $\mathrm{M}_{\alpha}$ that one may call an $\alpha$-chain DFA for hemoglobin. A DFA $\mathrm{M}_{\alpha}$ so obtained is applicable to identifying the $\alpha$-chain region for unknown amino acid sequences with a very high success rate.

Finally, from the other supplemental experiments, we conjecture that a DFA with a similarly high score could be obtained from a set of positive raw data over $\mathrm{A}_{20}$, i.e., $\mathrm{POS}_{\text {raw }}$ if the training set is sufficiently large. Here, we could eventually collect only 123 positive raw data in total from the PRF database, and, as a result, we could not help using two codings to obtain our main results.

## 5 Discussion

### 5.1 Related Works

In [3], Angluin presents an algorithm that, given $k \geq 1$, learns $k$-reversible DFAs in the limit from positive data
where a conjecture is updated in $\mathrm{O}\left(k N^{3}\right)$ time, where $N$ is the sum of lengths of data provided. For the relationship between strictly locally testable languages and reversible languages, see the Appendix. There are some works by Garcia and others [12], [11] devoted to the study of the identification problem of strictly $k$-testable languages, where the definition of strictly $k$-testability is slightly different from the one in this paper. In [11], a language $L$ is strictly $k$-testable iff there exists a triple [A, B, C] such that

$$
\begin{aligned}
A, B & \subseteq \bigcup_{i=1}^{k-1} \Sigma^{i} \\
C & \subseteq \Sigma^{k}
\end{aligned}
$$

and

$$
L=A \Sigma^{*} \cap \Sigma^{*} B-\Sigma^{*} C \Sigma^{*}
$$

This definition of strictly $k$-testability leads to another class of strictly $k$-testable languages. (For example, a strictly onetestable, and therefore, two-testable language $L=\left\{a b^{n} a \mid n \geq 0\right\}$ in our definition is neither strictly one-testable nor twotestable in their definition.) They present an algorithm which is quite similar to the $L A$ in this paper and runs in time $\mathrm{O}\left(k N \log \left|Q_{0}\right|\right)$, where $Q_{0}$ is the state set of the canonical DFA associated with a triple for the target language. The work is, however, achieved from the viewpoint different from the one in this paper in that their efforts mainly put stress on the construction of the canonical DFA associated with a triple from a given sample set. They also apply their learning algorithm to the syntactic pattern (speech) recognition problem [11].

There exist a few subclasses of regular languages known to be learnable in the limit from positive data in polynomial time in some sense, such as the class of $k$-reversible languages, the class of regular pattern languages [29], the class of $k$-bounded regular languages [22]. One of the papers by Shinohara [30] also suggests another subclass of regular languages of special type [34], [36] polynomial-time learnable in the limit from positive data. It seems that further research in this direction should be made for enlarging the boundary of polynomial-time learnability from positive data.

Since the notion of a splicing system was introduced by Head in [18] as a mathematical model of restriction enzyme digestion and subsequent religation in the recombination of DNA molecules, there have been reported an enormous number of works concerning the formal characterizations of splicing systems and their learning problem [8], [13], [14], [19], [31], [33], [38]. Among others, one of the most significant results for our purpose is the equivalence relationship between persistent splicing languages and strictly locally testable languages established in [18]. This equivalence relation encouraged and provided us with a kind of justification to apply our learning algorithm to the identification problem of biological data.

In the area of machine learning (ML), there have been made many attempts to classify, identify and predict the biological properties of DNA and protein sequences. It should be remarked, however, that in the usual problem setting of DNA or protein sequence analysis in the ML
community, the identification of protein sequence families is often performed by the homology search technique to construct a "template" which gives a favorable score (e.g., [16], [32]). Among others, there are some works motivated by the linguistic characterizations of DNA and protein sequence analysis: Searls [28] champions the use of formal languages and gives an intensive investigations on computational linguistics for biological sequences. Also, one can find a variety of proposals for the use of pattern languages (e.g., [20], [25]) and of probabilistic context-free grammars and/or its extensions (or variants) for modeling biological sequences (e.g., [1], [6], [27], [23], [37]). However, none of those works has attempted to deal with learning issues of the biological template. In this regard, our method is unique, that is, the learning algorithm in this paper may provide an automatic way of deriving such a template from sample data.

### 5.2 Concluding Remarks

We have shown that the class of strictly $k$-testable languages is learnable in the limit from positive data and presented an algorithm which learns any strictly $k$-testable language in the limit from positive data using DFAs.

It should be noted that similar arguments might work for the class of locally testable languages, which is a larger subclass of regular languages, and lead us to the similar results. As Angluin suggested [3], it is interesting to study on the relationship between the learnability and the algebraic properties of the subclasses of regular languages. The class of noncounting regular languages is identical to the smallest class of languages that contains all locally testable languages and closed under Boolean operations and concatenation [24]. Alternative characterizations for noncounting regular languages are due to the group-freeness and the permutation-freeness on their syntactic monoids. These algebraic properties also have some connections to a certain subclass of first-order logic.

Motivated by a result due to Head [18], which strongly suggests that a certain type of amino acid sequences can be expressed by a strictly locally testable language, we have described some experimental results via a machine identification system based on the learning algorithm developed above. We applied the system to the problem of identifying the protein $\alpha$-chain in amino acid sequences for hemoglobin. The main experimental data showed that the system achieved an overall success rate of 95 percent correct identification for positive data and 96 percent for negative data. Under the same working assumption made here, the prediction problem of other domains such as protein $\alpha$-helix region in amino acid sequences could be also attacked in terms of the same identification strategy.

Finally, as is mentioned above, strictly locally testable languages have some connections to a certain subclass of firstorder logic formulas. In other words, they can provide a certain class of logical formulas for describing the genetic information. In this sense, the main experimental result stated in this article has a deep implication to the bio-informatics aspect of DNA sequences and also suggests a great potential of a successful formal method based on the automatatheoretic approach to DNA sequence analysis in general.

## Appendix

In order to discuss the relationship between the class of strictly locally testable languages and that of reversible languages, we give the definition of reversible languages based on the language-theoretic characterizations [3]. Let $k$ be a nonnegative integer. A regular language $L$ is $k$-reversible iff whenever $u_{1} v w$ and $u_{2} v w$ are in $L$ and $\lg (v)=k$, it holds that $u_{1} v \backslash L=u_{2} v \backslash L$. (When $k=0$, we write "zero-reversible" rather than "0-reversible.") A regular language is reversible iff it is $k$-reversible for some $k \geq 0$.

Example 4. Consider a language $L$ consisting of all finitelength strings over $\Sigma(=\{a, b\})$ that begin with $a$, end with $a$, and contain no occurrence of $a$ as a strictly interior subword, that is, $L$ is the language denoted by the regular expression $a+a b^{*} a$.

Let

$$
A=B=\{a\}, \text { and } C=\{b\} .
$$

Then, it is easily seen that for $\forall w \in \Sigma^{*}$ with $\lg (w) \geq 1, w \in L$ iff $L_{1}(w) \in A, R_{1}(w) \in B$, and $I_{1}(w) \subseteq C$. Hence, $L$ is strictly one-testable. It is seen that $L$ is not a zero-reversible language.
On the other hand, the language denoted by the regular expression $a(b b)^{*}$ is not strictly $k$-testable for any $k \geq 1$, but is zero-reversible. Further, there are some languages (e.g., $\left\{a b^{n} \mid n \geq 1\right\}$ ) which are strictly one-testable as well as zeroreversible. Hence, the class of strictly $k$-testable languages is incomparable to the class of zero-reversible languages. (There exists another definition for strictly $k$-testability [7], [12], [11] that is slightly different from the one given in the present paper. This has been discussed in the Section 5.1.)

In fact, we can show the following characterization of strictly $k$-testable languages which is similar to but different from Theorem 7.1 in [12], and the proof is also performed in a similar fashion.

Lemma 13. For each $k \geq 1$, a strictly $k$-testable language $L$ is a $(k+1)$-reversible language.
Proof. Let $(A, B, C)$ be a triple for $L$ over $\Sigma$. It suffices to show that whenever $u_{1} v w$ and $u_{2} v w$ are in $L$ and $\lg (v)=$ $k+1$, it holds that $u_{1} v \backslash L=u_{2} v \backslash L$.

Suppose that $u_{1} v w, u_{2} v w$ are in $L$ and $\lg (v)=k+1$. Then, we have that $L_{k}\left(u_{i} v\right)=L_{k}\left(u_{i} v w\right) \in A, R_{k}(v w)=$ $R_{k}\left(u_{i} v w\right) \in B$, and $I_{k}\left(u_{i} v w\right)=I_{k}\left(u_{i} v\right) \cup I_{k}(v w) \subseteq C(i=1,2)$. In particular, it holds that for $i=1,2, I_{k}\left(u_{i} v\right) \subseteq C$. Then, for $\forall x \in \Sigma^{*}$,

$$
\begin{aligned}
I_{k}\left(u_{1} v x\right) \subseteq C & \Leftrightarrow I_{k}\left(u_{1} v\right) \cup I_{k}(v x) \subseteq C \\
& \Leftrightarrow I_{k}\left(u_{2} v\right) \cup I_{k}(v x) \subseteq C \\
& \Leftrightarrow I_{k}\left(u_{2} v x\right) \subseteq C
\end{aligned}
$$

Using these relations, we can show that for $\forall x \in \Sigma^{*}, u_{1} v x$ is in $L$ iff $u_{2} v x$ is in L. Actually, for $\forall x \in \Sigma^{*}$,

$$
\begin{aligned}
u_{1} v x \in L & \Leftrightarrow L_{k}\left(u_{1} v x\right) \in A, R_{k}\left(u_{1} v x\right) \in B, I_{k}\left(u_{1} v x\right) \subseteq C \\
& \Leftrightarrow L_{k}\left(u_{2} v x\right) \in A, R_{k}\left(u_{2} v x\right) \in B, I_{k}\left(u_{2} v x\right) \subseteq C \\
& \Leftrightarrow u_{2} v x \in L
\end{aligned}
$$

Hence, we have that $u_{1} v \backslash L=u_{2} v \backslash L$.

Note: For each $k \geq 1$, there exists a strictly $k$-testable language $L(k)$ that is not $k$-reversible. For example, let $A=B=$ $\left\{a^{k}\right\}$ and $C=\Sigma^{k}-\left\{a^{k}\right\}$, where $\Sigma=\{a, b\}$, and let $L(k)$ be a language defined by a triple $(A, B, C)$. Then, $\left\{a^{k}, a^{k+1}\right\} \subseteq L(k)$ and $\left\{a^{k+i} \mid i \geq 2\right\} \cap L(k)=\varnothing$. Let $u_{1}=\lambda, u_{2}=a, v=a^{k}, w=\lambda$, then both $u_{1} v w=a^{k}$ and $u_{2} v w=a^{k+1}$ are in $L(k)$. However, $u_{1} v \backslash L(k)$ $\supseteq\{\lambda, a\}$, while $u_{2} v \backslash L(k)=\{\lambda\}$, thus, $u_{1} v \backslash L(k) \neq u_{2} v \backslash L(k)$. Hence, $L(k)$ is not $k$-reversible.

Thus, we have Theorem 14.
THEOREM 14 . For each $k \geq 1$, the class of strictly $k$-testable languages is properly included in the class of $(k+1)$-reversible languages, but incomparable to the class of zero-reversible languages.
We present another characterization of strictly $k$-testable languages which provides us with deeper understanding of strictly $k$-testable languages.

Let $M_{S}=\left(Q, \Sigma, \delta, p_{0}, F\right)$ be the canonical DFA associated with $S$, exactly accepting $L=L(S)$. For each $q \in Q$, a string $u$ is said to be a $k$-leader of $q$ iff $\lg (u)=k$ and there exists $p_{u}$ in $Q$ such that $\delta\left(p_{u}, u\right)=q$.
THEOREM 15. Let $L$ be a strictly $k$-testable language such that $L=L(S)$ for some $S=[A, B, C]$. Then,

1) $L$ is $k$-reversible iff $A \cap B \cap C=\varnothing$,
2) a language $L-(A \cap B \cap C)$ is $k$-reversible.

Proof.
First, suppose that $A \cap B \cap C \neq \varnothing$. Then, there exists a string $w \in A \cap B \cap C$ such that $\lg (w)=k$. Clearly $w$ is in $L$. Further, we have that a string $w w^{\prime}$ is in $L$, where $w^{\prime}$ is the shortest string such that $R_{k}\left(w w^{\prime}\right)=w$. (Note that for no $z \in \Sigma^{+}, w w^{\prime} z$ is in L.) Let $u_{1}=z=\lambda, v=w$, and let $u_{2}$ be a prefix of $w w^{\prime}$ such that $u_{2} w=w w w^{\prime}$. Then, both $u_{1} v z(=w)$ and $u_{2} v z\left(=w w^{\prime}\right)$ are in $L$, where $\lg (v)=k$. However, $u_{1} v \backslash L$ $=w \backslash L \supseteq\left\{\lambda, w^{\prime}\right\}$, while $u_{2} v \backslash L=w w^{\prime} \backslash L=\{\lambda\}$, which implies that $L$ is not $k$-reversible.

Conversely, suppose that $A \cap B \cap C=\varnothing$. Then, from the way of constructing the canonical DFA $M_{S}=$ $\left(Q, \Sigma, \delta, p_{0}, F\right)$ associated with $S$ where $A \cap B \cap C=\varnothing$, we observe that the $k$-leader of any state $[x]$ in $Q$ is $x$ itself. This implies that $M_{S}$ satisfies the requirement of determinacy with lookahead $k$ for $k$-reversibility [3]. Hence, $M_{S}$ is a $k$-reversible acceptor and $L$ is $k$ reversible.

Second, we may assume that $A \cap B \cap C \neq \varnothing$ and let $L^{\prime}=L-(A \cap B \cap C)$. From the way of constructing the canonical DFA $M_{S}=\left(Q, \Sigma, \delta, p_{0}, F\right)$ associated with $S$ where $A \cap B \cap C \neq \varnothing$, it is seen that for each $x \in A \cap B$ $\cap C$, the existence of two states $[x]$ and $[\hat{x}]$ having a common $k$-leader $x$ only violates the $k$-reversibility of $M_{S}$. Hence, for all $x \in A \cap B \cap C$, by deleting final states $[\hat{x}]$ from $M_{S}$, we obtain a DFA $M_{S}^{\prime}$ which satisfies the $k$ reversibility, and it holds that $M_{S}^{\prime}$ exactly accepts $L^{\prime}$. Hence, $L^{\prime}$ is $k$-reversible.
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